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The presented work probes the fundamentals of Knudsen forces. Using the direct simulation Monte Carlo
�DSMC� method, the flows induced by temperature inhomogeneity within a representative configuration and
the Knudsen force acting on a heated microbeam are captured as functions of Knudsen number in the entire
flow regime. Both flow strength and Knudsen force peak in the transition regime and negative Knudsen force
absent in experimental data is observed. The mechanisms of the thermally induced flows and Knudsen forces
are studied. It has been found that thermal edge flow is the main driven source for the formation of the
Knudsen force on microbeams and domain configuration plays an important role in the process.
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I. INTRODUCTION

Interests in thermal actuation driven by rarefied gas have
recently revived in the field of micro-/nanoelectromechanical
systems �MEMS/NEMS�, largely due to its promising appli-
cations and its feasibility demonstrated by the experimental
and analytical works by Passion et al. �1–3�, Gotsmann et al.
�4�, Scandurra et al. �5�, Selden et al. �6� and others. The
well known radiometer utilizing radiometric forces arising in
a low-pressure ambient is perhaps the first application, of
which the history can be traced back to early experiments
conducted by Abraham Bennet in 1792, Fresnel in 1825, as
well as those in 1870s by Crooks �7� and Reynolds �8�. The
fundamental analyses by Maxwell �9� and Knudsen �10�, and
the later theory by Einstein in 1909 �11�, together with recent
experimental and numerical studies by Carbone, et al. �12�,
Selden, et al. �6� have made radiometric forces less mysteri-
ous. Conceptual applications based on these forces have been
proposed, for example, radiometric propulsion system �13�,
microactuator �14� and mesosphere flight vehicle �15,16�.

Less well known but equally intriguing is the thermal
force acting on an object with uniform temperature placed in
a rarefied gas with a nonuniform temperature field �1–4�.
Although such a mechanical force, denoted as the Knudsen
force in this paper, is often negligible in both continuum and
free-molecule regimes, there exist scenarios where it is ob-
servable and significant particularly in miniature devices,
among which the atomic force microscopes and Pirani
gauges are cases in point. Such a mechanical effect might
probably, on the one hand, deteriorate the performance of
those MEMS devices; on the other hand, it may well be
exploited as energy sources for novel applications. It is worth
pointing out that there exist other types of Knudsen forces
arising from temperature gradients. In fact, the radiometric
force is one of them. In the present study, only the force
acting on a structure with uniform temperature is of interest.

In high vacuum situations, theoretical analysis can be
conducted based on gas kinetic theory. Passian et al. �1� de-
rived the expression of Knudsen force on a heated cantilever
next to a substrate inside a vacuum enclosure, and it reads

F =
pr

2
��as�s + acb�1 − as��c

as + acb − asacb
+�acb�c + as�1 − acb��s

as + acb − asacb

− �1 − act + act�c − 1� ,

where the subscripts s , c , cb , ct denote the substrate, can-
tilever, cantilever bottom and cantilever top, respectively;
ai , i=s ,cb ,ct signify the corresponding accommodation co-
efficients; � j =Tj /Tr �j=s ,c ,cb ,ct� and Tr , pr are the tem-
perature and pressure of the ambient. It should be noted that
there is a minor typo in the original formula presented in �1�.
The sign of the last term should be minus instead of plus.
With this correction, the formula predicts zero force, as ex-
pected, for the cases of fully diffuse walls and �s=1. In a
later paper by Gotsman and Durig �4�, Passian’s formula was
generalized for the prediction of the Knudsen force on a
similar setup but operated in an open air. An empirical pa-
rameter, q, was introduced to account for the thermalization
of gas molecules due to intermolecular collisions. The limit
of q=1 corresponds to the free-molecule regime. In addition,
another empirical parameter, Aef f, was used to represent the
effective area. In both work, the Knudsen force is attributed
primarily to partially accommodated walls and the difference
in the accommodation coefficients. The edge effect is ig-
nored because the cantilever was modeled as an infinite
beam. In this paper, it is demonstrated that the edge of the
beam plays an important role in the production of the Knud-
sen force.

For cases where intermolecular collisions are of compa-
rable importance in gas transport, theoretical analysis is dif-
ficulty, if not impossible, to conduct. Passian et al. �3� con-
ducted a series of experiments and observed that the
Knudsen force was proportional to the ambient pressure in
the low-pressure range, but inversely proportional to the
pressure in the high-pressure range. The maximum force oc-
curred in the transition regime. For Ar, the Knudsen force
peaked at Kn�0.6. An empirical formula for collisional
Knudsen forces was then obtained by fitting the detected
signal S�p�= �ap�+bp−��−1. This form is very similar to the
form, F�p�= �ap1+bp−1�−1, proposed by Bruche and Littwin
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for the prediction of radiometric forces �17�. The parameters
in the formula, � and �, depend on not only gas properties
but also on the geometric information of the device. Al-
exeenko et al. simulated the Knudsen force on a heated mi-
crobeam next to a cold substrate for a wide range of Knudsen
number. The ellipsoidal statistical �ES� kinetic model equa-
tion, an approximation of the Boltzmann equation, was em-
ployed and numerically solved. A qualitatively similar trend
was obtained and it was found that the maximum force oc-
curred at about Kn�2.0 �18�.

Despite a few attempts on the modeling of the Knudsen
force, a detailed and accurate analysis of the Knudsen force
in the entire flow regime is yet to come. Moreover, the fun-
damentals and the origin of the Knudsen force are still elu-
sive and have been seldom studied in the previous literature.
In this paper a systematic study of the Knudsen force by
means of the direct simulation Monte Carlo �DSMC� method
�19� is presented. Of particular interest in this study is the gas
flows induced by temperature gradients and the important
role they play in the formation of the Knudsen force.

II. FORMULATION AND METHODOLOGY

Heated beams due to Joule and/or optical heating are
commonly employed in microscale and nanoscale devices.
Often they are placed next to a substrate and/or operated
inside a vacuum enclosure. As depicted in Fig. 1, the two-
dimensional �2D� model problem employed in this study
consists of a hot rectangular beam with a thickness of h and
a width of l, which is encompassed by a rectangular enclo-
sure with a width of L and a height of H. The beam is placed
at a fixed distance, G, away from the bottom wall of the
enclosure which represents the substrate. The temperatures
of the beam and the substrate are denoted as Tb and Ts,
respectively. The top and the side walls of the enclosure are
assumed to have the same temperature denoted as Ta. In
some applications such as topographical sensing, the gap be-
tween the hot structure and the wall immediately beneath it,
which represents the surface to be scanned, is often at the
submicron scale. Hence the rarefaction of gas inside the en-
closure could be caused by low pressure and/or by small
scale.

When the temperature of the beam, Tb, is different from
Ts and Ta, the vertical linear momentum fluxes imparted to
the top and bottom surfaces of the beam are unbalanced,
which gives rise to a net force, the Knudsen force, along the

same direction. Denoting the vertical direction as the jth di-
rection, the net normal force per unit area exerted by the
impinging and outgoing molecules can be formulated as

pj = mn	
−�

+�

dci	
−�

+�

dck	
−�

+�

dcjcj
2f�c� , �1�

where m and n are molecular mass and number density, c
denotes the molecular velocity with its three Cartesian com-
ponents expressed as ci ,cj ,ck, f�c� is the velocity distribution
function. It should be emphasized that the Knudsen force
should not be calculated simply by taking the difference of
the scalar pressures at the top and bottom surfaces of the
beam, since only when the solid surface retains complete
equilibrium with the host gas can the pressure tensor be iso-
tropic and thereby the net force be calculated from the dif-
ference of the scalar pressure as in the classical gas dynamics
�9�. To be specific, the diagonal terms of pressure tensor
differentiate each other in nonequilibrium situations, thus the
force should be calculated as F=
��c

n ·P ·nds rather than
F= 1

3
��c
I :Pds, where n denotes the outward unit normal

vector of the beam surfaces and I :P is the trace of the pres-
sure tensor which defines the thermodynamic pressure.

If the velocity distribution function is given, the Knudsen
force can be readily calculated using expression �1�. The
Boltzmann equation provides a theoretical foundation for the
solution of the distribution function for gases with arbitrary
Knudsen number �19,20�. It reads

�

�t
�nf� + c ·

�

�r
�nf� + F ·

�

�c
�nf� = Q , �2�

where Q=�−�
� �0

4�n2�f�f1
�− f f1�g�d�d3c1 is the collision inte-

gral which describes the change in the velocity distribution
function due to intermolecular collisions. The complexity of
the collision integral, however, renders theoretical analysis
and numerical solution relatively formidable. As a result,
simplifications to the original collision term have been pro-
posed. Among various models, Bhatnagar-Gross-Krook
�BGK� and ellipsoidal statistical �ES� models are most fre-
quently applied in which a nonlinear relaxation term is em-
ployed instead of the full collision integral Q.

When the gas departs significantly from its equilibrium
state, direct physical simulation approaches, such as molecu-
lar dynamics �MD� and the direct simulation Monte Carlo
�DSMC� techniques, are more advantageous because of their
high accuracy �19,21�. For problems of nonequilibrium gas
transport, the DSMC has been well tested and employed for
a wide range of Knudsen number �22�. Unlike molecular
dynamic simulation, DSMC tracks a large number of simu-
lated particles, each being a statistical representation of a
large cluster of real molecules. The molecular motions and
intermolecular collisions are decoupled over a small time
interval. Particles undergo a free convection step followed by
a collision step. The convection is treated deterministically
while the intermolecular collisions are treated statistically.
For a detailed description of the DSMC, readers are referred
to �19�. In these types of particle methods, macroscopic
quantities are obtained by averaging the corresponding mi-
croscopic quantities. Taking the Knudsen force for example,

FIG. 1. Schematic illustration of the model problem.
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it can be obtained from the net moment flux as

Fj = �
��c

pjds =
Wp

m
�
��c


Mj · Ṅ�Mj��ds , �3�

where Wp is the ratio of the mass of a simulated particle to

that of a physical molecule, and Ṅ�Mj� is the number flux of
molecules which transfer a net normal momentum Mj to the
beam surface element ds, ��c represents the total beam sur-
face contributing to the Knudsen force. The averaging opera-
tor in Eq. �3� denotes the ensemble averaging for unsteady
problems and the time averaging for steady cases. In the
model problem, time averaging is employed.

III. RESULTS AND ANALYSES

A. Temperature field and Knudsen force

DSMC simulations are carried out on a grid with its cell
size, lc, determined based on the criteria of lc
=min�G /10,	 /3� and with a time step as �
=�lc�2RTmax�−1/2, where 	 is the mean free path of gas mol-
ecules, � is a value less than unit, R is the gas constant and
Tmax is the maximum temperature within the domain. Argon
is filled between the beam and the chamber, of which the
temperatures are 500 and 300 K, respectively. Variable hard
sphere molecules and Maxwell gas-surface interaction model
are employed. All walls are assumed to be fully diffuse. A
series of simulations with different chamber and beam di-
mensions have been performed, and the temperature fields of
cases with 20
8 �m2 chamber and 10
2 �m2 beam at
three different Knudsen numbers are presented in Fig. 2, rep-
resenting the near continuum, transition and free-molecule
regimes. These Knudsen numbers are calculated based on the
average temperature of the beam and the chamber and the
gap G. Due to symmetry, only the right half of the domain is
shown. The temperature contours change significantly from
the slightly rarefied �Kn=0.056� case to the highly rarefied
case �Kn=56� in which noticeable kinks in the contour lines
are observed. These kinks are originated at the sharp corners
of the beam. Unlike the slightly rarefied cases in which in-
termolecular collisions quickly smooth out those kinks near
the corners, the lack of sufficient intermolecular collisions in
the highly rarefied cases allows these kinks to propagate
much further away from the corners as shown in Fig. 2�c�.

Knudsen forces per unit length at various Knudsen num-
bers are calculated and plotted in Fig. 3, indicated by dots.
The solid curve is the fitting line based on the simulation
data. Due to the statistical noise, large fluctuations are ob-
served in the calculated Knudsen forces in the range of Kn
�0.2. The direction and the general trend of the simulated
Knudsen force are qualitatively consistent with the measured
data within a large range of the Knudsen number �3�, i.e., the
force is inversely proportional to the Knudsen number in the
low-pressure range and proportional to the Knudsen number
in the high-pressure range. The maxima of the Knudsen force
occurs between Kn=0.3 and Kn=0.4, which is not too far
from 0.6, the measured data in Passian et al.’s experiment.

Another important feature in the simulated Knudsen force
is the reverse in its direction near Kn=1. From Kn=1.5 to

Kn=30, the direction of the force is pointing toward the gap
instead of pointing away from the gap. This phenomenon
was not observed in Passian et al.’s experiment probably due
to the small magnitude of the force within this range. A
similar reverse in the force direction was reported in a study
conducted by Aoki, et al. �23�. In their study, the Knudsen
force on two noncoaxial circular cylinders with different
temperatures was obtained via the numerical solution of the
linearized Boltzmann equation with BGK collision model. It
should be pointed out that the direction of the Knudsen force
acting on the inner cylinder of Aoki et al.’s problem is the
opposite of that in the present cantilever case. In addition,
the reverse occurs near the continuum regime in their case as
oppose to the near free-molecule regime in our case. To con-

FIG. 2. Temperature contours for cases with 20
8 �m2 cham-
ber and 10
2 �m2 beam: �a� Kn=0.056, �b� Kn=1.1, �c� Kn
=56.
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firm this finding, the developed DSMC code was employed
to simulate Aoki et al.’s case and their results were repro-
duced. Further study illustrates that although the two systems
are topologically similar, the shapes of structures play a criti-
cal role in the direction of the Knudsen force.

B. Flow structure and mechanism of the Knudsen force

Results shown in the previous section indicate that the
Knudsen force is produced by the unbalanced gas pressure
acting on the beam. The nonuniform pressure field consti-
tutes a unique feature of rarefied gases in a nonuniform ther-
mal environment. Unlike the continuum flows in which tem-
perature inhomogeneity produces no macroscopic movement
and no pressure gradients in the absence of external forces,
bulk flows are induced in a rarefied gas under thermal load-
ing. These flows drive gas molecules around and hence pro-
duce a nonuniform pressure distribution. A well-known ex-
ample of this phenomenon is thermal transpiration which has
been utilized as the primary driving force for Knudsen
pumps �24,25�.

The closely interrelated temperature and flow fields of a
rarefied gas was recognized and investigated by Burnett and
other investigators long time ago �26–28�. It was however
not until late last century, systematical investigations were
performed by Sone, Aoki, Ohwada et al. �23,29–33� using
the asymptotic theory of Boltzmann equation, the DSMC
method and experiments. Based on the asymptotic analysis
of Boltzmann equation, several types of thermally induced
flows were identified. Among them, thermal stress slip flow
�TSS� which moves from the hot side to the cold side, is
induced over a boundary along which the normal tempera-
ture gradient is nonuniform �31�. Thermal creep flow, on the
other hand, is caused by the tangential temperature gradient
near the wall and its direction is opposite to that of thermal
stress slip flow. Thermal edge flow �TE� occurs when there
are sharp configuration curvatures of the boundary �33�. The
orders of these three types of flows are of second, first, 0.5th
of Knudsen number, respectively. The mechanisms of these
flows are ascribed to the anisotropy of momentum transfer
onto the solid surface, which in turn produces a mechanical
force acting on gas molecules and induces a bulk flow
therein. Apart from the systematic studies by Sone and Aoki

et al., some thermal flows were also captured by Navier-
Stokes solvers accompanied by the “Maxwell-Burnett” slip
boundary condition �34� and deterministic solutions of ellip-
soidal statistical �ES� kinetic model equation �18�.

The Knudsen force is primarily caused by thermally
driven flows. To fully understand its formation, flow struc-
tures must be carefully studied. Five representative flow
fields of the model problem at Kn=0.11, Kn=0.37, Kn
=1.1, Kn=2.3, and Kn=56 are plotted in Fig. 4. The corre-
sponding Knudsen forces are positive in the first three cases,
negative at Kn=2.3 and near zero at Kn=56.

In the continuum limit, i.e., Kn→0, a nonuniform tem-
perature field only produces a nonuniform density field. Pres-
sure remains constant throughout the domain and no flow is
induced. When the Knudsen number increases slightly from
zero, four localized small vortices near the corners of the
beam first appear as the result of thermal edge flows. Be-
cause of the small Knudsen number, the nonequilibrium re-
gions are localized near the corners and the four vortices
with one on the top surface, one on the bottom surface and
two on the side of the beam are nearly symmetric about the
neutral axis of the beam. Even though the local pressure near
the corners increases due to the flows, they are about the
same magnitude because of the symmetry and hence the net
pressure along the vertical direction, i.e., the Knudsen force,
is very weak. As the Knudsen number further increases to,
for example, 0.11, the strength of thermal edge flows en-
hances which drive more gas molecules from the corners of
the beam into the center of the beam and increase the pres-
sure therein.

To provide a pictorial illustration of this phenomenon,
consider a small area, ds, on the top surface of the beam near
a corner as depicted in Fig. 5. Within a mean free path away
from this area, molecules arrive to the surface without expe-
riencing any intermolecular collision. Those molecules com-
ing from point B have high temperatures while those from
point A have low temperatures. As such, a net tangential
momentum is impinged onto the surface when molecules
collide with the beam. On the other hand, the reflected mol-
ecules have a symmetric distribution of their velocity distri-
bution function due to diffuse walls. Hence a net tangential
momentum is transferred to the wall and a force is exerted on
gas molecules next to the wall which moves them from the
corner into the center of the beam.

The high pressure near the surface of the beam promotes
the formation of Poiseuille flows and hence vortices as
shown in Fig. 4�a�. On the top of the beam, the relatively
spacious space allows a big vortex to be formed and the
pressure driven flow effectively takes away some molecules
from the top surface and thus releases some pressure therein.
The bottom vortex is however constrained by the gap size
and the Poiseuille flow cannot be formed effectively to move
molecules away from the surface. In addition, the clockwise
side vortex further blocks the gas molecules flowing out of
the gap causing the pressure near the bottom surface of the
beam to be higher than the pressure on the top surface of the
beam. A sizable Knudsen force is thus produced. This force
increases with the increased Knudsen number and reaches to
its peak value near Kn=0.37. At this Knudsen number, the
top vortex expands to its maximum strength and unites with

FIG. 3. Knudsen forces versus Knudsen numbers.

TAISHAN ZHU AND WENJING YE PHYSICAL REVIEW E 82, 036308 �2010�

036308-4



the bottom side vortex to form a giant vortex as shown in
Fig. 4�b�. Those molecules near the top surface of the beam
have been redistributed in the large space between the beam
and the top wall of the enclosure. In the meantime, the size
of the bottom vortex remains unchanged due to the con-
straints imposed by the gap size and the giant vortex. Hence
the pressure difference between the top and the bottom sur-
faces of the beam reaches to its maximum value. As the
Knudsen number further increases, gas becomes highly non-
equilibrium and the mass flux near the bottom wall of the
enclosure is no longer balanced. Molecules coming from the
left side have a larger mass flux than that of molecules com-
ing from the right side, i.e., the colder side. Such an imbal-
anced flux forms a flow next to the bottom wall going from
the left to the right. This flow helps to take away molecules
from the gap and forms a large counterclockwise vortex next
to the bottom wall as shown in Fig. 4�c�. The pressure next to
the bottom beam is thus reduced and so is the Knudsen force.
As the bottom vortex further expands laterally and gains its
strength with the increased Knudsen number, the Knudsen
force keeps decreasing and eventually reverses its direction
as in the case at Kn=2.3 shown in Fig. 4�d�. Near the free-
molecule limit, i.e., Kn=56, the strengths of all thermally

induced flows weaken �Fig. 4�e�� because the velocity den-
sity function at any point inside the domain becomes more
isotropic. The pressure difference on the beam induced by
these flows is reduced as well and in the free-molecule limit,

FIG. 4. �Color online� Flow structures
throughout the domain �a� Kn=0.11, �b� Kn
=0.37, �c� Kn=1.1, �d� Kn=2.3, �e� Kn=56.

FIG. 5. �Color online� Schematic illustration of thermal edge
flow �Contour lines and labels indicate the temperature
distribution�.
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it goes to zero as expected from the gas kinetic theory.
Based on the above analysis, it is clear that thermal edge

flows are the primary cause of the Knudsen force and the
configuration of the problem domain plays a critical role in
the flow generation and the formation of the Knudsen force
particularly in the high Knudsen number regime. This in part
explains the reverse force direction observed in Aoki et al.’s
example. In their example, the Knudsen force is mainly
caused by thermal stress slip flow and the asymmetric con-
figuration.

IV. CONCLUSIONS

The Knudsen force acting on a structure with uniform
temperature placed in a gaseous environment with nonuni-
form temperatures is numerically investigated over the entire
flow regime using the DSMC method. The qualitative trend
of the force as a function of the Knudsen number agrees very
well with the experimental measurements conducted by Pas-
sian et al. and the maximum Knudsen force occurs in the
transition regime. In the search for the origin of the Knudsen

force, it has been found that thermally induced bulk flows are
the main driven force for the creation of such a mechanical
force. The configuration of the problem domain has a signifi-
cant influence on the types of flows induced and hence on the
magnitude as well as the direction of the force. In the model
problem, i.e., a rectangular beam placed inside a rectangular
enclosure, thermal edge flows are the main driving force,
while in Aoki et al.’s problem, thermal stress slip flows are
the main source at small Knudsen numbers. Such a finding
indicates that for the beam type of structures such as the
cantilever in the thermal sensing Atomic Force Microscope,
one-dimensional model is not sufficient because of the sig-
nificant effect of the corners and edges on the Knudsen force.
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