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The London dispersion forces, along with the Debye and
Keesom forces, constitute the long-range van der Waals forces.
London’s and Hamaker’s work on the point-to-point disper-
sion interaction and Lifshitz’s development of the continuum
theory of dispersion are the foundations of our understanding
of dispersion forces. Dispersion forces are present for all
materials and are intrinsically related to the optical properties
and the underlying interband electronic structures of materi-
als. The force law scaling constant of the dispersion force,
known as the Hamaker constant, can be determined from
spectral or parametric optical properties of materials, com-
bined with knowledge of the configuration of the materials.
With recent access to new experimental and ab initio tools for
determination of optical properties of materials, dispersion
force research has new opportunities for detailed studies.
Opportunities include development of improved index approx-
imations and parametric representations of the optical prop-
erties for estimation of Hamaker constants. Expanded data-
bases of London dispersion spectra of materials will permit
accurate estimation of both nonretarded and retarded disper-
sion forces in complex configurations. Development of solu-
tions for generalized multilayer configurations of materials are
needed for the treatment of more-complex problems, such as
graded interfaces. Dispersion forces can play a critical role in
materials applications. Typically, they are a component with
other forces in a force balance, and it is this balance that
dictates the resulting behavior. The ubiquitous nature of the
London dispersion forces makes them a factor in a wide
spectrum of problems; they have been in evidence since the
pioneering work of Young and Laplace on wetting, contact
angles, and surface energies. Additional applications include
the interparticle forces that can be measured by direct tech-
niques, such as atomic force microscopy. London dispersion
forces are important in both adhesion and in sintering, where
the detailed shape at the crack tip and at the sintering neck can
be controlled by the dispersion forces. Dispersion forces have an important role in the properties of numerous ceramics that

contain intergranular films, and here the opportunity exists for
the development of an integrated understanding of intergranu-
lar films that encompasses dispersion forces, segregation,
multilayer adsorption, and structure. The intrinsic length scale
at which there is a transition from the continuum perspective
(dispersion forces) to the atomistic perspective (encompassing
interatomic bonds) is critical in many materials problems, and
the relationship of dispersion forces and intergranular films
may represent an important opportunity to probe this topic.
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The London dispersion force is retarded at large separations,
where the transit time of the electromagnetic interaction must
be considered explicitly. Novel phenomena, such as equilib-
rium surficial films and bimodal wetting/dewetting, can result
in materials systems when the characteristic wavelengths of
the interatomic bonds and the physical interlayer thicknesses
lead to a change in the sign of the dispersion force. Use of these
novel phenomena in future materials applications provides
interesting opportunities in materials design.

I. Introduction

THE origins and applications of the van der Waals (vdW) force
and its major component, the London dispersion (LD) force,

have been of continuous interest for more than 200 years, spanning
virtually all areas of science from mathematics to physics, chem-
istry, and biology. Dispersion forces are manifest throughout the
world. Examples are the wetting of solids by liquids, capillarity of
liquids, structure of biological cell walls, flocculation of colloidal
suspensions, adhesion and fracture of materials, and numerous
other microscopic and macroscopic phenomena.

(1) Overview

Research in dispersion forces has elucidated their role in many
practical application areas and phenomena. Our fundamental
understanding of dispersion forces mostly derives from the work
of Lifshitz, and, in the 50 years since his work, we have expanded
the foundation of dispersion force science and advanced its
application to real world problems, such as wetting and colloidal
processing.

Improved spectral data, numerical methods, and advances in
direct force measurements have occurred during the past 15 years.
The spectral data allow the direct determination of the Hamaker
constant (A) for the dispersion force from first-principles Lifshitz
theory. This, combined with the ability to directly measure these
forces using atomic force microscopy, has produced a renaissance
of research activity. Dispersion force theory is now applied to such
areas as sintering and crack propagation and to the role of
intergranular glassy films in ceramics. Our improved understand-
ing of dispersion forces has advanced our understanding of
room-temperature colloidal processing of ceramics and high-
temperature processing of ceramics exhibiting intergranular films.
We also understand better the design and performance of structural
and electronic ceramics from viscous-sintered systems exhibiting
intergranular films.

Dispersion forces have such wide application that they are
intrinsically interdisciplinary in nature, spanning scientific and
industrial applications and all fields of science. As advances have
occurred in one area of science, they have enabled advances in
other apparently unrelated fields that are united only by the
underlying role played by dispersion forces. It is for this reason
that we undertake a detailed view of the history, current state, and
future directions of our understanding of the LD forces.

(2) History

One of the earliest references to the wetting of solids by liquids
can be found in the observations of Taylor and of Hauksbee, who,
in the early 1700s, qualitatively described the shape of a fluid
interface that wets a vertical plane.1 In the early 1800s, many
scientists were interested in the behavior of liquids and, in
particular, what aspects of liquids are responsible for their wetting,
capillarity, and the various contact angles that are apparent when
alternate combinations of substrates and liquids are examined.
Among the first works that considered phenomena in which vdW
forces can play a critical role was by Young,2 in 1805, in his “An
Essay on the Cohesion of Fluids,” in which he postulated what has
become known as the Young–Laplace equation for wetting.3 The
discussion of capillary action went on actively, including efforts by
LaPlace, Gauss, Maxwell, and Thomson.4 It was van der Waals5

who, in 1893, developed a thermodynamic theory of capillarity for
application to the behavior of liquids and who established the

minimization of free energy as the criterion for equilibrium in a
liquid–gas system and then applied this to surface tensions. van
der Waals introduced the long-range vdW forces as resulting from
dipole and quadrapolar interactions between molecules that make
up gases, liquids, or solids. van der Waals’ work followed Gibbs’
thermodynamic work on capillarity entitled “On the Equilibrium
of Heterogeneous Substances.”6,7

Surface tension represents the effects of vdW forces of a
material on itself, effectively a self energy, producing a surface
tension at the interface between the material and the gas phase.
London, in 1930,8–11 using the advances of the then new quantum
mechanics, was able to demonstrate that the vdW forces resulting
from permanent dipoles were not the most universal, because
many materials do not have permanent dipoles, and because
permanent dipole interactions decrease dramatically with increas-
ing temperature. London showed that it is transient-induced
dipoles that result in the dispersion forces; induced dipoles result
from the intrinsic polarizability of the interatomic bonds and the
presence of a propagating electromagnetic field and are long range
and do not disappear at high temperatures. It was from this work
that Hamaker12 extended the understanding of LD forces by
summing the point-by-point interactions among molecules and
producing a measure of the net attraction of two separate bodies.
Hamaker was very active in the 1930s and introduced the disper-
sion interaction between bodies, leading to the development of the
Hamaker constant A to establish the magnitude of the dispersion
forces.

Even with much progress through the 1930s, the fundamental
relationship between a material’s properties and its LD forces was
not clear. The concept existed of transient dipoles that were
induced in one molecule’s interatomic bonds by the propagating
electromagnetic field produced by the interatomic bonds in adja-
cent molecules. Because this transient-induced dipole interaction
could be associated with the zero point motion of a quantum
mechanical oscillator whose energy could not be dissipated, it was
realized that the propagating electromagnetic interaction from one
molecule to another was also nondissipative, even as it induced a
polarization interaction. (As shown later, instead of the energy
release associated with a dissipative interaction, this LD interac-
tion results instead from the exchange of virtual photons.)

It was from this perspective—that the interaction propagated as
an induced electromagnetic wave—that eventually brought the
fundamental properties of materials into consideration with the
dispersion forces. For example, Sellmeier,13 in 1872, published a
series of papers entitled “Regarding the Sympathetic Oscillations
Excited in Particles by Oscillations of the Ether and Their
Feedback to the Latter, Particularly as a Means of Explaining
Dispersion and Its Anomalies.” The dispersion referred to here is
the wavelength or frequency dependence of a material’s response
to electromagnetic radiation. Sellmeir’s research was closely
coupled to the development of Maxwell’s wave equations for
electromagnetic radiation. This work by Maxwell and the associ-
ated group of scientists, sometimes referred to as the Max-
wellians,14 culminated in the 1880s with Heaviside’s15 compact
statement of Maxwell’s equations. It is the close relationship of the
optical properties of materials, the propagation of electromagnetic
waves in materials (as governed by Maxwell’s equations), and the
dispersion of these waves as they travel through a material that ties
the dispersion forces to the optical properties and electronic
structure of materials. However, even by the time of Hamaker’s
1930s work, this connection was not yet made.

In 1948, Casimir16 published a seminal paper on quantum
electrodynamics (QED)17 entitled, “On the Attraction of Two
Perfectly Conducting Plates,” in which he used QED to calculate
the LD force between two metallic plates. This particular disper-
sion force is now called the Casimir force and has been experi-
mentally confirmed only recently by Lamoreaux.18 Lifshitz then
followed, in 1956,19 in 1960,20 and in 196121 with the general
QED solution (including the effects of retardation) for the LD
forces of two bodies separated by an interlayer material, in which
the optical properties of the bulk materials, as represented by the
dielectric function at optical frequencies, were used to directly
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calculate the dispersion force. The Lifshitz theory represented a
major advance in the field of dispersion forces because it allowed
the calculation of dispersion forces given known optical properties.

Dispersion force research from the 1960s to the 1980s focused
on determining parametric representations of the optical properties
of materials for use in dispersion force calculations based on
Lifshitz theory. Moreover, much work was done using surface
force apparatus22 to measure intersurface forces between solids.
Knowledge of dispersion forces had a major impact on the theory
of interparticle interactions in colloidal systems and in wetting.
More recently, vacuum ultraviolet (VUV) spectroscopy23 and
valence-electron energy-loss spectroscopy24 have provided the full
spectral optical properties over the wide energy range needed for
Lifshitz calculations, thereby enabling the direct determination of
dispersion forces from optical properties for solid systems. Also,
the use of atomic force microscopy to measure force–distance
curves in numerous systems has led to studies of the dispersion
forces for diverse materials systems.

There have been many excellent articles25,26 and books27–29

that review the origins and determination of the dispersion forces,
calculation of Hamaker constants,30 and the applications of dis-
persion forces in various fields.31–34

(3) Structure of This Article

vdW forces are long-range forces that can play a critical role in
the interaction of materials. At the same time, they are relatively
weak forces and can be overwhelmed by other shorter-range but
larger forces. It is, therefore, essential to be able to evaluate the
relative role and importance of dispersion forces in problems
involving various classes of materials. We provide an overview of
dispersion forces with an emphasis on applications in ceramics
involving inorganic materials. We also examine some polymeric
and metallic materials that might be used in ceramics processing or
ceramic applications.

We begin with a discussion of the origin of the dispersion forces
in the electronic structure and optical properties of materials. We
next assess the methods for direct determination of Hamaker
constants of the dispersion forces using Lifshitz theory and full
spectral data and then methods of estimating Hamaker constants
from parametric optical data and simple index of refraction
relations. We then look at the effect of retardation of the dispersion
forces at large separations, which result because of the finite speed
of light, and how these retarded forces also can be calculated using
Lifshitz theory.

We review the application of dispersion forces in colloidal
systems, interface energies, and wetting. We next study the
intersurface forces resulting from the dispersion interactions and
the role of dispersion forces in adhesion and sintering. We present
the mechanical and electrical properties of a broad range of
ceramic systems that exhibit intergranular glassy films, mindful of
the importance these films have acquired in the past 15 years for
our understanding of ceramics processing and properties. We then
finish with a discussion of the effects of retardation on wetting,
which can lead to unique wetting conditions. During our presen-
tation, we highlight various topics that represent opportunities for
further research.

II. Origins of Dispersion Forces

The long-range vdW forces between molecules in materials
result from the interactions of dipoles. We first consider, in Section
II(1)(A), the interactions that produce the vdW forces as simple
point-to-point interactions between dipoles so as to highlight the
nature of the individual interaction. These dipoles can be consid-
ered as the individual dipoles present in a molecule or as the
electronic orbitals of an atom or a molecule. To produce a
macroscopic attraction from these dipole interactions, the summa-
tion of the dipolar attractions over the atoms or molecules in a bulk
material is required, and this is discussed in Section II(1)(B).

(1) van der Waals Forces

(A) Point-to-Point Dipole Interactions for Molecules: To
determine the vdW force between two molecules, let us first
consider each uncharged molecule as consisting of a permanent or
induced dipole. The vdW forces can be considered as resulting
from three additive terms, the Keesom force, the Debye force, and
the LD force, as shown in Eq. (1).

FvdW < FKeesom 1 FDebye 1 FLD (1)

Parsegian25 has written an intuitive discussion on the funda-
mental nature of induced dipole interactions and the Debye
induction and LD interactions of the long-range vdW forces.
Beyond the two permanent dipoles that result in the Keesom force,
induced dipoles play a much larger role in the vdW forces. Dipole
moments can be induced in all atoms and molecules and, therefore,
are not restricted to atoms or molecules that have permanent dipole
moments.

(a) Keesom Force—Orientation Effect: In a system of two
permanent dipoles, such as H2O molecules, the interaction of the
dipole’s electric fields results in either an attractive force, when the
dipoles are antiparallel, or a repulsive force, when they are parallel.
This permanent dipole orientation effect results in a force that
Keesom35–38 first discussed in 1912. The Keesom force can be
attractive or repulsive, but vanishes as temperature increases,
because thermally induced motions of the permanent dipoles
disorder their mutual alignment.

(b) Debye Force—Induction Effect: Permanent dipole mo-
ments interacting with any atom or molecule can exhibit induced
dipole moments. These result from the intrinsic polarizability of
the multiple electron clouds that constitute the interatomic bonds
of the atom or molecule. This polarizability causes the atom to
respond to an applied electromagnetic field. This can be a static
electric field or, more typically, an electric field that is varying at
the infrared (IR) frequency of a molecular vibration of the
permanent dipole. It also can be the electromagnetic field of a
photon of light that fluctuates at optical frequencies. For time- or
frequency-dependent electromagnetic fields, the polarization re-
sponse of the electron cloud (i.e., the interatomic bond) also is
frequency dependent. Because the electron cloud has a character-
istic frequency that spans the ultraviolet (UV) and visible frequen-
cies, the induced polarization of the electron cloud is responsive to
the imposed electromagnetic field, and it has a much faster
response time to changes in the inducing field. In other words,
electron clouds with induced dipoles have much higher character-
istic response frequencies than the very-low-frequency oscillations
or rotations of permanent molecular dipoles. In 1920, De-
bye39,40 proposed that a temperature-independent dipolar interac-
tion was possible for a single permanent dipole and its induced
dipoles: The electromagnetic field of a single permanent dipole
induces a dipole moment in the electron cloud of another atom or
molecule. These induced high-frequency electronic dipole mo-
ments can couple to the lower-frequency oscillations of the
permanent dipolar molecule. The interaction energy for this
permanent-dipole/induced-dipole interaction results in the Debye
force. This Debye force does not disappear at high temperature and
is always attractive. The Debye force requires the presence of at
least one permanent dipole and, therefore, is not universally
present for all atoms or molecules.

(c) London Force—Dispersion Effect: London8 pointed out
that the Keesom and Debye forces cannot be solely or universally
responsible for the vdW forces, because these forces require the
presence of permanent dipole moments; however, many molecules
that have no permanent dipole moments exhibit long-range vdW
forces. An example London cites are the rare gases that have
negligible dipole and quadropole moments; however, they have
vdW forces that are 100 times larger than can be accounted for by
the Keesom and Debye forces. It was at this point that London
introduced the idea that interatomic bonds in atoms and molecules
can themselves induce dipole moments in nearby interatomic
bonds. The characteristic frequency of interatomic bonds is in the
UV and optical frequency ranges, and the bonds can produce
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propagating electromagnetic waves or photons. The typical way
that photons are created is when an electron in an excited state
reduces its energy and moves to a lower-energy state, thereby
releasing a propagating electromagnetic wave, or photon, whose
energy is equal to the energy lost by the electronic transition. An
example of this is the production of light that occurs when a
material is heated to a high temperature and then produces radiant
light.

London did not focus on the active production of propagating
electromagnetic waves that result when an electron drops to its
ground state. This active production of light is always associated
with a loss of energy and, therefore, is not the basis of a universal
vdW interaction. Instead, London utilized an idea from the new
quantum mechanics, which stated that an electron, even in its
ground state and at absolute zero temperature, universally exhibits
a zero point motion. This zero point motion of the electron, which
corresponds to the fluctuations of the electron cloud, occurs at the
characteristic frequency of the electron that is in the optical range,
and this ground state energy cannot be dissipated. This zero point
motion of the electron results in a propagating electromagnetic
wave that also cannot be dissipated, and we refer to such waves as
virtual photons so as to distinguish them from energy-dissipating
photons produced from the transition from an excited state to the
ground state.

Similar to the zero point motion of any electron on any atom
producing electromagnetic waves in the form of virtual photons,
these electromagnetic waves and their associated fields can induce
dipole moments in the electron clouds of nearby atoms or
molecules, just as do the electromagnetic fields from permanent
dipoles. It is these induced-dipole/induced-dipole interactions that
result in an attractive force that is the basis of the LD force. The
dispersion force results between individual interatomic bonds that
interact by the exchange of virtual photons, and the dispersion
effect is additive for all the interatomic bonds in atoms or
molecules. The dispersion force is present for all atoms and
molecules and contributes to the vdW force for all materials: It is
a universal contributor to the vdW force.

The LD interaction of two induced dipoles obeys a power-law
relationship with a L26 power for the LD interaction energy (as
shown in Eq. (2)) and a L27 power for the LD force (as shown in
Eq. (3)), where L is the separation distance between the dipoles.
The power-law relationship also exists for the LD interaction of
two materials, but the exponent, as given in Table I, is different
and is discussed in more detail in Section II(1)(B).

EvdW~d! }
AHamaker

Lm (2)

FvdW~d! }
AHamaker

Lm11 (3)

(B) Continuum Approach for Bulk Interactions: Once the
nature of the individual dipolar interactions was identified, Ha-
maker12 was able to determine the macroscopic London–vdW
interaction between two spherical particles by summing all dipolar
interactions of the atoms and molecules of a solid or liquid. De
Boer41 calculated the vdW interaction for parallel plane solids,
also by summation of dipolar interactions. This method is based on
the assumption of pairwise additivity of the LD interaction, which
is always met by two bodies under vacuum with no intervening
phase between them (as considered by Hamaker). As presented in
Section II(2), when there is an intervening or interlayer material

present between the two bodies, the simple assumption of additiv-
ity may break down.

Let us now consider in detail the formalism developed by
Hamaker for nonretarded vdW interactions between materials.
(The behavior of retarded vdW interactions is discussed in detail in
Section II(2)(E).) Consider the configuration for two plane-parallel
materials (numbered 1 and 3) shown in Fig. 1(a) that are separated
a distance L by an interlayer (numbered 2) that may be either a
vacuum or another material. The Hamaker constant, ANR, repre-
sents the magnitude of the LD interactions and is defined by Eq.
(4) for the interaction energy and by Eq. (5) for the force between
two materials. ANR is defined by convention as being positive for
an attractive force corresponding to a negative LD interaction
energy. ANR is only a function of the material properties of the two
particles and the interlayer material, assuming a uniform interlayer
film.

A123
NR

5 212pL2EvdW (4)

A123
NR

5 26pL3FvdW (5)

This LD interaction is considered long range, because, across a
uniform gap between plane-parallel materials, the interaction
energy varies as a simple power law with L22, and the force varies
with L23, where L is the gap thickness. Most other forces found in
physical systems may be of much larger magnitude, but decrease
much more rapidly with distance.

The three-layer configurations shown in Fig. 1(a) can apply to
many materials systems of interest in ceramics. For example, if
there is a vacuum or an intergranular glassy film between two
particles of the same material—i.e., material 1 and 3 are identi-
cal—then we have a symmetrical configuration denoted as 121. If,
instead, the two particles are dissimilar—i.e., material 1 is sepa-
rated from material 3 by an interlayer of material 2—then we have
an asymmetrical configuration denoted as 123. An additional 123
configuration is the case of a film wetting a free surface, where
material 3 would be vacuum or air.

Ninham and Parsegian42 solved the LD interaction for the
more-complex five-layer configuration, shown in Fig. 1(b), which
is appropriate to a soap-bubble film. In this symmetrical case,
denoted as 12321, material 1 is air, while the three-layer interlayer
is the soap bubble membrane and consists of a surfactant layer of
material 2, which coats the liquid-water layer, denoted as material
3. For the soap film, it is assumed that the surfactant layer has a
fixed thickness, and when the thickness of the film is varied, only
the thickness a of material 3 changes, leading to a scaling for this
A12321

NR Hamaker constant. If the real variation in the system was
such that material 2 and material 3 would vary in thickness,
thereby keeping the relative quantities of materials 2 and 3 in the
interlayer constant, then the A12321

NR Hamaker constant is considered
to be on an L-scaling basis and can be completely different from

Table I. London Dispersion Power Laws for Various
Configurations

Configuration m Energy Force

Molecules: point to point 6 6 7
Two-plane parallel bodies 2 2 3
Two spherical particles 1 1 2

Fig. 1. Schematic geometry for Hamaker constant calculations. (a)
Corresponds to asymmetrical 1–2-3 Hamaker constants, where, if materials
1 and 3 are the same, then this is the simpler case of a symmetrical 1–2-1
Hamaker constant. (b) Represents the more-complex symmetrical five-
layer case, where a layer of material 2 forms on the surface of material 1
while material 3 is the central phase in the interfacial film. (Reprinted with
permission from Elsevier Science.23)
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the a-scaling Hamaker constant. The details of the scaling changes
in the A12321

NR Hamaker constants are discussed in the paper by
French et al.23 Parsegian and Ninham43 also solved the more
general problem for films with more layers than the 12321 case,
and this is discussed in more detail in Section III(7)(D).

(C) Zero Frequency, IR, and UV Terms in LD Interactions:
The vdW force has three components: the Keesom, or orientation
force; the Debye, or induction force; and the LD force. We can
partition these contributions to the Hamaker constant of the vdW
force, as shown in Eq. (6), so as to evaluate the magnitudes of the
differing dipolar contributions.

AvdW < AKeesom 1 ADebye 1 ALD (6)

The magnitude of the LD force is given by the Hamaker
constant. The Hamaker constant of the LD interaction has three
components, shown in Eq. (7): a zero frequency term, a term that
results from the vibrational contribution observed in the IR part of
the frequency spectrum, and the electronic contribution observed
in the UV part of the frequency spectrum.

ALD < Azero frequency 1 AIR (vibrational) 1 AUV (electronic) (7)

Bergström30 has estimated the magnitude of the IR contribution
to the Hamaker constant. The IR contributions are important in
systems, such as BaTiO3, that have strong vibrational modes.
Water can also exhibit strong low-frequency excitations and,
therefore, in, for example, biological lipid-water systems, low-
frequency contributions to the nondispersion forces and their
temperature dependence can be prominent.44 In most other ce-
ramic systems, the IR contribution is very small.

(2) Lifshitz Theory and Electronic Structure and Bonding

(A) Casimir Force: In 1948, Casimir16 used the recent
developments in quantum electrodynamics (QED) to calculate the
“attraction of two perfectly conducting plates” separated by
vacuum. As a step beyond the simple pairwise additive summation
of dipole/dipole interactions, Casimir was the first to use the fact
that the optical properties of the perfectly conducting metallic
plates are a direct measure of the virtual photon production and the
intrinsic polarizability of the metal plates. This coupling of the
fundamental optical properties to a direct calculation of the LD
force between two bodies was a striking advance in the research.
The attractive force he calculated for two metallic plates came to
be known as the Casimir force. The existence of this theoretically
predicted force stood unconfirmed until the recent work of
Lamoreaux,18 who was able to directly measure it.

(B) Lifshitz Theory: In 1956, Lifshitz19 produced a general
theory of the LD interaction for two solid materials separated by
vacuum, basing the results on QED and quantum field theory.
Lifshitz brought the connection between the fluctuating electric
dipoles and the dielectric properties and electronic bonding of
materials to the forefront. The derivation was formulated directly
in terms of the dielectric and optical properties of the media
involved. For two materials separated by vacuum, Lifshitz found
the interaction obeys pairwise additivity and is always attractive.

(C) Repulsive Forces and the Assumption of Pairwise Addi-
tivity: In 1960, Dzyaloshinskii, Lifshitz, and Pitaevskii20 pub-
lished another paper on two materials separated by a liquid film.
The interlayer film, because of its own dielectric and optical
properties, is also involved in the LD interaction, and it demon-
strates the need for the many-body nature of the dispersion
interaction to be considered. When an interlayer material is
present, it effects the virtual photon exchange and the electromag-
netic waves that induce the dipolar attraction in the two materials;
the optical properties of the interlayer material 2 must be consid-
ered on an equal basis with the optical properties of materials 1 and
3. What we find is that the optical properties of the interlayer
material (material 2) serve to renormalize the optical properties of
the two ceramic grains or particles (materials 1 and 3). The original
assumption of Hamaker, that the fundamental LD interaction is

only pairwise in its nature, is incorrect; the interaction is funda-
mentally a many-body interaction.

The many-body nature of the LD interaction can radically
change the dispersion force. Let us consider grains of Al2O3 with
interlayers or coatings of SiO2 or air. We use the index of
refraction, n, as a simple measure of the strength of the dispersion;
Al2O3, SiO2, and air have n values of 1.77, 1.5, and 1.0,
respectively. Consider the case shown in Fig. 2(a), where two
grains of Al2O3 are separated by air. The Hamaker constant for this
configuration is 165 zeptojoules (1 zJ 5 10221 J), corresponding
to an attractive intergranular force. Because the air interlayer can
be considered equivalent to a vacuum interlayer, this LD interac-
tion is pairwise in its nature, where only the bonds in the two
grains need to be considered. However, if we change the air
interlayer to a SiO2 interlayer, as shown in Fig. 2(b), then the
Hamaker constant decreases to a value of 26.2 zJ, a dramatic
reduction in the LD interaction. With the SiO2 interlayer, the
interaction is no longer pairwise, and the interatomic bonds in the
SiO2 serve to moderate the interaction of the bonds (or induced
dipoles) in the two Al2O3 grains. The n value of SiO2 produces a
change in the wavelength of the virtual photons propagating
between the Al2O3 grains. In this situation, the virtual photons that
mediate the interaction actually have a longer optical path length
as they travel between the Al2O3 grains. The higher value of n of
the interlayer material in Fig. 2(b) compared with Fig. 2(a)
effectively renormalizes the separation between the grains, such
that the Al2O3 grains can be considered to be at a greater physical
separation, and the attractive dispersion force between the grains is
reduced. The Hamaker constant is much decreased for the SiO2

interlayer.
If the two grains are of dissimilar materials, then the nonpair-

wise additivity of the LD interaction can change the forces from
being only attractive to being repulsive. This is shown in Fig. 3(a),
where an Al2O3 grain is separated by a SiO2 interlayer from a
MgF2 grain (these materials have n 5 1.77, 1.5, and 1.39,
respectively). When n decreases from material 1 to material 2 to
material 3, then the Hamaker constant is negative, –5.1 zJ in this
case, and corresponds to a repulsive LD force between the Al2O3

and the MgF2 grains. If we change the MgF2 to air, so that the
configuration, as shown in Fig. 3(b), corresponds to an Al2O3 grain
with a surface layer of SiO2, then we have the condition where the
n decreases from Al2O3 (n 5 1.77) to SiO2 (n 5 1.5) to air (n 5
1.0), the Hamaker constant is –40.4 zJ, and the LD force is again
repulsive. To understand this repulsive force, consider that it
causes the air–SiO2 interface to be repelled from the Al2O3–SiO2

interface; the two interfaces of the SiO2 interlayer are repelled
from each other. Thermodynamically, this corresponds to a wet-
ting condition, where the dispersion interaction causing this
repulsive force would produce a thickening of the SiO2 interlayer;
were equilibrium achieved, the SiO2 interlayer would be of infinite
thickness.

(D) LD and Interatomic Bonds: In 1961, Lifshitz produced a
general theory for the LD forces.21,45,46 This formulation shows

Fig. 2. Two configurations and their corresponding attractive LD forces:
(a) two grains of Al2O3 separated by air, A121

NR 5 165 zJ, and (b) two grains
of Al2O3 separated by SiO2, A121

NR 5 26.2 zJ.
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that the most effective induced dipoles have frequencies in the
visible through vacuum ultraviolet (VUV) spectral ranges. These
induced dipoles can be interpreted in terms of the underlying
electronic structure of the materials, as resulting from the inter-
atomic bonds. To understand the electronic basis of the LD forces,
consider the schematic model of two grains separated by a vacuum
interlayer, as shown in Fig. 4, with s and p electronic orbitals in
each material. Each of these bonds has a characteristic optical
transition energy Ei that corresponds to a characteristic frequency
vi and wavelength li, as given by Eq. (8), where \ 5 h/2p is
Planck’s constant. For the induced dipole interactions to develop,
the characteristic frequency of the dipoles in each grain must be
comparable. Therefore, only the bonds at equivalent frequencies in
each material interact, and the LD force results from the summa-
tion of the contributions of each interatomic bond that can find a
corresponding bond of comparable frequency in the adjacent grain.
Because of the requirement for comparable frequencies and
energies for a dispersion interaction to develop, we see that the LD
interaction is inherently based on spectral properties of the
interacting materials and that these spectral properties correspond
to the optical properties of the materials.

E 5 \v 5
hc

l
(8)

(E) Retardation of the LD Interaction at Long Distances:
Lifshitz also introduced the concept that retardation of the LD
interaction occurs when the interparticle spacing L becomes large
in comparison to the transit time for the virtual photon across the
interparticle gap. The Lifshitz theory includes the complete effects

of retardation, of which the nonretarded case is one limit. Calcu-
lation of retarded dispersion forces is discussed in Section II(5)
and applications are discussed in Section III(8).

Two limiting cases of the Hamaker constant are generally
considered: nonretarded and retarded. When retardation of the
dispersion interaction dominates, then, to first approximation, the
power-law dependence of the dispersion interaction decreases, as
given in Eqs. (9) and (10) for point-to-point interaction. This
corresponds to a decrease in the dispersion force at large separa-
tion. Casimir and Polder,47 Lifshitz, and, more recently, Wenner-
ström et al.48 have discussed the origins and effects of retardation,
and Overbeek and co-workers49 in the 1950s measured these
forces, because they could not bring two solids to close enough
approach to avoid the effects of retardation.

Edisp
nonret }

1
L6 (9)

Edisp
ret }

1
L7 (10)

Retardation effects on the LD force do more than produce an
accelerated decrease in the power law, as suggested by Eq. (10).
The details of the electromagnetic interaction and the electronic
structure of particular materials can produce new phenomena that
are beyond the predictions of dispersion theory in the nonretarded
regime. For example, dispersion forces can, without the effects of
other interactions, produce surficial films that exhibit equilibrium
thicknesses. This occurs in the case of the surface melting of
ice,50,51 whereby ice exhibits an equilibrium thickness film of
liquid-water on its surface at temperatures below the freezing
point, which results directly from the electronic structure and
interatomic bonding of ice and liquid-water. This surface melting
also is critical in ice skating, frost heaves, and lightning.52

(F) Interband Transitions of the Electronic Structure and
Optical Properties: (a) Electronic Structure: The electronic
structure of materials represents the interatomic ionic, covalent,
and metallic bonds formed by electrons that form the solid.53,54

The electronic structure can be considered from two general
perspectives: that which provides information on the density of
states (DOS) of the valence and conduction bands and that which
supplies information on the joint density of states (JDOS) for
electronic transitions from the occupied valence bands to the
unoccupied conduction bands.55 Experimental techniques that
produce information on the DOS are X-ray and UV photoelectron
spectroscopy (XPS and UPS), inverse photoemission spectros-
copy, and energy-loss near-edge structure (ELNES). The DOS also
can be determined from first principles, using band structure
techniques typically under the local density approximation, where
the complete band diagram of the occupied and unoccupied
electronic states is produced, and the density of these states per
unit energy interval is determined.56,57

The LD interaction is an electromagnetic interaction, governed
by Maxwell’s equations, and, therefore, the JDOS perspective is
the essential approach that couples the electronic structure and the
dispersion forces. Consider the optical, interband transitions in the
electronic structure, where the occupied valence band states are the
initial states, and the unoccupied conduction band states are the
final states. The JDOS corresponds to the matrix element for
optical transitions between the valence and conduction band states.
The matrix element is large for allowed transitions between bands
with a large DOS at the transition energy and is smaller if the
relative DOS of the two bands is less. The JDOS is zero if the
transitions are not allowed or if no initial or final states are present
at the transition energy. Because the JDOS includes the optical
matrix element, it corresponds to the optical properties of the
material and to optical transitions interband, i.e., from occupied to
unoccupied states. The optical properties can be determined from
first-principles band structure calculations, if, after completing the
band structure calculation, the optical matrix elements are then
calculated for all possible interband transitions, and these are then
summed so as to produce the JDOS or a related optical property,

Fig. 3. Two configurations and their corresponding repulsive LD forces:
(a) grain of Al2O3 and grain of MgF2 separated by an interlayer of SiO2

glass, A123
NR 5 –5.1 zJ, and (b) Al2O3 grain coated by a layer of SiO2 glass,

A123
NR 5 –40.4 zJ.

Fig. 4. Schematic model of two plane-parallel materials interacting
across a gap. Three electronic interatomic bonds are shown with differing
transition energies and frequencies in each grain. Interactions that develop
between bonds of comparable frequencies contribute to the LD interaction.
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such as the imaginary part of the dielectric constant, ε2. The optical
properties also can be determined from analysis of experimental
optical data, such as reflectivity or energy loss. This is discussed in
Section II(2)(F)(b).

It is the connection between the electronic structure of the
materials and their optical properties that gives us both compo-
nents of the LD interaction. The interatomic bonds in, e.g.,
material 1, as represented by the material’s optical properties,
produce the electromagnetic fluctuations that launch the virtual
photons. These photons then interact with the interlayer materials
(material 2) and the other grains (material 3) through Maxwell’s
equations and the optical properties of these other materials.

(b) Optical Properties: The propagation of electromagnetic
waves in materials is governed by Maxwell’s equations, and the
optical properties of solids are the fundamental materials input.58

These optical properties are complex quantities in which the real
and imaginary parts correspond to absorption and dispersion of
light in the material. The dispersion of light is the change of the
wavelength and speed of propagating light under the influence of
the real part of the index of refraction of a material.14 There are
algebraic relations among the numerous optical properties, such as
the index of refraction (n̂ 5 n 1 ik), dielectric constant (ε̂ 5 ε1 1
iε2), optical conductivity (ŝ 5 s1 1 is2), and interband transition
strength (Ĵ 5 Jcv,1 1 iJcv,2). Moreover, the Kramers–Kronig (KK)
dispersion relations govern the relationship of the real and imag-
inary components of any one optical property. Here we use the
form presented by Wooten58 for optical property relations, and
NIST59 for fundamental physical constants.

Using VUV spectroscopy to measure optical reflectivity over a
wide energy range, we can determine the optical properties of
materials. (For more information on the experimental details of
VUV and optical reflectivity and spectroscopic ellipsometry, see
French and co-workers.60–65 The KK dispersion relations66–68

permit the analysis of reflectance, or other optical data, to obtain
any conjugate pair of complex optical properties. The experimental
data must span an infinite energy range and, because, in practice,
experimental data are of limited range, these must be extended by
extrapolation. For the optical reflectance, R(E), and the reflected
amplitude, r(E) 5 R(E)1/2, the KK transform for reflectance69 (Eq.
(11)) recovers the phase u(E) of the reflected wave.

u ~E! 5 2
2E

p
P E

0

` ln r~E9!

E92 2 E2 dE9 (11)

From the reflected amplitude and phase, any conjugate pair of
optical properties can be computed. The complex index of refrac-
tion, for example, is obtained by solving Eq. (12), and the
dielectric function is obtained by Eq. (13).

n 2 1 1 ik
n 1 1 1 ik

5 r~E!eiu~E! (12)

ε1 1 iε2 5 ~n 1 ik!2 (13)

We typically render the optical response in terms of the interband
transition strength, Jcv(E), which is related to ε(v) by Eq. (14),

Jcv~E! 5
mo

2

e2\2

E2

8p2 ~ε2~E! 1 iε1~E!! (14)

where Jcv(E) is proportional to the interband transition probability
and has units of gzcm23. For computational convenience, we take
the prefactor mo

2e–2\–2 in Eq. (14), whose value in cgs units is
8.289 3 1026 gzcm23

zeV22, as unity. Therefore, the units of the
Jcv(E) spectra are eV2. The interband transition strength of Al2O3

and AlN, as determined from VUV spectroscopy, are shown in
Fig. 5. The differing energies and transition frequencies of the
interatomic bonds in these two materials are visible in these
spectra.

The oscillator strength sum rule,70,71 given in Eq. (15), for the

interband transition strength, neff(E), is

neff~E! 5
4vf

mo
E

0

E Jcv~E9!

E9
dE9 (15)

where vf is the volume of the formula unit (20.86 Å3 for AlN and
4.25 Å3 for Al2O3) gives the number of electrons contributing to
the optical transitions up to an energy E. The results for AlN and
Al2O3 are shown in Fig. 6.

Electron energy-loss spectroscopy (EELS) is a second experi-
mental method that determines the energy-loss function (ELF 5
–Im(1/ε)), another of the optical properties of materials. EELS
spectroscopy can be performed as a bulk or surface measurement
in dedicated EELS spectrometers, but the spatially resolved (SR)
EELS that is now common in electron microscopes has particular
utility in the study of the LD forces.72 SR-EELS can be used to
measure the ELF in the core EELS region (energy range from 200
to .1000 eV), used for “fingerprinting” chemical constituents in
materials; in the ELNES region (energy range from 70 to 500 eV),
used for the conduction band DOS; and in the valence EELS
(VEELS) region (energy range from 0 to 50 eV), used for the
valence to conduction band transitions of the interband electronic
structure. VEELS combined with the high spatial resolution
available in the electron microscope (e.g., a scanning transmission
electron microscope typically has a 0.5 nm probe diameter) is an
exceptional probe of the electronic structure of interlayer materials
and grains in ceramic systems.

Fig. 5. Interband transition strengths, Jcv, of (red) AlN and Al2O3 (blue)
determined from VUV reflectivity.

Fig. 6. Oscillator strength sum rule per formula unit of (red) AlN and
(blue) Al2O3 determined from VUV reflectivity, showing the number of
electrons involved in the optical transitions.
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The methods of VEELS have been discussed in detail.24,73,74

The experimentally determined ELF is first corrected for multiple
scattering effects using Fourier logarithm deconvolution, then the
ELF is scaled through application of the index sum rule shown in
Eq. (16), where P represents the Cauchy principal part of the
integral.

1 2
1
n2 5

2
p

P E
0

`

ImS 21
ε~E9!D 1

E
d(E9) (16)

Once a single-scattering ELF with a quantitative amplitude has
been determined, then the KK relation shown in Eq. (17) is used to
determine Re(1/ε) from the experimentally determined –Im(1/ε).

ReS 1
ε~E!D 5 1 2

2
p

P E
0

`

ImS 21
ε~E9!D E9

E92 2 E2 d~E9! (17)

From these results, any of the complex optical properties can be
determined. The interband transition strength up to energies of 120
eV for a variety of ceramic materials is shown in Figs. 7 and 8.74

These spectra emphasize the very large differences in the interband
electronic structure and optical properties of materials.

(G) LD Spectrum ε2(j): The major work involved in calcu-
lations of Hamaker constants lies in determining or approximating
the LD spectra ε2(j) for the materials of interest. Once the LD
spectra have been determined, the particular values of the retarded
or nonretarded Hamaker constant A for a particular configuration
of grains and interlayers constants is determined by computing
integrals of the spectral difference functions G, which are dis-
cussed below.

When direct experimental data or first-principles calculations75

on the interband optical properties of the desired materials are
available, we can use the KK relation given in Eq. (18) to
determine the LD spectra following the method of Hough and
White76. The LD spectrum, ε2(j), is an integral transform of the
imaginary part of the dielectric constant from a function of the real
frequency v to a function of the imaginary frequency j.† The LD
spectrum is an optical property and represents the retardation of
the oscillators.

ε2~j! 5 1 1
2
p E

0

` vε2~v!

v2 1 j2 dv (18)

(H) Hamaker Constant ANR: Once the LD spectra have been
determined, then the Hamaker constant for different configurations

can be calculated. Following Lifshitz19 and Ninham and Parseg-
ian,42 the interaction free energy per unit area resulting from the
LD interaction can be given for one or more parallel films
intervening between two media within a planar gap (see Fig. 1(a))
by Eq. (19), where j is defined in Eq. (20).

E 5
kT

2p O
n50

`

9E
0

`

r dr ln G~jn! (19)

jn 5
2pkT

\
n (20)

At this point, we remark on the formalism of the complex
frequency v̂ of the oscillating dipoles defined in Eq. (21) (where
i 5 (21)1/2):

v̂ 5 v 1 ij (21)

From the interaction energy, we can, using Eq. (4), determine the
Hamaker constant ANR.

ANR 5 26kTL2O
n50

`

9E
0

`

r dr ln G~jn! (22)

Now the configurations shown in Fig. 1 for the LD forces can
be calculated. These are the nonretarded (denoted NR) Hamaker
constants for three-layer geometries with a single film (A121

NR ,A123
NR)

and five-layer geometries with a three-layer intervening film
(A12321

NR ). These three types of Hamaker constants can be formu-
lated on a common basis by defining three appropriate versions of
the function G(j) as follows:

G121
NR~j! 5 1 2 D12

2 e22ar (23)

where a is the thickness of the central layer (layer 2 for (A121
NR ,

A123
NR), and layer 3 for A12321

NR ),

G123
NR~j! 5 1 2 D32D12e

22ar (24)

and

G12321
NR ~j! 5 1 2

~D32 1 D21e
22br!2e22ar

~1 1 D32D21e
22br!2 (25)

where b is the invariant thickness of the intervening film between
each particle and the central film in the case of A12321

NR ) (Fig. 1). D
is the difference of the LD spectra defined in Eq. (26).

Dkj 5
ε2, k~j! 2 ε2, j~j!

ε2, k~j! 1 ε2, j~j!
(26)

†For the case of a simple oscillator or sums thereof, LD transform of ε2(v) to ε2(j)
can be accomplished by the simple variable substitution of ij for v in the oscillator
equation.

Fig. 8. Interband transition strengths, Jcv, of MgO, MgAl2O4, and Si3N4

determined from V-EELS with comparison to Si3N4 determined from VUV
spectroscopy.

Fig. 7. Interband transition strengths, Jcv, of three phases of Al2O3

determined from V-EELS with comparison to VUV results for a-Al2O3.
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(3) Full Spectral Nonretarded Hamaker Constants ANR from
Spectral Optical Properties

With spectral optical properties over very wide energy ranges,
as are available from optical reflectivity, VEELS measurements, or
ab initio band structure calculations,75 it is now possible to
calculate Hamaker constants for the LD forces using the Lifshitz
theory. We refer to Hamaker constants determined from this
approach as full spectral (FS) Hamaker constants. The approach is
summarized in Fig. 9. Once FS optical properties have been
determined experimentally or from band structure calculations, the
LD spectra are calculated and stored in a database of materials
properties. These LD spectra are then used to calculate the spectral
difference functions that are appropriate to the configuration of
materials in the calculation of interest.

The details of the calculations of the FS Hamaker constants are
given in Panel A.

(A) Estimated Corrections to FS Hamaker Constants ANR:
(a) Zero Frequency Term in the Lifshitz Equation: The deter-
mination of Hamaker constants using the FS method contains the
zero frequency term that results in the integral over frequency.
This zero frequency term is weighted by one-half in the double
summation form of the equations. In this presentation, we have
explicitly shown the double summation form and the 3kT/2
prefactor for clarity. The zero frequency term is correctly30

accounted for and evaluated in the FS Hamaker constant method.23

(b) Neglect of IR Vibrational Results in LD Spectra: In the
calculation of the LD spectra, we use experimental optical prop-
erties that typically extend from a low energy of 2–4 eV to a high
energy of 40–140 eV. In this way we contain all the interband
electronic transitions in the experimental data range. In materials
that have large dielectric polarizabilities from IR vibrational
modes, these modes produce an IR contribution to the optical
properties that adds to the value of the Hamaker constant. Because
of the form of the integrals, they are heavily weighted to the
electronic contributions resulting in the UV and VUV optical
ranges. However, in systems with very low optical contrast
between the materials—i.e., very-well-matched optical properties
or indexes of refraction for the grains and the interlayer—the
Hamaker constant resulting from the UV-electronic contributions
can be very small, e.g., ,1–5 zJ. When there is very low contrast,
even a small contribution to the Hamaker constant from IR
vibrations excitation may be decisive if the contribution is large
enough. Bergström30 discussed this IR vibrational contribution,
evaluating its magnitude for two cases: BaTiO3, which has a very
high zero frequency dielectric constant resulting from IR vibra-
tional modes, and SiO2, a material whose zero frequency dielectric
constant is determined by its UV electronic transitions. Bergström
found that, for BaTiO3, the IR vibrational contribution to the
Hamaker constant is substantial, corresponding to an increase of
the Hamaker constant by as much as 50 zJ for interlayers from
vacuum to hydrocarbon solvents. For a material such as SiO2, the
IR vibrational contribution is negligible, corresponding to an
increase of 1.5 zJ for ANR [SiO2uvacuumuSiO2] to a value of 65

zJ. In SiO2, the IR vibrational contribution is important only in the
case where the UV electronic contribution to the Hamaker constant
approaches 0 zJ. The SiO2 case is more characteristic for ceramic
materials, where the IR vibrational contributions are negligible.

(c) Changes in the Spectral Optical Properties: The accu-
racy of the input optical properties and the resulting LD spectra are
critical to the accuracy of the calculated FS Hamaker constants.
Consider the case of Al2O3, in which the optical properties of
Al2O3 published in 1998,62,64 shown in Fig. 10, have improved
accuracy to those published in 199454 because of a more accurate
implementation of the KK boundary conditions of the reflectance
outside the experimental data range. The 1998 optical property
values led to changes in the amplitude of the interband transition
strength at higher energies. These refinements in optical properties
are not unusual; The Handbook of Optical Constants of Solids77

publishes critiques of the literature values of the optical properties
of materials, such as Al2O3,78,79 and these demonstrate the
consensus values of the optical properties or the disagreements.
The very small changes from 1994 to 1998 correspond only to
changes in the index of refraction, determined by the index sum
rule:70 n(Al2O3–1994) 5 1.75 and n(Al2O3–1998) 5 1.77.

Changes in the FS Hamaker constants of Al2O3 calculated using
the 1998 and 1994 versions of the Jcv spectra are shown in Table
II. Examples are given for vacuum, water, and SiO2 interlayers and
for a surficial SiO2 film on Al2O3. With the largest Hamaker
constant (shown for the vacuum interlayer, because it has the
largest index contrast with Al2O3), A121

NR increases 20 zJ from 145
to 165 zJ with the 1998 spectra, corresponding to a 14% increase.
For lower-contrast interlayers, such as SiO2, A121

NR increases from
18 to 26 zJ, corresponding to a 45% increase.

The quantitative accuracy of the optical properties used in FS
Hamaker constant calculations contributes the largest uncertainty
in the magnitude of ANR. These uncertainties in the input optical
properties also impact the simple spectral and index approximation
Hamaker constant calculations discussed in Section II(4), because
these methods are all based on fits to the fundamental optical
properties.

The uncertainties in the absolute magnitude of ANR due to the
accuracy of input spectra do not impact comparisons of and trends

Fig. 10. Interband transition strength, Jcv, of Al2O3 published in (red)
199454 and (blue) 199862.

Table II. Variation in Hamaker Constant ANR because of
Changes in Optical Properties Spectra

Al2O3 spectra 1994 Al2O3 spectra 1998

ANR[Al2O3uvacuumuAl2O3] 145 zJ 164.9 zJ
ANR[Al2O3uwateruAl2O3] 44.6 zJ 57.0 zJ
ANR[Al2O3uSiO2uAl2O3] 17.6 zJ 26.2 zJ
ANR[Al2O3uSiO2uair] 233.9 zJ 240.4 zJ

Fig. 9. Schematic diagram for the determination of full spectral Hamaker
constants from various forms of spectral optical properties determined
from experiment or theory.

September 2000 Origins and Applications of London Dispersion Forces and Hamaker Constants in Ceramics 2125



Panel A: Full Spectral Hamaker Constants ANR

(1) Calculation of «2(j) Spectra

Once the complex optical properties as a function of the real frequency v have been determined, the LD integral transform (Eq.
(18)) must be applied. The LD transform requires data over an infinite frequency or energy range, and, therefore, we use analytical
extensions or wings to continue the data beyond the experimental data range. We choose power-law wings of the form Re[Jcv] } v–a

on the low-energy side of the data and Re[Jcv] } v–b on the high-energy side of the data. We have chosen fixed values of b 5
3 and a 5 2. The wings are extended to cover from 0 to 100 eV to minimize errors due to neglected areas in the ensuing integrals
used in Hamaker constant determination. On determining the LD spectrum, we retain the complete spectrum over the entire 0–100
eV range, not the limited experimental data range, to facilitate the evaluation of the spectral difference functions while continuing
to minimize errors resulting from neglected areas between the ε2(j) spectra.

The interband transition strengths and LD spectra for Si3N4 and an YAl–SiON glass23 are shown in Fig. A1.

Fig. A1. Interband transition strengths and the corresponding LD spectra for Si3N4 and an YAl–SiON glass. Hamaker constant for ANR

[Si3N4uvacuumuSi3N4] 5 192 zJ, whereas the Hamaker constant of YAl–SiON glass as the interlayer between the Si3N4 grains, is ANR

[Si3N4uYAl–SiONuSi3N4] 5 9.3 zJ. (Reprinted with permission from Elsevier Science.24)

After the LD spectra ε2(j) are calculated, they are accumulated in a spectral database‡ from which differing combinations can be
used to calculate Hamaker constants. One of the properties of ε2(j) is that the value at zero energy is the square of the real part
of the index of refraction. Therefore, we can check the validity of the ε2(j) analysis by comparing the implied index to the known
index of the material in the visible.

(2) Full Spectral Hamaker Constants: Calculation of ANR from London Dispersion Spectra

Once we have determined the complex optical properties and calculated the LD spectra, we can calculate the Hamaker constants
for many physical geometries. However, the integrals given in Eq. (22) of the G functions of Eqs. (23)–(25) are not amenable to
direct evaluation. We need to reformulate the integral over wave vector (dr) into a summation and to change the infinite frequency
sum into one over the finite data range available experimentally. Here we extend the formulation of Hough and White.76

(A) Integral over the Wave Vector (r): We simplify the Hamaker constant Eqs. (23)–(25) by first transforming the integral
on the wave vector r into a summation. The results of this transformation are given in Eqs. (27)–(29) for A121

NR , A123
NR , and A12321

NR ,
respectively.

A121
NR

5 6kTL2
1

4a2 O
n50

`

9 S1D12
2

1
D12

4

8
1

D12
6

27
1 . . .D 5

3kT

2 O
n50

`

9 O
s51

`
~D12

2 !s

s3 (27)

A123
NR

5
3kT

2 O
n50

`

9 O
s51

`
~D32D12!

s

s3 (28)

A12321
NR

5
3kT

2 O9 HO
s51

` FD32
2s

s3 G 1 O
s51

` F D21
2s

~1 1 2b/a!2s3G 1 O
s51

` FP
k51

s
2~2k 2 1!

k

D32
s D21

s

~1 1 b/a!2s3G 1

additional
cross
terms

J (29)

‡GRAMS is a PC-based spectroscopy environment in which the ELECTRONIC STRUCTURE TOOLS (EST), and HAMAKER.AB, a component of EST, have
been developed. GRAMS is available from Galactic Industries, Salem, NH (http://www.galactic.com). HAMAKER.AB and its spectral database of LD spectra is
available as part of EST from Deconvolution and Entropy Consulting, Ithaca, NY (http://www.deconvolution.com).
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in Hamaker constants for a series of materials configurations. The
variation of ANR with differing interlayers shown in Table II is
comparable for both of the Al2O3 spectra used.

(d) Neglect of (dj) Frequency Integral from 100 eV to In-

finity: In the FS Hamaker constant method, we typically restrict
the range of the LD spectra to an energy of 100 eV, whereas the
integrals over frequency should extend to infinity. We neglect the
contribution to the integrals or sums of the spectral difference
functions, Dkj, given by Eq. (26), from 100 eV to infinity. We can
estimate the “missing” contribution to the integrals of the LD
spectra from 100 eV to infinity by recognizing that, at high
energies, Dkj is proportional to E–2. At high energies, the summa-
tions on s in Eqs. (30)–(32) are proportional to E24 plus other
terms that decrease more rapidly with increasing energy. There-
fore, to estimate this high-energy (.100 eV) contribution to ANR,
we fit an E24 wing to the energy spectrum and then analytically
integrate this term. We calculate the high-energy contribution
for A121

NR- and A123
NR-type Hamaker constants with high and low

optical contrast between the grains and the interlayer materials,
and we summarize these in Table III. These high-energy correc-
tions to the Hamaker constant are ,1 zJ in all cases and
correspond to errors on the order of 0.1%–0.8%. This estimate of
the high-energy contribution is usually larger than the temperature
dependence of the Hamaker constant from 0 to 300 K because of
the kT terms and sampling effect, which is discussed in Section
II(3)(C)(e).

(e) Temperature Dependence of Hamaker Constant ANR: In
the calculation of the Hamaker constant, the summation over
frequency shown in Eqs. (30)–(32) requires a temperature-
dependent sampling of the Dkj in units of dE 5 2pkT, along with
the explicit kT prefactor. These two effects produce an explicit
temperature dependence of the Hamaker constant. The temperature
dependence due to the kT prefactor and frequency sampling for the
A121

NR- and A123
NR-type Hamaker constants is presented in Table IV.

Table IV shows that this temperature dependence is, in all cases,
,0.2 zJ and corresponds to a contribution to the Hamaker constant
of ,0.3% for a temperature range of 2000 K.

In addition to the temperature dependence explicit in the kT

prefactor and the frequency sampling, a much larger contribution
to the Hamaker constant results from the temperature dependence
of the electronic structure and optical properties of materials. It has
been shown53 that the band gap of a-Al2O3 decreases with
increasing temperature at the rate of 1.1 meV/K. The index of
refraction of Al2O3 as a function of temperature is shown in Fig.
11. Initially, the index increases, only to decrease for temperature
above ;1000 K. The temperature dependence of the A1v1

NR Ha-
maker constant shows a similar increase and subsequent decrease
at higher temperatures. This type of second-order variation in the
Hamaker constant, resulting from the experimentally determined
changes in the interband electronic structure, goes beyond any
simple theories of the temperature dependence of the Hamaker
constant and LD force. Moreover, the changes in the Hamaker

Panel A: Continued

The A12321
NR equation can be used for values of b such that the volume fraction Vf of material 2 in the film, defined as Vf 5 2b/L,

varies from 0 , Vf ,, 1, subject to the approximations that permit the expansions, e.g., D22D21e–2br ,, 1.
(B) Summation over Frequency (dj): These integrals have been written for evaluation over an infinite imaginary frequency

range in j; however, we have determined the LD spectra for a range of 0 to 100–150 eV. Moreover, the LD spectra have a
sampling interval dj that equals the experimental data-point spacing. Therefore, to cover the general case, where many spectra are
of variable energy range and sampling density, we first select an upper energy limit for summation, Elim, which is determined by
the smallest energy range available, and then we resample the LD spectra at 0.054 eV (T 5 100 K). With this sampling interval,
we are in a position to calculate Hamaker constants at any temperatures that are multiples of 100 K. Therefore, the equations used
herein to determine the Hamaker constants for the various cases become, in the explicit form of a double summation, as follows:

A121
NR

5
3kT

2 O
n50

Elim

9 O
s51

4
~D12

2 !s

s3 (30)

A123
NR

5
3kT

2 O
E50
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9 O
s51

4
~D32D12!

s

s3 (31)

A12321
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5
3dE

4p O
E50
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s51

4 FD32
2s
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s51

4 F D21
2s

~1 1 2b/a!2s3G 1 O
s51
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k51

s
2~2k 2 1!

k

D32
s D21

s

~1 1 b/a!2s3G 1

12
additional

cross
terms

6 (32)

In these equations, the primed summation represents that only one-half of the first term in the frequency (energy) sum is
counted, and the summation is understood to include only terms that satisfy the sampling interval dE 5 2pkT. The
temperature-dependent sampling interval results from the presence of coth(\v/2kT) in Lifshitz’s19 molecular force equation (Eq.
(24)), which changes an integral over all frequencies to a sum. The one-half weight given to the zero energy term was a necessary
step when the integral over all frequencies was changed to an integral over positive frequencies.

Table III. Hamaker Constant ANR and the Contribution to ANR because of Frequency Summation from 100 eV to Infinity

Material 1 TiO2 Al2O3 SiO2

ANR[material 1uvacuumumaterial 1] 149.2 1 0.15 zJ 164.9 1 0.82 zJ 68.2 1 0.19 zJ
ANR[material 1uwaterumaterial 1] 55.95 1 0.01 zJ 60 1 0.39 zJ 6.628 1 0.024 zJ
ANR[material 1uSiO2umaterial 1] 29.12 1 0.002 zJ 26.16 1 0.22 zJ
ANR[material 1uSiO2uair] 236.14 1 0.02 zJ 240.4 2 0.21
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constant are large, varying from 140 to 148 zJ and then decreasing
to 125 zJ, which correspond to variations in the Hamaker constant
of 6%–11%.

(4) Methods for Estimating Hamaker Constant ANR

Where extensive experimental data are not yet available, simple
spectral models or index approximations can be used to estimate
the Hamaker constant for various configurations. Because Lifshitz
theory for calculating A is based on the use of optical properties as
the fundamental input, various methods have been developed to
estimate the optical properties for materials over the wide energy
range needed. These methods25 can be divided into two general
classes: the simple spectral methods,30,76 which use optical data in
the visible to develop parametric Lorentz oscillator58 models of the
LD spectra over a wide energy range,80 and index approximations,
such as the Tabor Winterton approximation (TWA), which are
based on the index of refraction as a measure of a material’s
dispersion.

(A) Simple Spectral Method: To calculate Hamaker con-
stants based on the Lifshitz theory, Ninham and co-workers32,42

introduced the simple spectral (SS) method,30,76,81 which uses a
set of parametric damped Lorentz oscillators to represent the LD
spectrum. Essentially, these oscillators correspond to absorptions
in the material at certain frequencies of given strengths, and these
oscillators can be fitted to physical property data, such as absorp-
tion spectra, refractive index, or dielectric constant. A model LD
spectra can be synthesized from the relation

ε~ij! 5 1 1 O
i51

N
Ci

1 1 S j

vi
D 2 (33)

where Ci 5 (2/p)(fi/vi) and fi the strength of the oscillator at
frequency vi. After various simplifying assumptions and approx-
imations, they arrive at the following expression for the Hamaker
constant:

A121
SSM

5
3kT

2 O
n50

`

9 O
s51

`
~D12!

2s

s3 (34)

where Dij are as in Eq. (26), but j is replaced with jn 5 n(2pkt/\).
Ci can be calculated from the refractive index in the visible from
a Cauchy plot,76 which gives, e.g., for a UV oscillator,

n2~v! 2 1 5 ~n2~v! 2 1!
v2

vUV
2 1 CUV (35)

Fig. 11. Temperature dependence of the Hamaker constant A1v1
NR and the

index of refraction for a-Al2O3 up to 1925 K. (Reprinted with permission
from Elsevier Science.23)

Table IV. Temperature Dependence of the Hamaker
Constant because the kT Prefactor and Frequency Sampling

Effects

0 K 300 K 2000 K

ANR[Al2O3uvacuumuAl2O3] 164.85 zJ 164.851 zJ 164.864 zJ
ANR[Al2O3uwateruAl2O3] 56.998 zJ 56.9786 zJ 56.8087 zJ
ANR[Al2O3uSiO2uAl2O3] 26.1565 zJ 26.1568 zJ 26.1604 zJ
ANR[Al2O3uSiO2uair] 240.4044 zJ240.4047 zJ 240.4081 zJ

Panel B: Index Approximations of ANR

(1) Tabor Winterton Approximation

Assuming the optical properties of the necessary materi-
als can be described as resulting from a single LO and using
some additional approximations, an analytic approximation
for A123

NR , the TWA93 can be obtained as94
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2 !1/ 2~nvis0,3

2
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1 nvis0,2
2 !1/ 2 1 ~nvis0,3

2
1 nvis0,2

2 !1/ 2#%
(36)

which depends on the limiting values of the index of
refraction in the visible (nvis), extrapolated to zero energy
(nvis0), for the i materials (nvis0,i), and the characteristic
absorption frequency (ne), which is related to the bandgap
and is assumed to be equivalent for all three materials so as
to permit the integrations. When materials 1 and 3 are
identical, the TWA reduces to

A121
TWA

5
3p\ne

8Î2

~nvis0,1
2

2 nvis0,2
2 !2

~nvis0,1
2

1 nvis0,2
2 !3/ 2 (37)

The TWA is predicated on the assumption that the predom-
inant contribution to the LD forces results from interband
transitions in or near the visible and UV range associated
with the primary bandgap of the material. Typically, a
characteristic absorption frequency of ne 5 3 3 1015 Hz is
used in TWA calculations

(2) Single Oscillator Approximation

The single oscillator approximation (SOA)87 (Eq. (38)) is
another Hamaker constant approximation similar to the
TWA. However, instead of assuming the characteristic
absorption frequency ne is constant, the absorption fre-
quency in the SOA varies with the index of refraction such
that, as the index increases, the oscillator energy decreases.
This leads to index-based estimates of the Hamaker constant
that are comparable to FS Hamaker constants.

A121 5
312~n1

2
2 n2

2!2zJ

@~n1
2

2 1!1/ 2 1 ~n2
2

2 n1
2!1/ 2#~n1

2
1 n2

2!3/ 2 (38)
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Hence, with relatively little data, we can calculate approximations
to Hamaker constants using a minimal amount of information on
the material’s electronic structure.

Bergström,30,82,83 among others,84 has used the SS method to
estimate Hamaker constants for materials separated by interlayer
materials of vacuum (air), water, SiO2, and hydrocarbon solvents.
They calculated their Ci oscillator parameters from optical data
obtained using spectroscopic ellipsometry or from the literature
and the Cauchy plot for the UV terms. The IR terms were
calculated from the relation CIR 5 ε(0) – CUV – 1. For ceramic
materials, they typically used one IR and one UV term. For water,
they used several oscillators and fitted them to various published
spectral data of water.

(B) SS Representations of Water: The great importance of
the LD forces in aqueous colloidal systems has made the SS
representations of water much discussed in the literature by
Bergström83 and others.85 Pashley86 has compared the Hamaker
constants for aqueous systems determined from the FS and SS
methods and also from direct force measurement determinations.87

These aqueous Hamaker constant calculations are based on liter-
ature data for the spectral optical properties of water.88–92

(C) Index Approximations: For materials in which spectral
optical properties are not available, the TWA and single oscillator
(SOA) index approximations for the Hamaker constant provide
useful estimates based on readily available indexes of refraction.
Moreover, the variations of Hamaker constants with changes in the
index of refraction of the grains or interlayers are very useful
estimates of trends in LD forces.

The accuracy of TWA estimates is shown in a comparison of FS
and TWA Hamaker constants. Figure 12 shows the Hamaker
constants A1v1

NR for a vacuum gap between two identical materials,
derived from the FS method and TWA. Agreement between FS
and TWA Hamaker constants is within 15% for materials with an
index of refraction in the range of 1.4–1.8. However, the TWA is
increasingly poor for materials with higher indexes. Materials with
higher indexes of refraction tend to have lower bandgap energies,
which is neglected with the TWA’s use of the constant ne

frequency. For higher-index materials, the SOA provides values
for the Hamaker constant that are closer to the FS Hamaker
constants.

(D) Simple Hamaker Constant Relationships: Various ap-
proximate relations have been proposed that relate values of
various Hamaker constants, such as given in Eqs. (39)–(42).

A121
NR

5 A212
NR (39)

A123
NR < 6~ A121

NR A323
NR!1/ 2 (40)

A1v3
NR < ~ A1v1

NR A3v3
NR!1/ 2 (41)

A121
NR < A1v1

NR
1 A2v2

NR
2 2 A1v2

NR (42)

These types of relations, including other similar ones given by
Israelachvili,29 can be of use with FS or estimated Hamaker
constants if they are sufficiently accurate.

(5) Retardation of Dispersion Forces and the Retarded
Hamaker Constant AR

The nonretarded Hamaker constant applies when the interpar-
ticle separation is very small compared with the wavelength of the
interband absorptions of the interatomic bonds. When this nonre-
tarded condition is met, the interactions among the induced dipoles
can be considered instantaneous, and the photon transit time
between the dipoles can be neglected.

When the interparticle separation is large, e.g., in the range of
5–10 nm, then the transit time of the virtual photons becomes
important. The highest-energy interatomic bonds go out of phase
with each other; therefore, their contribution to the LD interaction
decreases. As the separation increases, the contributions of the
high-energy bonds to the LD force are overestimated in the
nonretarded Hamaker constant, and the retarded interaction (AR)
must be calculated.

To understand the effect of retardation, consider a material with
interatomic bonds at interband transition energies of 7, 14, and 21
eV. The energy of the interband transitions (Eibt) and their
wavelength (libt) are given by Eq. (43) and in Table V. The critical
interlayer thickness at which a particular interatomic bond
dephases is estimated by Eq. (44). For this example, at a film
thickness of 9 nm, the 21 eV transition energy bond no longer
contributes to the dispersion force. When the film thickness
reaches 14 nm, then the 14 eV transition energy bond no longer
contributes. The details of the electronic structure and the inter-
atomic bond energies dictate the details of the impact of retarda-
tion on the LD force.

libt 5
hc

Eibt
(43)

Lcrit
retard <

libt

2p
(44)

III. Applications

The LD forces are fundamental and ubiquitous, spanning all
areas of science and technology. In this section we discuss various
areas where dispersion forces play a role. Because LD forces are
usually one of many forces and effects involved, the magnitude
and effects of the dispersion forces compared with other forces and
phenomena are examined for specific classes of materials. We look
at dispersion forces in colloidal systems, interface energies, and
wetting. Next, intersurface forces with a role in adhesion and
sintering, which result from dispersion interactions, are discussed.
We present the mechanical and electrical properties of a broad
range of ceramic systems that exhibit intergranular glassy films
mindful of the importance these films have acquired in the past 15
years for our understanding of ceramics processing and properties.

Fig. 12. A1v1
NR vs nvis0 for various materials calculated using FS calcula-

tions and the TWA. TWA results have been evaluated with a single value
of ne of 3 3 1015 Hz for all materials. (Reprinted with permission from
Elsevier Science.23)

Table V. Comparison of Interband Transition Energy and
Wavelengths, and Critical Thickness Estimates for
Retardation Effects in London Dispersion Forces

Eibt Transition energy (eV) 21 14 7
libt Transition wavelength (nm) 59 89 177
Lcrit

retard Critical thickness (mm) 9 14 28
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We then finish with a discussion of the effects of retardation on
wetting, which can lead to unique wetting conditions.

(1) Classes of Materials

When assessing the importance of the dispersion forces in a
particular problem, it is essential to consider the class of materials
involved. In hydrocarbon materials and polymers, all the bonding
is covalent and fully satisfied in the molecule or the polymer chain.
These materials have very low levels of unsatisfied bonding, and
their interfacial and surficial properties can be dominated by LD
interactions. A result of the fully satisfied bonding in these
materials is that surface energies tend to be low, and result
predominantly from the LD interaction.

In ceramics and semiconductors, free surfaces typically have
many unsatisfied atomic bonds. This disruption of the bulk
electronic structure corresponds to thermodynamic energies that
are much larger than the contribution resulting from the dispersion
interactions. The surface energies of ceramics are much larger than
polymers, and dispersion contributions, as shown below, are
typically only 10% of the surface energy. In ceramics wet at high
temperature by glasses, the unsatisfied chemical bonds of the
ceramic grains can become satisfied, and then the dispersion
interaction is critical. Silicates and other glass formers have a
polymeric structure, and a high level of their atomic bonding is
satisfied in the structural tetrahedra and the polymer chains.
Silicate surfaces have lower levels of unsatisfied atomic bonds.

In hydrocarbons and hydrocarbon polymers, most chemical
bonding is satisfied and dispersion is important. In aqueous
systems, there are the effects of hydrogen bonding plus dispersion.
In ceramics, ionic bonding is important, and in metallic systems
there is metallic bonding.

(2) Surface Energies, Wetting, and Contact Angles

Because of the essential nature of surface energies and wetting,
there have been many excellent discussions of their role in various
materials systems and applications. Johnson95 focused on wetting
of polymers by hydrocarbon solvents, a situation in which LD
dominates. Israelachvili96 discussed the dispersion force contribu-
tion to works of adhesion and contact angles. There even has been
recent discussion of the role of vdW forces in the adhesion of
gecko foot hairs to surfaces.97 Zisman98 and others99 compare
wetting of both low- and high-energy solids, and they focus on the
measurement of the contact angle, because this is a measurement
of surface and interface energy. Clarke has discussed the role of
dispersion and other forces,100 such as electrical double-layer
forces,101 on the wetting of surfaces and interfaces (grain bound-
aries) in ceramic systems.102

The surface and interface energies of materials are related to
unsatisfied bonding and to the dispersion effects from the optical
contrast. It is these thermodynamic energies that help determine
the wetting of solids by liquids. The topic of surface and interface
energies, and also the contact angle at the triple point between the
solid, liquid, and gas phases, shown in Fig. 13, was first studied by
Young2 and has been an active topic in science ever since. The
Young equation (Eq. (48)) relates the contact angle to the surface
and interface energies of the solid and liquid, through the use of a
force balance at the interface. The closely related Young–Dupre
equation (Eq. (49)) then defines the work of adhesion as the
difference between the free surface energies of the solid and the
liquid and the solid–liquid interface energy.

gliquid cos u 5 gsolid 2 gsolid2liquid (48)

Wad 5 gsolid 1 gliquid 2 gsolid2liquid (49)

The thermodynamics of wetting has spanned from the work of
Gibbs6,7 and van der Waals5 to the critical wetting theory of
Cahn103,104 and the development of the effective interface poten-
tial approach.105 The study has progressed to the detailed varia-
tions of three-dimensional droplets and their contact lines.106 In
the more-complex issue of reactive wetting, e.g., of ceramics by
metals at elevated temperature, the chemical reactions tend to

Panel C: Calculation of Full Spectral Retarded
Hamaker Constants AR

We calculate the retarded Hamaker spectrum, i.e., the
Hamaker constant, as a function of thickness, following
Elbaum and Schick.50 The free energy, per unit area, of an
interlayer film of material 2 and thickness L between two
other materials 1 and 2 is given by

E~L! 5 F kT

8pL2GO9
n50E
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`

dxxHlnF1 2
~x 2 x1!~x 2 x3!

~x 1 x1!~x 1 x3!
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xM 5 Fx2 2 rn
2S1 2

εM

ε2
DG 1/ 2

~M 5 1, 3! (46)

ε1, ε2, ε3 are the LD spectra of the materials, evaluated at
imaginary frequencies. The sum Sn50

9 is evaluated at the
sequence of imaginary frequencies jn 5 (2pkT/\)n. Com-
bining this definition of frequency with the constant factor
kT/8pL2, we arrive at Eq. (47) for free energy of the LD
interaction:

E~L! 5 F \

16p2L2G O9
n50

Dj

3 E
rn

`

dxxH lnF1 2
~ x 2 x1!~ x 2 x3!

~ x 1 x1!~ x 1 x3!
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1 lnF1 2
~ε3x 2 ε2x3!~ε1x 2 ε2x1!

~ε3x3 1 ε2x3!~ε1x 1 ε2x1!
e2xGJ

(47)

The sum S9n50 over imaginary frequencies jn is evaluated at
frequencies (or energies) separated by Dj 5 2pkT/\. When
T 5 300 K, Dj ' 3.9 3 103 Hz (0.162 eV). We evaluate the
sum over a finite region from 0 to 100 eV instead of the
infinite sum shown.

Each term of the sum, which is an integral over distance
*rn

` dx holding the frequency constant, is also approximated
by a sum in our calculation. The sum extends from the lower
limit of the integral x 5 rn 5 2Ljn(ε2)1/2/c to an upper limit
of x 5 10, where the exponential term e–x produces a
negligible integrand. The sampling interval of the sum is
Dx 5 2000/(10 – rn).

The algorithm for calculation of the retarded Hamaker
constant is as follows:

● Choose a value of L (L 5 0, 1, 2, . . . ) in units of 0.1
nm, where L is the thickness of the sandwich.

● Choose a frequency j and obtain the value of the LD
spectra of the three materials ε1(j), ε2(j), ε3(j).

● Prepare to do an inner integral (integral on x) for this
frequency. Calculate the lower limit of integral, which is
2Lj(ε2(j))1/2/c. Evaluate the integral. If L 5 0, then multi-
ply the results by one-half.

● Choose a new frequency and repeat the second step
until all frequencies in the LD spectrum are satisfied.

This completes the calculation of the free-energy E(L) for
a single value of the interlayer thickness L. The calculation
is repeated for subsequent interlayer thicknesses L. The
Hamaker spectrum or Hamaker constant as a function of
interlayer thickness is then calculated from the free energy
as a function of thickness using Eq. (2). Finally, the force is
calculated from the free-energy curve, F(L) 5 –DE(L)/DL,
using numerical differences.
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dominate the wetting process, and the dispersion forces can be
considered negligible. A step beyond the equilibrium wetting
condition is the process by which a wetting film dewets a surface,
i.e., under what conditions a wetting film ruptures and dewets the
substrate.107,108

Polymer–ceramic interactions are important in colloidal pro-
cessing of ceramics and in engineering polymers, many of which
are ceramic-particulate filled. In the case of milling and extrusion
of ceramic-filled engineering polymers, we consider the dispersion
contributions to the interface energies of polymers wetting SiO2

and Al2O3. Surface energies in most polymers result from the LD
interaction. We can use experimental optical properties to deter-
mine their total surface energies. In Fig. 14 we show the interband
transition strengths for five polymers. Polyester, polycarbonate,
and polystyrene contain aromatic or conjugated phenyl groups that
peak in the region from 4 to 7 eV, whereas poly(methyl methac-
rylate) (PMMA) and poly(ethylene-co-methacrylic acid) are only
linear chain polymers and lack these lower-energy transitions.

From the interband transitions, we can calculate the LD spectra,
and from these the Hamaker constants for A1v1

NR and A121
NR , where we

choose material 2 as water, SiO2, and Al2O3. The Hamaker
constant ANR [PMMAuAl2O3uPMMA] is 24.1 zJ, and, using Eq.
(39), this also corresponds to the case of two grains of Al2O3

separated by a PMMA interlayer. Because all the Hamaker
constants reported in Table VI are symmetrical, i.e., of the A121

NR

type, they are all attractive, and the values are all positive. The
effects of optical contrast are evident for the case of water and
SiO2 interlayers, where the index of the interlay and the polymeric
grains are very similar, the optical contrast in the system is very
low, and the LD interaction and Hamaker constants are small.

On calculating the necessary A1v3
NR Hamaker constants, we can

determine the dispersion contribution to the interface energies for
the polymer–ceramic systems, as are shown in Table VII. The

Fig. 13. Schematic drawing of a liquid droplet on a solid substrate (gsol.

is the solid surface energy, gliq. the liquid surface energy, and gsol.-liq. the
solid–liquid interface energy).

Fig. 14. Interband transition strengths, Jcv, of polyester (PEST), polycarbonate (PCRB), polystyrene (PSTY), poly(methyl methacrylate) (PMMA), and
poly(ethylene-co-methacrylic acid) (PEMA) determined from VUV reflectivity.

Panel D: Interface Energies and Contact Angles for
Droplet on Substrate

Because the Hamaker constant represents the LD inter-
action energy of two materials, it gives us the dispersion
contribution to surface and interface energies. If dispersion
forces are the main contribution to the interface energies, we
can also calculate the contact angle. Let us consider a ANR

Hamaker constant for a material, which represents the LD
interaction for two grains of material 1 separated by
vacuum. Let us also assume for now that this is a material,
such as a polymer, in which the surface energy is deter-
mined by the dispersion interactions. If we evaluate the
Hamaker constant at a value do, which corresponds to an
equilibrium separation, such as an interatomic bond length,
then we have calculated twice the surface energy of material
1. Typically, the value of do is taken to be 0.165 nm.29

Similarly, if we evaluate the A1v3
NR Hamaker constant be-

tween two different materials 1 and 3 for an appropriate do

separation, again separated by vacuum, then we have
calculated the interface energy for an interface of material 1
and 3. To calculate the surface and interface energies, as
shown in Fig. 13, requires the calculation of ANR

[liquiduvacuumuliquid] and ANR [soliduvacuumuliquid], then
using Eqs. (50) and (51), resulting in gliquid. and gsolid–liquid.

gmaterial1 5 2
1
2

Ematerial1 5
A1v1

24pdo
2 (50)

gmaterial1 material3 5 2
1
2

Ematerial1 material3 5
A1v3

24pdo
2 (51)

These correspond to the LD contribution to the interface
energies. In materials classes where Eqs. (50) and (51)
correspond to the total interface energies, then we can use
the Young equation (Eq. (48)) to determine the contact
angle u, which in terms of Hamaker constants and assuming
a constant value of do, is given in Eq. (52).

u 5 arccosSA121

A123
2 1D (52)
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tabulated surface energies of the polymers are very low, in the
range of 25–30 mJ/m2, and correspond well to independently
determined values of the surface energies.109,110 For Al2O3, the
dispersion force contributions to the surface energies correspond to
only 5% of the measured surface energy, because the unsatisfied
bonding on the surface of Al2O3 contributes a very large thermo-
dynamic energy to the surface energy, dwarfing the contributions
resulting from dispersion.

(3) Balance of Forces

Just as consideration of the material classes involved are
important, other compensating forces usually effect systems as
well as the dispersion interactions. For example, an attractive
dispersion force typically is counterbalanced by a repulsive force,
such as a hard-core repulsion, when two atoms approach. The
outcome is shown in Fig. 15, where the force balance of these two
forces leads to a total force, with an equilibrium point resulting
where the force is zero. This concept of the force balance, shown
in Eq. (53), is common to many applications of dispersion forces,
and the forces involved can result from electrical double layers
(EDL), adsorption (Ads.), hydrogen bonding (HB), and steric
forces (St.), among others.

F 5 0 5 FLD 1 FEDL 1 Fads 1 FHB 1 FSt (53)

(4) Colloidal Systems

Colloidal systems of polymer- or ceramic-particulate disper-
sions serve as critical role in ceramic processing as has been
discussed recently in detail by Lewis.111 The LD forces are a
fundamental attractive force involved in colloidal disper-
sions,33,112 and it is the detailed balance of this and other forces
that dictates the behavior of the particulate dispersion.22 Derjaguin
and Landau112,113 and Verwey and Overbeek33 (DLVO) devel-
oped DLVO theory from the perspective of the force balance of
Eq. (53), which is the basis of understanding and controlling the
interparticle forces and thereby colloidal dispersions stability and
rheology.

(5) Interparticle Forces

The direct measurement of the interparticle force balance has
been a long-standing focus of research, because LD forces and the

force balance can allow stable equilibrium behavior in colloidal
systems. DLVO theory33 has provided a method to estimate the
contributions from the LD force and EDL force, among others, to
interpret measured force–distance relations for two planar bodies,
a sphere or cylinder approaching a plane, two crossed cylinders, or
two spheres. With this theoretical underpinning, work commenced
in the 1950s on developing quantitative tools to directly measure
the interparticle forces. The surface force apparatus (SFA), which
began development in the 1950s, has been joined in the 1980s by
the atomic force microscope (AFM).

(A) Surface Force Apparatus: In the 1950s, Overbeek49,112

and Derjaguin22,114 began measuring interparticle forces and
force–distance relations using plane-parallel plates; they later had
more success using curved surfaces, which simplified alignment of
the two materials. They introduced optical interferometric tech-
niques to accurately measure the separation of the two materials, as
long as they were transparent. These initial results tended to
demonstrate forces much larger than expected for the LD interac-
tion, but with sufficient care, dispersion forces at separations of
100 nm were measured. With the work of Tabor and Winterton93

and Israelachvili,115 the SFA, based on a crossed cylinder geom-
etry, became a well-established instrument for measuring the
intersurface force–distance relations for mica under vacuum or a
wide variety of liquids. Mica is the most common material used in
the SFA because of the ease of preparing an atomically smooth
surface and adhering it to cylindrical substrates. With additional
work at preparing curved surfaces of additional materials, such as
Al2O3,116 the range of materials studied using the SFA expanded.
A large amount of the SFA research was focused on measurement
of the various force terms in DLVO theory for complex liquid
systems.117 Moreover, the effects of the molecular ordering of
organic solvents118 and water119 in the interlayer have been
studied at very close approach.

(B) Atomic Force Microscope: The development of the
AFM120 dramatically expanded the types of materials for which
direct intersurface force measurements121 could be determined.
The AFM has permitted the study of DLVO forces,122 such as
EDL and hydration.123 The opportunity of AFM to measure the
LD forces with vacuum or liquid interlayers is complicated,
because the complex shape of the tip affects the analysis of the

Fig. 15. Force–distance curve for (– – –) LD force, (–zz–) repulsive force,
and (—) total force.

Table VI. Refractive Indexes and Hamaker Constants (A121
NR) for Various Polymers†

Polymer
refractive index

Polymer
(material 1)

ANR (zJ) (vacuum)
(n 5 1.0)

ANR (zJ) (water)
(n 5 1.33)

ANR (zJ) (silica)
(n 5 1.54)

ANR (zJ) alumina
(n 5 1.76)

1.4893230 PMMA 58.4 1.47 0.634 24.1
1.51231 ET-MAA 47.7 2.16 2.71 33.0
1.64–1.67 PEST 60.9 4.05 1.94 25.4
1.70 PIMI 62.6 5.23 2.61 25.6
1.586232 PCARB 50.8 3.5 3.08 32.4
1.590–1.592230 PSTY 55.6 3.16 2.04 28.3

†Polymer is defined as material 1, and vacuum, water, SiO2, and Al2O3 are defined as material 2. By definition, A121
NR 5 A212

NR .

Table VII. Dispersion Contributions to Surface and
Interface Energies†

Material
Surface energy

(mJ/m2)
Interface energy on

SiO2 (mJ/m2)
Interface energy on

Al2O3 (mJ/m2)

PMMA 29 (41.1) 62 89
ET-MMA 24 55 80
PEST 30 (44.6) 62 90
PIMI 30 (41) 63 90
PCARB 25 (33) 57 82
PSTYR 27 (40.7) 60 86
Al2O3 71
SiO2 33

†Assuming do 5 0.165 nm. Literature233 values of the surface energy of polymers
are given in parentheses.
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force–distance relation to extract the Hamaker constant. This is
where the simple crossed cylinders geometry of the SFA is an
advantage. Initial work by Hartmann124 and others and recent
application of the intersurface stress tensor approach (discussed in
more detail in Section III(6)) now permits the extraction of
Hamaker constants from measured force–distance relations,125

assuming the LD forces dominate. The parametric tip force–
distance relation (Eq. (54)) permits the nonlinear fitting of the
measured LD force to the Hamaker constant ANR and the geomet-
rical parameters of a conical AFM tip, with a spherical cap (shown
in Fig. 16).

Fz~ z0! 5
AR2~1 2 sin g!~R sin g 2 z0 sin g 2 R 2 z0!

6z0
2~R 1 z0 2 R sin g!2

1
2A tan g~ z0 sin g 1 R sin g 1 R cos 2g!

6 cos g~ z0 1 R 2 R sin g!2

(54)

AFM tips are most commonly fabricated from Si3N4, and many
studies of intersurface forces in Si3N4 have been reported.126 By
the attachment of a colloidal particle of a material to the AFM tip,
the ability to measure intersurface forces between many colloidal
particles and an arbitrary substrate material has become one of the
most fruitful applications of the AFM in colloid science. Intersur-
face force measurements in aqueous or nonaqueous systems have

now been done for TiO2,127 gold,128 Al2O3,129 ZrO2,130,131 ice,132

and other materials.

(6) Adhesion and Sintering

The LD forces can be approached in different ways, e.g., at the
discrete point-to-point approach of Hamaker for atoms and mole-
cules or at the continuum level; the continuum approach of Lifshitz
is the most useful for the formulation and analysis of “macroscop-
ic” problems. There are two important macroscopic manifestations
of molecular interactions: interactions within a body that result in
surface tension and interactions between bodies that affect phe-
nomena such as adhesion and the behavior of colloids. Often, only
one of the macroscopic effects of molecular interactions is con-
sidered. For example, in the cohesive zone theory of fracture
mechanics,133 forces behind the crack tip are assumed to be based
on interactions across the gap. As such, the forces are oriented
normal to the free surface. On the other hand, forces at a sintering
neck, which is essentially an exterior crack, usually have been
modeled based on surface tension and local curvature.134 The
difference between the two is illustrated in Fig. 17. Both sets of
forces are energetically consistent with the intermolecular forces
on which they are based in that both yield the same work per unit
extension of surface area. However, because they are so different
in detail, they lead to very different kinetics. In many problems,
one of the macroscopic effects of molecular interaction is suffi-
cient to model surface-force-driven processes. However, in the
problem of viscoelastic sintering, viscous sintering of fine parti-
cles, and viscoelastic crack growth, we must consistently describe
the in-plane surface tension and the normal dispersion force or
“interaction across a gap.”135

The continuum treatment of surface tension yields the notion of
surface stress. For liquids, the associated pressure p on a surface is
proportional to curvature k via Eq. (55), developed by Young and
Laplace,136

p 5 gk 5 gS 1
R1

1
1
R2
D (55)

where R1 and R2 are the principal radii of curvature. Two different
approaches have been followed in the continuum treatment of
interactions across a gap. The more general is that of Lifshitz et
al.,19 in which interactions are calculated in terms of virtual
photons and electromagnetic fluctuations and interactions between
half spaces. This approach relates interaction forces to continuum
properties of the interacting materials, including those that fill the
gap.

The Lifshitz approach is based on the recognition that the use of
the point-to-point interaction energy is too simplistic to compute

Fig. 16. Parametric tip model. R is the tip radius, rmax the radius of the
cylindrical part of the probe, g the cone angle, a 5 p/2 – g the angle
included in the spherical cap, z0 the probe–sample separation, r the radius
at any point on the surface, x the distance from the cone apex, and a, b, and
c define the spherical cap section and the conical section of the probe.

Fig. 17. Schematic illustration of contact growth modes in elastic adhesion, which is driven by direct attraction across the gap ahead of the contact neck,
and viscous sintering that is driven by tractions that are modeled as being proportional to the surface curvature. For elastic adhesion, the contact grows in
a zipping mode, whereas, for viscous sintering, the contact grows in a stretching mode.134
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interactions between macroscopic solid bodies of atoms or mole-
cules with a high density of packing. Not incorporating this fact,
Hamaker’s approach12 postulates that the total interaction between
solid bodies can be computed by integrating pairwise interactions
between infinitesimal individual regions, and these interactions are
assumed to be central, i.e., aligned along the vector connecting
them. The power of this assumption is that it is possible to
calculate interactions between various-shaped bodies. For interac-
tions between identical materials with no intervening medium
(vacuum), the functional form of the interaction is correct, but the
Hamaker constant cannot be related directly to the intermolecular
interaction energy.137 There are several other cases where the
Hamaker assumption of pairwise additivity breaks down com-
pletely, i.e., in computing interactions between two materials with
a third intervening medium. The Lifshitz approach has been
detailed in Section II(2); in the following paragraphs we develop
the pairwise additive approach for interaction between bodies of
general shape.

Let the pairwise interaction energy of two molecules as a
function of distance d be w(d). The interaction energy e(d) between
two elemental volumes dV1 and dV2 then is

e~d! 5 r1r2w~d! dV1 dV2 (56)

where r1 and r2 are the number densities of molecules. These
infinitesimal volumes interact, each with every other, and it is
assumed that the total energy of the system is the sum of individual
interaction energies. The interaction energy E between two bodies
defined by the volumes V1 and V2 is then given by the double
volume integral

E 5 E
V2

E
V1

r1r2w~d! dV1 dV2 (57)

Similarly, the total force of interaction between two bodies can be
computed.

F̂ 5 E
V2

E
V1

r1r2 f̂~d! dV1 dV2 (58)

where f̂(d) is the interaction force given by the spatial gradient ¹(z)
of the interaction energy as

f̂~d! 5 2¹w~d! (59)

Vectors are denoted by a caret (e.g., f̂) and second rank tensors
by a double caret (e.g., ĥ̂). Interactions handled in this manner have
been computed for various geometries.29 If

w~d! 5 2
ANR

p2r1r2d
6 (60)

which is the vdW interaction energy for point-to-point interactions,
then the interaction energy of two half spaces separated by a
distance d reduces to Eq. (2) where m 5 2 and ANR is the Hamaker
constant.

The application of the point-to-point summation approach
remains difficult for arbitrarily shaped bodies. Derjaguin138 intro-
duced an approximation that is accurate when surface radii of
curvature are large compared with the gap between the bodies. It
consists of treating opposing surfaces as composed of elements
that interact as would half spaces. Formally, surface traction T̂, a
force per unit area, is then computed as

T̂ 5 F~d!~q̂ z n̂!q̂ (61)

where F(d) is the interaction force (per unit area) between two half
spaces, d the distance between the surfaces measured along q̂, and
n̂ the surface normal.

Hamaker’s approach for the computation of interactions be-
tween bodies has been generalized recently to account for arbitrary
geometry.135,139 Consider two bodies 1 and 2 as shown in Fig. 18.

Body 1 causes distributed forces b̂ (per unit volume) in body 2,
given by,

b̂ 5 r1r2E
V2

¹2~w~d!! dV2 5 r1r2E
S2

w~d!n̂2 dS2 (62)

where dV is a volume element and dS a surface element.
Following a special integration procedure, these can be replaced

by effective surface tractions T̂ on the surface of body 2. Then,
the influence of body 1 is represented by an intersurface stress
tensor ĥ̂ such that

T̂ 5 h
ˆ̂

z n̂1 (63)

h
ˆ̂

5 r1r2E
S2

n̂2Ĝ dS2 (64)

where Ĝ is the vector field

Ĝ 5 ~x̂2 2 x̂1!v~d! (65)

and x̂1 and x̂2 are position vectors to surfaces 1 and 2. The scalar
function of distance between the two surfaces, v(d), is derived
from the intermolecular interaction energy:

v~d! 5
1
d3 E

d

`

w~t!t2 dt (66)

Therefore, the external influence of body 1 is represented by ĥ̂.
If another surface is introduced into the field of ĥ̂, it produces a
traction on that surface in a manner analogous to the internal stress.
The total force of interaction on body 1 because of body 2 is equal
and opposite to that on body 2 because of body 1. However, unlike
in Derjaguin’s approximation, the distribution of forces on the two
bodies may be very different.

It has been pointed out140 that the stress ĥ̂ is formally equivalent
to the Maxwell stress of electromagnetic theory,141 in that its
divergence yields the distributed body force (or force per unit
volume). Using this construction, an alternative method for solving
this class of problems has been developed.

As mentioned earlier in this section, sintering is usually ana-
lyzed using only the surface tension representation (Fig. 17(a)) of
surface forces.142,143 However, based on the Johnson–Kendall–
Roberts theory of adhesion between elastic spheres,144 which
neglects the surface tension aspect but includes the attraction
across a gap (Fig. 17(b)), all sintering begins by the formation of
a neck due to elastic deformations, the so-called zeroth stage of
sintering.142 Both manifestations of surface forces act simulta-
neously at a sintering neck. Moreover, there may be a regime of
particle size in which sintering is controlled by direct attractive
forces across the gap ahead of the neck, rather than by surface
tension.145 By combining both surface tension and direct attractive
interactions, Jagota et al.134 have studied the problem of sintering
of a Maxwell viscoelastic sphere to a rigid half space. Their
analysis retrieves the known limits: initial elastic adhesion driven
by direct attractive forces and final contact growth driven by
surface tension. For submicrometer particles, a new mode of
viscous sintering develops, which is driven by direct attractive

Fig. 18. Two arbitrarily shaped bodies.137
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forces. In it, the contact “zips” shut in contrast with the conven-
tional sintering calculations, where the contact is stretched open.
Classical Herring scaling between sintering time and particle
radius breaks down as a new length scale, the range of cohesive
forces, enters into the relationship. Scaling of contact radius with
time,146,147 instead of t1/2 given by the Frenkel model, is between
t1/5 and t1/7. These predictions remain to be verified experimentally
for viscous sintering; however, the zipping mode of contact growth
explains well the observed sintering kinetics in polymeric systems
that have more-complex rheology.148

(7) Equilibrium Intergranular and Surficial Films

The properties of liquid-phase sintered or liquid-infiltrated
materials depend on the characteristics of the intergranular phases
and associated interfacial films (as shown in Fig. 19) as well as the
morphologies of the bulk phases.149,150 Many studies have pointed
out that the amount and composition of the sintering aids influence
the microstructure evolution during sintering,151–154 thereby af-
fecting the chemical and physical properties of the final micro-
structures. The actual interfacial features also strongly influence
mechanical and physical properties,155 e.g., creep resistance156,157

or fracture toughness158–162 of Si3N4- or SiC-based materials, or
the electrical properties in thick-film resistors,163 varistors,164 or
high-Tc superconductors.165 In all these cases, the presence of
intergranular films and the specific impurities in them profoundly
alter macroscopic properties, often beneficially. Thus, it is impor-
tant that the actual composition and bonding of the interfacial films
can differ from those of the associated bulk glass phase.163–171 The
factors controlling the composition and structure of these films are
a matter of current research, but the dispersion forces across them
are one of the important factors controlling their stability.

Numerous investigations have focused on features affecting the
sintering process of materials with low liquid contents. Densifica-
tion is frequently expedited by the presence of a small liquid
fraction. The driving force is usually described in terms of the
effect of capillary pressure on the grain-boundary formation
process.172–174 The capillary forces contemplated result from the
menisci at liquid–vapor interfaces between contacting particles
that drive sintering by pulling particles together. An important
concept is that, despite the compressive force induced across
particle contacts, enough of the liquid-forming material must
remain adsorbed at the boundaries to provide the high boundary
diffusion required to account for enhanced rates of densification
via grain-boundary formation.171,175 In Si3N4-based materials,
boundaries with 1–2 nm thick, amorphous oxynitride films usually
form between particles during liquid-phase sintering.176–178 More-
over, it has been shown that the boundary thickness is almost
constant in a given material although it adjusts depending on the

exact composition,155,179–181 implying that the thickness reflects
some equilibrium condition.182,183 However, under conventional
sintering conditions in some systems, e.g., ZnO–Bi2O3, the capil-
lary forces reversibly influence the grain-boundary composition;
hence, it is not only a result of an equilibrium among local forces
acting across a boundary or between two solid–liquid interfac-
es.170,184

Complementary approaches to probe the particle interactions
and the roles of interfacial composition begin with considering the
solid phase (either powder or dense polycrystal, initially) being
immersed in a massive amount of liquid at high temperature, as
demonstrated by Shaw and others.185–188 Such systems largely
evolve in the absence of the capillary forces induced by liquid–
vapor interfaces, under conditions where dispersion forces, and
also surface energies, can be dominant. Consider when a small
amount of refractory particles is immersed at high temperature in
a liquid matrix: A dilute suspension is realized. This can be treated
as a colloidal system, where local forces among particles govern
their mutual interactions. A wide range of behaviors can prevail in
which the specific particle–particle interaction influences the
degree of interconnectedness and the types of grain boundaries that
develop between particles.188,189 These features then influence the
microstructural evolution via the strength of the solid network, as
well as through the interfacial kinetic parameters. Alternatively, if
a dense polycrystalline material is immersed in excess liquid at
high temperature, liquid penetration along the triple points and
possibly through grain boundaries can eventually occur, as has
been observed for Al2O3 in silicates.185,188

If a more global understanding of the underlying interparticle
forces, interfacial reactions, and kinetics emerges, it should be
feasible to design and fabricate a richer variety of materials with
superior properties. For example, the boundary penetration process
has profound implications concerning the corrosion or oxidation
resistance of ceramics, and it can be beneficially used to form
functionally graded materials.188 Graded materials made with
Al2O3 or Si3N4 partially penetrated by silicates have been shown
to have enhanced resistance to wear and contact damage.190,191

Moreover, based on this principle, a transient liquid can be used to
promote brazing or diffusion bonding between pieces of ceramic
leading to seamless joints,192,193 where the liquid is imbibed into
the bulk ceramic pieces.

(A) Various Oxide Systems: In many ceramic systems sin-
tered with various impurities and dopants, a liquid phase exists at
temperature and is often manifest by residual glassy phases or
grain-boundary films in the as-cooled materials. Evidence of
continuous silicate-rich or other amorphous phases and films have
been seen in a wide variety of oxide,194,195 nitride,196,197 and
carbide160 ceramics. These include materials, such as MgAl2O4, in
which the fluoride-rich sintering aid leads to a continuous bound-
ary phase.198 Recently, it has been appreciated that the amorphous
grain-boundary films in some systems have an equilibrium thick-
ness, which indicates that these are adsorption films that formed in
equilibrium with some second phases at temperature. More re-
cently, it has been found that these films have composition
different from the high-temperature liquids with which they were
in equilibrium. Thermodynamically, these films can be described
in terms of Gibbsian adsorption.105 However, an atomistic descrip-
tion can be considered in terms of a force balance across the film,
which must involve gradients across the film as well as differences
in composition between the film and the second-phase regions.
This fundamentally includes the dispersion forces across the film.
Simpler descriptions, which have a strong parallel with low-
temperature colloidal theories, have included a variety of disjoin-
ing forces with the assumption that the primary attraction force is
the dispersion force. The neglect of other short-range attractive
forces may be an important deficiency, but, for thicker films, it is
likely that the dispersion force is the largest attractive force.

Thus, based simply on trends in dispersion forces (Table VIII),
it has been expected that multilayer boundary films should be
stable and thick for grains of low-index oxides, such as MgO or
Al2O3, together with silicate liquids.182 Indeed, for Al2O3, there
are many observations of extensive glassy pockets and films in

Fig. 19. HRTEM image of an equilibrium intergranular film in
Si3N4.155,179
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polycrystals.194,199–203 Moreover, for Al2O3 (both pure and con-
taining various amounts of CaO, SiO2, or other impurities)
extensive penetration of dense polycrystals by silicate liquids
occurs, leading eventually to widespread disruption, i.e., defloc-
culation of the grains, which may mean the dihedral angle is low
or the liquid is virtually wetting.185,204 Al2O3 powders initially
mixed into glasses give similar results, in which particles remain
widely separated, but do concentrate somewhat while settling
because of gravity.205 However, for Al2O3 and MgO, which can be
extensively penetrated by silicate liquids,206 a discernable fraction
of boundaries is not wetted or obviously penetrated. The condition
of these boundaries, i.e., whether moist, dry, or special, has not
been assessed by analytical or high-resolution TEM. However,
TEM studies of Al2O3 polycrystals with small levels of glass
indicate that the dry boundaries are typically special, often
twins.199,200,203 Indeed, there has been comparatively little char-
acterization of the actual films in most studies of these two oxides.

Similarly, it was found that iron-doped SrTiO3 polycrystals
having excess TiO2 exhibited similar ;1 nm disordered grain
boundaries containing approximately a monolayer of excess tita-
nium and half that of iron in the films.207,208 Moreover, earlier
TEM studies of quenched samples of less-pure ZnO–Bi2O3

209,210

and TiO2-rich SrTiO3
211 revealed that each has a wetting transition

for which c 3 0 above a critical temperature, ;1150° and
1450°C, respectively. The transition temperatures were reduced
with other impurities present for SrTiO3.211 Rather similar results
were recently seen in Al2O3 doped with CaO–SiO2. The grain
boundaries were wide disordered layers, yet contained only about
a monolayer of adsorbed impurity, and the Ca:Si ratio was much
higher than in the liquid pockets.171 Obviously, these results imply
caution in interpreting earlier studies of oxides containing glassy
impurities.

(B) Intergranular Films in Si3N4: (a) Overview: Numerous
investigations of Si3N4, have consistently revealed that a very high
fraction of grain boundaries are composed of an amorphous
silicate film that is considered to have an equilibrium thickness,
and the film thickness depends as much or more on the composi-
tion of the system as on the crystallography of the bound-
ary.155,180,181 Analytical TEM studies show that films often
contain more nitrogen than do the pockets and can have different
concentrations of cations.166–168 Moreover, for Si3N4 grains equil-
ibrated with a RE-aluminum silicate (where RE is one of the
yttrium series or various rare earths), the mean film thickness
depends on the specific rare earth used, but it is virtually the same
for polycrystals with 5%–12% liquid by volume and for small
clusters of grains found in dilute suspensions of powder in
glass.179,181 Apparently, a particle–particle attraction exists in this
system that is roughly comparable to the capillary forces often
considered to drive sintering. However, in parallel, the a to b
transformation and subsequent particle growth (Ostwald ripening)
occur via diffusion through the liquid and films. The rates are
highly anisotropic, with preferred growth parallel to the c-axis,
yielding long grains with strongly faceted prism faces.212

(b) In Situ Dispersion Force Determination by SR-VEELS:
We have shown how to calculate full spectral Hamaker constants
from experimental interband transition strengths. Quantitative
analysis of SR-VEEL spectra and SR-VEEL spectrum images can
now supply the required interband transition strength results for

individual intergranular films (IGFs) in Si3N4. The combination of
SR-VEEL spectrum imaging and full spectral Hamaker constants
permits the in situ determination of vdW forces on the IGFs in
Si3N4-based ceramics and on the local variations in dispersion
forces throughout the microstructure of individual Si3N4 sam-
ples.24

The Hamaker constants representing the LD forces were deter-
mined from in situ SR-VEEL spectroscopy for three different IGF
chemistries in Si3N4 material. Full profiles from one Si3N4 grain
across the amorphous IGF into the grain on the other side were
acquired with a new spectrum image acquisition system. The full
data set was analyzed, and the interband transition strength
determined as a function of beam position. From those data, the
Hamaker constant was calculated for the actual interface investi-
gated, based on spectra from the center of the IGF.

The samples studied fall into two classes:24 those based on
lanthanide (R) glasses of the type R-Si-Al-O-N and on simple
silicate glass compositions containing calcium of the type Ca-Si-
O-N. The lanthanide glass samples used either yttrium-aluminum-
(YAl-) or lanthanum-aluminum- (LaAl-) doped silicon oxynitride
(SiON) glass.212 The calcium-doped SiON glass–Si3N4 samples
were made by Tanaka.180,213 The oxygen content was 1.3 wt% and
the calcium concentration was 450 ppm, with no other cation
impurities detected.

SR-VEEL spectra were acquired on the Si3N4 samples with a
parallel EEL spectroscopy system fitted to a dedicated scanning
transmission electron microscope (STEM) operated at 100 keV.
The incident electron beam spot size was 0.6 nm diameter, and the
energy resolution of the whole system was better than 0.7 eV. Each
spectrum covered the energy-loss range from –20 to 80 eV. Figure
20 shows the microstructure of one of the interfaces analyzed in
the LaAl–Si3N4 material.

The LD spectra ε2(j) were calculated and then accumulated in
a spectral database from which any combinations of them could be
used to calculate the Hamaker constants of interest. For each
VEEL spectrum image, three interband transition strengths were
selected, one from each Si3N4 grain and one from the middle of the
IGF (Fig. 21). Full spectral Hamaker constants for ANR

[Si3N4uvacuumuSi3N4] and ANR [Si3N4uIGFuSi3N4] were then de-
termined from each SR-VEEL spectrum image in each type of
Si3N4 material.

At the end of the analysis of the SR-VEELS data, the index of
refraction can be calculated from the dielectric function across the
IGF (Fig. 22). The index for bulk Si3N4 is recovered, but the index
of refraction for the IGF also is obtained by this method.

The indexes of refraction for the IGFs and the Hamaker
constants show a dependence on the composition of the IGF. When
the Hamaker constant is plotted against the IGF index of refraction
(Fig. 23), it is observed that the Hamaker constant decreases
almost linearly with increasing index of refraction of the IGF.

From the profiles of the interband transition strength across the
IGF, it is possible to measure an IGF thickness. This is not
identical to the IGF thickness as determined by HREM but is
related to it. Here it serves as an indication of the variation in IGF
thickness between different interfaces in a particular material. A
definite correlation between this IGF thickness and the Hamaker
constant exists for the lanthanum–aluminum material (Fig. 24).

Table VIII. Nonretarded Hamaker Constants for Various Ceramic Systems†

Solid no Film ANR (zJ) Film ANR (zJ) Film ANR (zJ)

MgO 1.70 SiO2 8‡ Pb-Al-SiOx 3‡

Al2O3 1.75 SiO2 19‡ Pb-Al-SiOx 10‡

Si3N4 2.02 SiO2 33§ Pb-Al-SiOx 21§ Y-Al-Si-O-N 8§

TiO2 2.56 SiO2 40‡ Pb-Al-SiOx 26‡ 10TiO2z90SiO2 25¶

Pb2Ru2O7 3.56 SiO2 28‡ Pb-Al-SiOx 31‡

ZnO 1.94 SiO2 9†† Pb-Al-SiOx 3†† Bi2O3–ZnO eut. 4‡‡

SrTiO3 2.3 SiO2 ;45‡‡ Pb-Al-SiOx ;30‡‡

†zJ is zeptojoule (10221 J). ‡Reference 23. §Reference 234. ¶Reference 235. ††Reference 170. ‡‡Estimated.
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The variation of the dispersion forces on the IGFs in these three
types of Si3N4 are shown in Fig. 25 and vary from 2 to 23 zJ, a
factor of .10 in the Hamaker constant. Previously, there may have
been speculation that variations in the dispersion force were not
important in dictating the force balance. However, a variation by a
factor of 10 in the dispersion force might well be an important
component in the force balance in optimized Si3N4 materials
exhibiting equilibrium IGFs. If the dispersion force is the major
attractive force counterbalancing the other repulsive terms, then
changes of this magnitude in the attractive term are critical.
Alternatively, the dispersion force variation might become negli-
gible in comparison to other terms that are of larger absolute
magnitude, with the effect that the dispersion force would not be
important. However, the present results discount this idea. From
the study of individual IGFs in LaAl–Si3N4, a direct correlation
between variations in the dispersion force on the IGF and the
measured IGF thickness is found. This demonstrates that for the

optimized Si3N4 materials studied here, which have been sintered
to a final state microstructure and exhibit equilibrium IGFs, a
major contributing term in the IGF thickness is the LD force on the
IGFs. The IGF thicknesses in various optimized Si3N4 samples
with common glass systems correlate very closely to the magni-
tudes of the Hamaker constants of, and dispersion forces at, the
IGFs. From HR-TEM measurements, the average IGF thicknesses
for these materials are 1.2, 1.45, and 1.6 nm for YAl-, Ca-, and
LaAl-doped SiON glass–Si3N4 materials. Considering the
lanthanide-doped glass system, the LaAl-doped system has lower
values of the dispersion force for three of the four interfaces, and
this material exhibits thicker intergranular films. At the same time,
variations of the dispersion force within a single material are also
apparent and can be correlated to the variation of the equilibrium
film thicknesses from their average values for the material.

The SR-VEELS method of in situ Hamaker constant determi-
nation is accurate and reproducible with comparison to VUV
measurements for the bulk materials and repeated measurements
on numerous individual IGFs. For various glass additives having
various film thickness, the accurate Hamaker constants provide a
basis to calculate the first term in the controlling force balance (Eq.
(53)). Local variations in Hamaker constants within the micro-
structure of a single sample correlate inversely to the distribution
of IGF thickness observed. For these optimized Si3N4 materials,

Fig. 21. Interband transition strength spectra for the IGF and each Si3N4

grain from LaAl–Si3N4. (Reprinted with permission from Elsevier Sci-
ence.24)

Fig. 22. Index of refraction determined from the index sum rule applied
to the interband transition strength spectrum image from LaAl–Si3N4.
(Reprinted with permission from Elsevier Science.24)

Fig. 23. Hamaker constant A121
NR as a function of the index of refraction of

the IGF for all the boundaries studied. (Reprinted with permission from
Elsevier Science.24)

Fig. 20. STEM micrographs of a LaAl–Si3N4 sample showing where
SR-VEEL spectrum images were acquired. The 10 nm spectrum image (a
line along which the multiplexed SR-VEEL spectrum image was acquired)
is shown. (Reprinted with permission from Elsevier Science.24)
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the dispersion forces vary over a range from 2 to 12 zJ, corre-
sponding to a 50% increase of the IGF thickness. This ability to
experimentally determine Hamaker constants in situ represents an
important new tool for dispersion force and wetting studies.

(C) Intergranular and Surficial Films in ZnO: The ability to
rigorously calculate Hamaker constants for inorganic systems has
facilitated the study of interfacial phenomena in many other
ceramics. Chiang and co-workers170,214–216 have systematically
studied the model varistor system Bi2O3-doped ZnO, and they
have determined that the equilibrium state of nonspecial grain
boundaries is a disordered, bismuth-enriched film of 1–1.5 nm
thickness (Fig. 26), not unlike the siliceous films found in other
oxides and Si3N4. Moreover, the bismuthate film coexists with
bulk solid or liquid phases, and it has been argued to be a true
surface phase whose thickness and composition are determined by
dispersion forces among other interactions.215 These intergranular
films have been implicated in subsolidus-activated sintering217 as
well as varistor behavior.218

Recently, surface amorphous films of stable, nanometer thick-
ness also have been identified in Bi2O3–ZnO (Fig. 27) and other
oxides,219,220 the quantitative interpretation of which requires
evaluation of the ANR Hamaker constant for surface layers, a
quantity that can be positive or negative, acting to thin or thicken
a surface film.

(D) Diffuse Interface Theory: The properties of diffuse or
graded interfaces are of general interest in ceramic systems. For
the LD interaction, we have discussed the solutions for (A123

NR and

A12321
NR ). As the interlayer becomes more complex, the interaction

energy becomes dependent on the particulars of the structural
variation of the interlayer. Systems more complex than A12321

NR are
often seen in biology, where the behavior of complex many-layer
films result in cell walls and cell–cell interactions. Parseg-
ian43,221,222 has developed a solution for the LD interaction for
multilayered interlayers, but only in the approximation that the
center-most single layer has variable thickness. This is the same
implicit approximation that was used for analysis of the soap
film42 and may not have applicability in many ceramic systems.

Additional aspects of the interfacial properties of graded inter-
faces, beyond dispersion, have been discussed recently in the
literature. For example Ackler et al.223 have investigated the
effects of amorphous, thin intergranular film that abuts crystalline
surfaces with differing orientation. They use a diffuse interface
method to calculate the variation of order that is induced by the

Fig. 26. Intergranular film, shown at a nonspecial grain boundary, in a
model varistor system of Bi2O3-doped ZnO. Interlayer film is a disordered,
bismuth-enriched film of 1–1.5 nm thickness.

Fig. 27. Amorphous surficial film of stable nanometer scale thickness
seen in Bi2O3-doped ZnO.

Fig. 24. Hamaker constant A121
NR for LaAl–Si3N4 material as a function of

the IGF thickness as measured from the SR-VEEL index of refraction
profiles across the IGF.

Fig. 25. Hamaker constant A121
NR for [Si3N4uIGFuSi3N4] for each interface

studied in the LaAl-, YAl-, and Ca-doped SiON glass–Si3N4 materials.
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presence of each crystalline surface. Their results indicate that,
depending on misorientation of the crystals, the induced order can
produce positive or negative steric forces on the thin amorphous
film. The theory depends on measurable bulk thermodynamic
properties. Bobeth, Clarke, and Pompe224 have published a diffuse
interface theory that treats composition gradients between triple
junctions and adjoining thin-film regions. They calculate an
effective osmotic force that accounts for observed variations in
film thickness with solute addition. Warren, Carter, and Koba-
yashi225 have formulated a diffuse interface theory that includes
crystalline orientation and induced interfacial order as well as
composition as order parameters. This method has been used to
calculate microstructural evolution for systems of many crystal-
lites growing in an amorphous phase. Thin intergranular films have
been observed in these simulations but have not been character-
ized.

(E) When Is an IGF Too Thin—Continuum Approximation:
An interesting question arises in the case of very thin intergranular
films: When is the film thickness so thin that we are violating the
continuum approximation inherent in the Lifshitz approach? Or,
what is the smallest quantity of the material that has the properties
that are essentially bulklike and that have comparable atomic
structure, oxidation states, and electronic structure and bonding
and, therefore, optical properties? Because the LD interaction is
essentially electronic in nature, resulting from the interband
transitions of the electronic structure, it is the nature of the bonding
and its extent in real space that determines the intrinsic scaling
that, in turn, determines the minimum size for the continuum
approximation. Therefore, in vdW solids, such as polymeric
materials, the interatomic bonding is fully satisfied in the polymer
chain, and it is the size of the molecular moiety, such as the chain
diameter or chain length, or a few times the chain diameter, that
can be considered as the smallest length for which bulk,
continuum-like, properties would be expected. For silicates and
glass formers, this intrinsic length scale is given by the tetrahedra
size of 0.23 or 0.15 nm; therefore, the bulklike electronic structure
for silicates should be observed for silicates in the range of a few
SiO2 tetrahedra or ;0.6 nm in size.226 For materials with exten-
sive three-dimensional bonding, the intrinsic length necessary to
establish the bulklike electronic structure may be larger. For
particular materials of interest, this question is answered by
comparing bulk band structure calculations with electronic struc-
ture calculations for clusters of increasing size. The cluster size
necessary to realize a bulklike electronic structure represents the

size necessary to satisfy the continuum approximation of Lifshitz
theory. It also can be determined by considering the real space
extent of the individual electronic wave functions in the material,
as can be determined from electronic structure calculations.227 The
intrinsic length scale for the transition to continuum behavior for
various materials is a topic that warrants additional study.

(8) Retardation of Dispersion Forces

(A) Normal Retardation Effects—Reduction in the Power-Law
Dependence: If we consider the case of the intergranular films in
Si3N4 first discussed in Section III(7)(B)(b), we can calculate the
LD or vdW interaction energy and the retarded Hamaker spectrum
for A121

R for material 1 (Si3N4) and material 2 (the YAl–SiON
glass) shown in Fig. 28. The energy minimum at zero interlayer
thickness shows that this is an attractive dispersion force. The
nonretarded Hamaker constant is 8, but, with increasing interlayer
thickness, the Hamaker constant monotonically decreases. At a
film thickness of 10 nm, the Hamaker constant has been decreased
by a factor of 2. This case is an example of “normal retardation”;
the outcome of the retardation is a decrease in the power-law
dependence.

Let us consider an example of normal retardation in a surficial
film. A surficial film of the same YAl–SiON glass on a Si3N4

substrate gives an interaction energy, shown in Fig. 29(a), that
reaches its minimum at infinite film thickness, representing a
wetting film condition in which the film would, if able to approach
equilibrium, approach infinite thickness. The Hamaker constant,
shown in Fig. 29(b), is negative, demonstrating the repulsive force
between the air–glass interface and the glass–Si3N4 interface. As
the surficial film thickens, the Hamaker constant decreases mono-
tonically from a nonretarded value of 17 zJ to 8 zJ at 15 nm.

(B) Equilibrium Surficial Films: The LD interaction can
result in equilibrium surficial films in systems, such as water on
ice, that exhibit an equilibrium film thickness, typically on the
order of 4 nm. The appearance of equilibrium surficial films is
very different from the normal effects of LD forces on surficial
films, where either a repulsive interaction produces wetting films
or an attractive interaction produces dewetting films. To under-
stand the occurrence of equilibrium thickness surficial films of, for
example, water on ice, we need to understand the effect of
retardation on the magnitude of the vdW dispersion forces and the
direct effect of film thickness in modifying these forces because of
the effects of retardation.

(a) Water on Ice: The direct cause of the equilibrium surfi-
cial films of water on ice seen at temperatures to 40°C below the

Fig. 28. YAl–SiON intergranular films in Si3N4, showing normal retar-
dation effects corresponding to a nonwetting condition, as shown in (a) the
interaction energy (arbitrary units) and (b) the retarded Hamaker constant.

Fig. 29. YAl–SiON surficial films in Si3N4, showing normal retardation
effects corresponding to a nonwetting condition, as shown in (a) the
interaction energy (arbitrary units) and (b) the retarded Hamaker constant.
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melting point is the change in the electronic structure of H2O
between the liquid and solid states. Consider the interband transi-
tions of water and ice shown in Fig. 30.87,88 Although the
bandgaps of water (n 5 1.41) and ice (n 5 1.31) are comparable,
there are some differences in the interatomic bonding in the region
of 10–16 eV, and a dramatic difference in the region of 24–50 eV.
The large set of transitions in ice results from bonding between the
H2O molecules in the solid, crystalline state. The introduction of
these interatomic bonds at high energy leads to a strong attractive
dispersion force at close approach, but, as the surficial film
thickness increases, these high-energy bonds are the first to
dephase. Another interesting spectral behavior is shown in Fig. 31,
where the LD spectra of water and ice cross in the vicinity of 10.5
eV. This spectral crossing in the dispersion spectra is the signature
for equilibrium surficial film formation. Calculating the retarded
dispersion interaction (Fig. 32) shows that the interaction energy
does not exhibit the monotonic variation of the examples of normal
retardation, but, rather, there is an energy minimum for the system
at 3 nm. The retarded Hamaker spectrum is also not monotonic,
but, instead, has a zero crossing from negative, repulsive forces at
close approach to positive, attractive forces at larger film thick-
nesses. Therefore, for film thicknesses ,3 nm, the dispersion force
tends to thicken the film, whereas, for film thicknesses .3 nm, the
film tends to thin under the attractive dispersion forces.

(b) Lorentz Oscillator Doping for Equilibrium Surficial Films:
The high-energy transitions of the substrate produce the LD
spectrum crossing, thereby causing the formation of equilibrium
surficial film formation for water on ice. A more practical method
of designing materials with surficial films is to dope the wetting
film material, leaving the substrate unchanged.228 Figure 33 shows
the interband transitions for an Al2O3 substrate and a wetting film
of SiO2. From the perspective of the LD interaction and consid-
ering the index of refraction, SiO2 (n 5 1.51) wets Al2O3 (n 5
1.75). Using a Lorentz oscillator (LO) centered at 12 eV, we can
add a set of interatomic bonds to the interband transition strength
of the SiO2, synthesizing a new interband transition strength
spectra comparable to a doped silicate glass with an increased
index of refraction of 1.78. The LD spectra (shown in Fig. 34) for
the LO-doped SiO2 now crosses the spectrum of Al2O3. From the
index of refraction approximations, the LO-doped SiO2, whose
index is higher than that of Al2O3, does not wet the Al2O3

substrate. However, from the calculation of the retarded Hamaker
interaction, Figure 35 shows that there again is an energy mini-
mum observed at 10 nm and a zero crossing of the Hamaker
spectrum. This approach of synthesizing new LO-doped interband
transition strengths permits the systematic study of the dispersion
interactions and their use in materials design.

We have considered only the effects of dispersion; the behavior
of any particular material may be dominated by other interactions.
For other systems, such as hydrocarbon solvents wetting vdW
solids, the dispersion interaction would be expected to domi-
nate.229

(C) Bimodal Wetting/Dewetting: The retardation of the LD
interaction can result in other novel wetting conditions in addition
to the equilibrium surficial films just discussed. Calculating the
retarded Hamaker interaction of the LaAl –SiON intergranular
glass (discussed in Section III(7)(B)(b)) as a surficial film on a
Si3N4 substrate produces a global energy maximum in the inter-
action energy shown in Fig. 36(a). This system either wets or
dewets, depending on its initial conditions. If the initial film
thickness is ,8 nm, then the dispersion interaction is attractive,
and the film thins. However, if the film thickness is .8 nm, then
the interaction is repulsive and the film thickens. The retarded
Hamaker spectrum shows the opposite curvature, compared with
the equilibrium surficial film case, and also exhibits a zero
crossing, with the transition changing from an attractive close
approach to repulsive for thicker films. This condition corresponds
to a bimodal wetting/dewetting condition, an interesting film
instability with potentially useful applications.

Fig. 30. Interband transition strength of (blue) ice and (red) water,
showing large changes in the interatomic bonding in the frozen state.

Fig. 31. LD spectra for (blue) ice and (red) water, showing a crossing of
the LD spectra at 12 eV.

Fig. 32. Water on ice, showing the appearance of an equilibrium surficial
film, as shown in (a) the interaction energy (arbitrary units) and (b) the
retarded Hamaker constant.
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IV. Conclusions

The London dispersion (LD) forces, along with the Debye and
Keesom forces, constitute the long-range van der Waals forces.
London and Hamaker’s work on the point-to-point dispersion
interaction and Lifshitz’s development of the continuum theory of
dispersion are the foundations of our understanding of dispersion
forces. Dispersion forces are present for all materials and are
intrinsically related to the optical properties and the underlying
interband electronic structure of materials. The force law scaling
constant of the dispersion force, known as the Hamaker constant,
can be determined from spectral or parametric optical properties of
materials combined with knowledge of the configuration of the
materials. With recent access to new experimental and ab initio
tools for determination of optical properties of materials, disper-
sion force research has new opportunities for detailed studies.
There are three opportunities in dispersion force research. The first
is the development of improved index approximations that more
accurately represent nonvacuum interlayers. The second is the
development of Kramers–Kronig consistent parametric represen-
tations of the optical properties that enables improved estimation
of Hamaker constants. Expanded databases of LD spectra of
materials permit accurate estimation of nonretarded and retarded
dispersion forces in complex configurations. The third is the
development of solutions for generalized multilayer configurations
of materials that are needed for the treatment of more-complex
problems, such as graded interfaces.

Dispersion forces are critical in materials applications. Typi-
cally, they are a component with other forces in a force balance,
and it is this balance that dictates the resulting behavior. The
ubiquitous nature of the LD forces makes them a factor in a wide

spectrum of problems; they have been in evidence since the
pioneering work of Young and Laplace on wetting, contact angles,
and surface energies. Additional applications include the interpar-
ticle forces that can be measured by direct techniques, such as
atomic force microscopy. LD forces are important in adhesion and
in sintering, where the detailed shape at the crack tip and at the
sintering neck can be controlled by the dispersion forces. Disper-
sion forces have an important role in the properties of many
ceramics that contain intergranular films, and here the opportunity
exists for the development of an integrated understanding of

Fig. 33. Interband transition strength of (red) Al2O3 and (green) SiO2

along with a (blue) synthetic spectra of SiO2 doped with the addition of a
LO to represent interatomic bonds at 12 eV.

Fig. 34. LD spectra for the (red) Al2O3, (green) SiO2, and (blue) SiO2

with the 12 eV LO dopant. LD spectra crosses the doped and undoped SiO2

near 10 eV.

Fig. 35. LO doping of a SiO2 interlayer material showing the appearance
of an equilibrium surficial film, as shown in (a) the interaction energy
(arbitrary units) and (b) the retarded Hamaker constant.

Fig. 36. Surficial film of LaAl–SiON glass on Si3N4 substrate showing
bimodal wetting/dewetting, as shown in (a) the interaction energy (arbi-
trary units) and (b) the retarded Hamaker constant.
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intergranular films that encompasses dispersion forces, segrega-
tion, multilayer adsorption, and structure. The intrinsic length scale
at which there is a transition from the continuum perspective
(dispersion forces) to the atomistic perspective (encompassing
interatomic bonds) is critical in many materials problems, and the
relationship of dispersion forces and intergranular films may
represent an important opportunity to probe this topic.

The LD force is retarded at large separations, where the transit
time of the electromagnetic interaction must be considered explic-
itly. Novel phenomena, such as equilibrium surficial films and
bimodal wetting/dewetting, can occur in materials systems when
the characteristic wavelengths of the interatomic bonds and the
physical interlayer thicknesses lead to a change in the sign of the
dispersion force. Use of these novel phenomena in future materials
applications raises interesting opportunities in materials design.
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