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Abstract— Wireless networks and devices have been rapidly the so-called neXt Generation (XG) program that aims to

gaining popularity over their wired counterparts. This popularity,
in turn, has been generating an explosive and ever-increasy
demand for, and hence creating a shortage of, the radio specim.
The reason for this foreseen spectrum shortage is reportedtbe
not the scarcity of the radio spectrum, but the inefficiency
current spectrum access methods, thus leaving spectrum opp
tunities along both the time and the frequency dimensions tht
wireless devices can exploit.

Fortunately, recent technological advances have made it gsible
to build software-defined radios (SDRs) which, unlike tradtional
radios, can switch from one frequency band to another at litte
or no cost. We propose a MAC protocol, calledOpportunis-
tic Spectrum MAC (OS-MAC), for wireless networks equipped
with cognitive radios like SDRs. OS-MAC (1) adaptively and
dynamically seeks and exploits opportunities in both licesed and

unlicensed spectra and along both the time and the frequency

develop a new generation of access technology [1] that will
use the spectrum more efficiently. Industry organizatisnsh
as MITRE Corporation [2], [3] and IEEE 802.22 WG [4], [5],
are also working on technologies and standards necessary to
provide wireless devices with the capability of adaptivel an
dynamic spectrum access and sharing. Changing policies to
allow dynamic spectrum allotment and developing techréqae
enable opportunistic spectrum access are two major clggtign
issues that need to be resolved for efficient use of limited
and precious spectrum. Since the former issue falls withén t
domain of policy-makers and regulatory bodies, we will fecu
on the latter issue.

Preliminary studies [6], [7], [8] indicate that the speatru

dimensions; (2) accesses and shares spectrum among differentshortage problem is not so much due to the scarcity of the

unlicensed and licensed users; and3) coordinates with other
unlicensed users for better spectrum utilization. Using eten-
sive simulation, OS-MAC is shown to be far more effective
than current access protocols from both the network’s and tle
user’s perspectives. By comparing its performance with andeal-
MAC protocol, OS-MAC is also shown to not only outperform
current access protocols, but also achieve performance verclose
to that obtainable under an Ideal-MAC protocol.

Index Terms— Spectrum agility, opportunistic MAC protocols,
software-defined radios (SDRs), cognitive wireless netwks.

radio spectrum, but due to the inefficiency of current sprotr
allocation methods. For instance, from actual measuresragnt
spectrum use in several major US cities during various perio

in July 2002, it is observed that many portions of the radio
spectrum belowl GHz are not in use for significant periods
of time [7]. Likewise, measurements taken during the period
between January 2004 and August 2005 show that only about
5% of the spectrum is actually in use in the band belo@Hz

at any location in the US and at any time [8]. These indicate
the availability of ample spectrum opportunities—oftescal

I. INTRODUCTION referred to as “white spaces™—for wireless devices to eikplo

The demand for radio spectrum has been increasing rapidfgnd both the time dimension (resulting from variability o
for several reasons. First, wireless networks and devices SPECtrum usage over time) and the frequency dimensionliresu

rapidly gaining popularity over their wired counterpartsed ing from variability of spectrum usage over different freqay
mainly to their low-cost and convenience of use, which, iR&Nds)-

turn, has increased the demand for spectrum. Second, ssrele Due mainly to technology limitations, spectrum has tradi-
applications are increasing in number, size, and complexitionally been “statically” licensed and assigned in blocks
thereby requiring more bandwidths and hence, more demdfefuency division. However, technological advances tthb
for spectrum. Finally, advances in wireless technologyehayoftware-Defined Radios (SDRs), unlike traditional radios
enhanced the quality of existing applications and creatd nswitch from one frequency band to another at minimum cost.
wireless services, which also increases the demand for spePRS are expected to be a key component of future wireless
trum. For example, while technological advances in callulgyStems and applications, and will empower wireless device
networks created 3G that enabled high-speed data ratgs, théh the capability of dynamically accessing the entire-fre
also contributed to higher consumer demand—consumers n@ygncy band. This paper proposes a new protocol for cognitiv
want to receive not only the traditional voice service, buyireless networks that empowers SDR-based wireless device
also Internet data services via their hand-held devices. Bjth the capabilities of:

contrast, the spectrum supply has not been keeping up véth th, adaptively and dynamically seeking and exploiting oppor-
spectrum demand. This expected shortage in spectrum supply tunities in both licensed and unlicensed spectra and along
has prompted both industry and federal agencies to expéwe n both the time and the frequency dimensions,

ways of making efficient use of the spectrum. . accessing and sharing spectrum among different unli-
In November 2002, Federal Communications Commission censed and licensed users, and

(FCC) established the Spectrum Policy Task Force (SPTF) to, coordinating with other unlicensed users for better spec-
identify possible changes in the current spectrum-allonat trum utilization.
policies that will increase its overall public benefits. Befe

Advanced Research Projects Agency (DARPA) also creat-le-[]e effectiveness of OS-MAC is evaluated extensively using

ns2-based simulation. The performance of OS-MAC is com-
pared with(1) that of existing spectrum-access methods, and
(2) that of an Ideal-MAC protocol, demonstrating that OS-
MAC is far more effective than current access protocols from
both the network’s and the user’s perspectives. Moreovgr, O
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MAC is shown to not only outperform current access protqcols  control channel (CC). We assume that the spectru%n di-
but also achieve performances that are very close to those vision into DCs and CC is done by a third authoritative
achievable under an ldeal-MAC protocol. party (e.g., FCC), and that all SUs have prior knowledge
The rest of the paper is organized as follows. In the next of such division. Each DC is associated with a number of
section, we discuss the requirements for achieving spectru  PUs that have exclusive and flexible use and access rights
agility. Section 1l describes the proposed OS-MAC proto- to use it. PUs can use their own DC at any time.
col. Section IV evaluates the effectiveness of OS-MAC us-. We use the notion of a Secondary User Group (SUG) to
ing ns2-based simulation. Section V discusses the apjllicab  represent a set of users who want to communicate with
ity/implementation of OS-MAC. The related work is discusse each other—a SUG may consist of two or more SUs.
in Section VI. Finally, we conclude the paper in Section VII. At any time, only one member in a SUG can transmit
information at a time, and the rest in the same group
will receive it (this is akin to one member talking and
the others listening in a group discussion). There may
be multiple SUGs in the network all of which simultane-
ously seek spectrum opportunities on all DCs to establish

Il. SPECTRUMAGILITY: A DESIGN GUIDELINE

In order to design MAC protocols that can fully exploit
available spectrum in both licensed and unlicensed freguen
bands, one must first understand spectrum-allocation ipslic
and recognize their access limitations. communications. We will henceforth call these types of
R1. Spectrum Regulations At present, FCC statically divides communicationsessions SUGs can seek and use any
radio spectrum into frequency bands and assigns them ts user DC as long as the DC is not being used by its PUs. That
according to one of three models [6] which, for simplicity, s, upon detection of the presence, or the return, of PUs,
we classify into two types. The first type is to allocate fre-  SUs must immediately vacate the DC.
quency bands to licensees, referred tdPasary Users (PUs), The rationale behind the above SUG model is to design
who have exclusive and flexible rights to use their assigned a MAC that Supports not 0n|y the traditional one-to-one
spectrum. PUs_are also protected against interfer_ence when communication sessions, but also the new emerging many-
using their assigned spectrum. The second type is to allow to-one communication sessions, such as teleconferencing.
other users, referred to @econdaryUsers (SUs), to share Note that a pair of communicating users can be viewed as
the remaining spectrum (i.e., unlicensed spectrum) in & non g special case of a SUG with two members only.
exclusive manner. Unlike PUs, SUs have neither rights to, no , We assume that a SU can direcﬂy communicate with any

guarantees of, interference protection. To improve spectr
efficiency, regulatory bodies, such as FCC, need to revisie th
spectrum leasing policies and/or pursue market regulstiosat

other SU when tuned to the same channel. Under this
assumption, mobility is not an issue provided users stay
connected during their communication. However, if the

encourage licensees to provide SUs with opportunisticsscce
to their spectrum bands.

condition of the wireless spectrum worsens due to mobility

or any other factors, the adaptive feature of the proposed
R2. Interference Avoidance.Since PUs have exclusive access  protocol allows SUs to seek and switch to other better-

rights to their allocated spectrum bands, SUs can use Beens  quality spectrum bands.

spectrumopportunisticallyonly if their signals do not cause , Each SU is equipped with a single half-duplex transceiver
interference to PUs. That is, upon detection of the presefice o transmit or receive on one channel at any given time.
PUs, SUs must immediately vacate the channel if they happen

to be using the licensed spectrum band. Note that detectign -, a4 Description of OS-MAC

mechanisms are beyond the scope of this paper. Readers ma
refer to [9], [10], [11], [12] for the methods that SUs can
use to detect the presence of PUs. Hence, access method$$8

promoting spectrum efficiency must enable SUs to suppr :
their signals, or immediately vacate the licensed spectrpen  E2¢h DC will always have one Delegate Secondary User (DSU)
detection of PUs. appointed among those SUs currently using it. All DSUs (one

R3. Spectrum Access SharingSince different SUs may simul- rom each DC) periodically switch to CC to inform each other
taneously seek spectrum opportunities, multiple diffegs ©f the traffic loads experienced on their DCs. After learnifg

can simultaneously move to, and use, the same spectrum bai. conditions of all DCs, each DSU returns to its original
Thus, opportunistic spectrum access methods must supgdft @nd informs all SUGs currently using that DC about
coexistence of multiple SUs in the same spectrum band. the traffic conditions of all the other DCs. Based on this
R4. Spectrum Access EfficiencySPTF identified three forms information, each SUG selects, and then switches to, thet"be
of efficiency—spectrum, technical, and economical—to imPC for data communication until the end of the current period
prove. From the MAC’s perspective, it is the first form oWVhile DSUs are in CC informing each other of their channel

efficiency that needs to be achieved. Hence, spectrum accgaditions, all other SUs continue using their DCs for ndrma

methods must provide SUs with collaborative capabilities fdat@ communications. .
spectrum efficiency. We propose that all SUs, within the same DC, use the IEEE

The proposed protocol OS-MAC is designed in accordang@2-11 DCF access mode (without RTS/CTS) [13] (see the
with the above four design requirements. appendix for a summary of IEEE 802.11). However, since a
SU sender may send information to multiple receivers, only o
receiver will acknowledge the receipt of a packet as follows
Upon receiving a packet, each receiver sets a random backoff
timer. If the receiver sees an ACK (from a different receiver
prior to the expiration of its timer, then it cancels the time
If its timer expires before seeing any ACK, then the receiver
sends an ACK. Recall that all members belonging to the same
SUG are assumed to all hear each other. Therefore, having

Il inter-channel control frames are communicated via the
trol channel (CC), whereas DCs are used to communicate
data frames as well as all intra-channel control frames.

1. OS-MAC ProTOCOL
A. Assumptions and Notation

OS-MAC is developed under the following assumptions.
o The available radio spectrum is equally divided imd
non-overlapping data chann&lgDCs) and one common

1From now on, we will use term “channel” to refer to “spectruanty”.
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only one receiver acknowledge the receipt of a packet will case, the SU will update its OS-MAC Parameter Set

suffice; here ACKs are used to handle delivery failures chuse to those indicated by thpdateCC frames, select
by collisions. Our MAC protocol also provides the option of its “best” DC (via the Select Mechanism), inform its
turning off the acknowledgment mechanism, i.e., no ACKs are group members of the chosen DC, and switch to that
sent back to the sender. This can be used to support sessions DC for data communication (moving to Phase 3).
whose communication quality is not too sensitive to packet3) pata Communication Phase: During the last
losses. UpWin time slots of each OSP, DSUs will switch
In summary, OS-MAC divides time into periods each of to CC to invoke the Update Mechanism (moving to
which is called Opportunistic Spectrum PeriodOSP) and Phase 4). When DSUs switch to CC, all other SUs

consists of three consecutive phases: Select, Delegate, an il continue using their DCs for data communications.
Update. The lengths, in time slots, of these three phases are \when the Update Mechanism ends, each DSU will

denoted bySelWin, DelWin, andUpWin, respectively. Events switch back to its DC to inform all the SUs (currently
occurring during each of these phases are briefly descrieed n using the same DC) of the conditions of all other
« Select PhaseEach SUG selects the “best” DC, and uses DCs that it just learned via the Update Mechanism.
it for communication until the end of the current OSP. To convey this information, DSU will broadcast an

« Delegate PhaseOn each DC, a DSU is appointed among UpdateDC control frame upon switching back to its
those currently using the channel to represent the group DC. This control frame will then signal the beginning
during the Update Phase. of a new OSP by indicating all its parameters (see

o Update Phase:All DSUs switch to CC to update each Sections IlI-D and llI-H for details). Upon receiving the
other about their channel conditions while all non-DSUs  UpdateDC frame, the sender of each SUG will invoke

continue communicating on their DCs. its Select Mechanism (moving to Phase 5) to select the
“best” DC. Depending on which DC is selected by the
C. Details of OS-MAC Select Mechanism, all members of a SUG may switch

to a new DC or remain in the same DC. In either case,
SUGs will use the chosen DC to communicate until the
e . . . end of this new OSP. At the end of the Select Phase,
1) Network Initialization Phase: If SU is not involved in SUs will invoke the Delegate Mechanism (moving to
any communication, it will tune its transceiver to CC. Phase 6) to appoint the DSUs that will represent DCs
SU will keep listening to CC unless it during the next OSP
a) Decides to establish a new session (and hences) ypdate Phase:During the lastUpWin time slots of
forming a new SUG); in this case, it moves to each OSP, each DSU will be tuned to CC to invoke its

Under OS-MAC, each SU in the network will be in one of
the following phases at any given time.

Phase 2. Update Mechanism. This mechanism consists of having
b) Receives aJoinRequest control frame from an- each DSU send ablpdateCC control frame to inform

other SU requesting it to join/form a SUG; in this other DSUs of its DC’s traffic condition. By the end of

case, it replies with aJoinReply control frame, this window period, all DSUs will tune their transceivers

and switches to the DC indicated in the received back to their 0rigina| DCs and return to Phase 3.

JoinRequest frame. It then moves to Phase 3 t0 5) Select Phase:After returning from CC to their DCs
start communication with others in the group. (i.e., after Phase 4), DSUs will immediately broadcast
c) Decides to join an existing SUG/session; in this  anUpdateDC control frame that informs all SUs of the
case, it scans all the data channels until it detects  cyrrent traffic conditions of all DCs. All control frames
its desired SUG. Here we assume that SU has  communicated on DCs will have shorter DIFS periods to
prior knowledge about its desired SUG, includingits  gjve them access priority over the channel. OS-MAC uses
presence and ID. Upon detecting the desired SUG,  p|FES (=SIFStTimeSlot) as the time to wait for all con-

SU moves to Phase 3. trol frames. Upon receiving this information, the sender
2) Session Initialization Phaseilf a SU wants to establish of each SUG will invoke its Select Mechanism. Based
a new session, it will set itSessionlnitialization timer on information in theUpdateDC frame, this mechanism
to? InitWin = (MaxSelWin+DelWin+2 x UpWin), and allows senders of all SUGs t¢l) choose the “best”
keep listening to CC unless DCs that they will use next and2) inform all their
a) The Sessionlnitialization timer expires prior to SUs members of the selected DC. All members of the
receiving any UpdateCC control frame. Up- SUG will immediately switch to the selected DC for data
dateCC frames are periodically sent on CC by communication.

DSUs to inform each other of channel conditions 6) Delegate PhaseAt the beginning of each Delegate Phase
during the Update Phase (more in Phase 4). In  and during a period obelWin time slots, SUs on each
this case, SU—the only SU currently active in the DC will invoke their Delegate Mechanism to appoint their
network—uwill initialize its OS-MAC Parameter Set DSU that will represent their DC during the next OSP.
(to be defined later), select a random DC, inform its Fig. 1 summarizes all the above phases of the protocol.
group members about the chosen DC, and switch
to that channel for data communication (moving to
Phase 3). D. OS-MAC Parameters

b) The SU receivedJpdateCC frames prior to the  Each SU always maintains and updates periodically a data
expiration of itsSessionlInitialization timer. In this structure, called OS-MAC Parameter Set, that consists ef th

, following five elements.
This timer is decremented by one every time slot and expiteanit reaches . .
0. InitWin, MaxSelWin, DelWin, and Upiin are system design parameters * ¥(): A vector with as many elements as the number

that will be defined later. of DCs, where an element corresponding to a DC is
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|
|
! SelWin
|
|

The CC Channel

o All DSUs shall
invoke their
Update Mechanism

|
All SUs not involved in any communications shall keep tuned to the CC at all time
|

|
" Any DC Channel

o The sender of each
SUG shall invoke its o All non DSUs

|
|
T
o At the beginning of each OSP, the DSU broadcasts an UpdateDC control frame !
|
1 Delegate Mechanism | shall continue
|
|
|
|

o The sender of each SUG invokes its Select Mechanism I using their DCs for

o All other SUs shall |
continue using their DCs |
for data communications |

data communicationg
o All other SUs shall continue using their DCs for data communications

Fig. 1. OS-MAC

Selwin

o UpWin: This window need not be adaptive (see Up-
date Mechanism). It should be large enough to allow
at least N successfulUpdateCC control frames. This
window is typically much smaller thagelWin.

e PeriodStartTime: The start time of the next OSP. It is
the old value ofPeriodStartTime plus the values of the
three windowsSelWin, DelWin, andUpWin.

MinSelwin.

"o 1/a var[ ¢ ]

Fig. 2. Adaptation ofSelWin.

E. Select Mechanism

responsible for holding and keeping track of thecess- One major challenge in designing OS-MAC is how to resolve

time share® defined as the ratiof the time during which the phenomenon of "synchronizing behaviors”. Due to their

the SU possesses the DC during the Select Phase to é@aptive nature of locating and switching to the best spattr

of the total length of the Select Phase, that SUs using thand (i.e., less loaded, less noisy, etc.), several SUGs may

DC are currently receiving. The element of a SU’s vect@nd up all switching to the same band, thereby rendering it

corresponding to the DC that is used by the SU itself #§& worst. This undesired phenomenon leads not only to a

updated by the SU during the Select Phase by measurlggser achievable per-SUG throughput, but also to an dveral

the fraction of time the SU has access to the DC. The othéggradation of the spectrum utilization. The following Se-

elements of the vector are periodically updated during tfect Mechanism is designed to avoid this.

Update Phase on CC if the SU is the delegate of theUpon receiving arpdateDC control frame, containing an

DC. Otherwise (i.e., if the SU is not a delegate), theypdatedy() vector, a sender S of a given SUG currently using

are updated upon receiving alpdateDC from the DSU. DC i will select a new DC as follows.

As we describe next, updating tife1lWin parameter as Letp = —=—— and A = {DC j : ¢(j) > 3,7 =

well as determining the new "best” DC are both based on, NY. =1 e

information contained inp(). .
e SelWin: The length (in time slots) of the current Se-

lect Phase. This window determines how long SUs shouldz)

wait before seeking better DCs by examining the condi- X (i) 0e(d) .

tions of other DCs. Note that the window is adjusted to » With prob. (1 — 5 >W S will select

the conditions of the channels. It is calculated adaptively DC j € A whereg, (k) = W2 v e A

= (k)
based on the vectap() as Note that the above selection algorithm is executed by the

SelWin — —4(MaxSelWin—MinSelWin)xVarip()]+ MaxSelWin _sender_ of ea_lch SUG only. ane decided, the sender will
(1) immediately inform each of its members about the chosen
whereMaxSelWin (upper-bound) andinSelWin (lower- DC via a JoinRequest control frame. Once informed, all
bound) are two design parameters and[w@ﬂ is the members will switch to the chosen DC. Note that a SUG may
variance of they() vector. Fig. 2 showsSelWin as a Stay on the same DC during the next OSP since the outcome
function of vafy()]. Note that vaip()] varies betweerd) of the_ Select Mechanis_m may be the same DC; in such a case,
and1/4 because each element of thé) vector is a ratio N JoinRequest frame is sent. _ o _
that can only be betweef and 1. Further clarifications ~ There are several points that require mentioning regarding
regarding Eqg. (1) are provided in Section III-1.3. our Select Mechanism. First, since at any given time, only on
« DelWin: This window need not be adaptive (see Delenember of each SUG can be transmitting, then the number of
gate Mechanism). It is a design parameter that should B&'S in a SUG does not affect the SUG’s share of bandwidth.
large enough to allow at least one successful transmissidh.other words, a SUG’s share of the bandwidth depends on
This window is typically much smaller tha®elwin. the total number of SUGs currently using the system, and not
on the total number of SUs. Second, note that the proposed
3Note that because OS-MAC assumes that all DCs support the samm S€leCt Mechanism is stable in that it prevents unnecessary
rate, the “access-time share” metric can also be viewed amyaofineasuring DC switches by neither allowing SUGs whose access-time
the “obtainable throughput share”; the “throughput sha@&i be computed as ghares are higher than the average to switch their DCs, nor
the “access-time share” multiplied by the bandwidth of th@. See Section V- llowi h ith sh bel h itch ' h
G to see how OS-MAC is also suitable for the case where all oresof the ~ &110WINg those with shares below the average to SW'FC terot
DCs do not support the same data rate. DCs whose shares are also below the average. Finally, recall

1) If (i) >, S will remain on the same DG else
« With prob. £%2, S will remain on the same DG,
and
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that our protocol strives to ensure that each SU receives ldn Control Frame Formats

equal share of the available bandwidth by adaptively swi@h 1) ypdateCC Control Frame: During the Update Phase,

to bands with better bandwidth shares. Hence, our fairn@ss ¢;ch DSU will broadcast dopdateCC control frame to inform

terion is to assure that each user receives the same throughgrher DSUs of the condition of the DC that it represents. Each
While bandwidth fairness within each DC is ensured via thgpgateCC frame will contain the following fields:

IEEE. 802.11 access mechanism, banldW|dth fairness across al Timestamp: indicates the current time, and is necessary
DCs is ensured via the Select Mechanism of our MAC protocol.

he followi f " his last f for time synchronization.
In the fo owing, we tormally stgte and‘provEt Is lastfe@lu | pg jo4startTime: indicates the start time of the new
Proposition 1: For every DCj, E[p(j)] = &.

OSP. This information is needed for SUs that just joined
PROOF. Let n) and n; denote the number of SUGs oc- st

cupying DC |, respectively before and after invoking the the network.
' . : The time share in accessing the channel experienced
Select Mechanism. Let's arrange the set of tiiechannels w(n) g P

in DC n.
as{1,2,...,l,l+1,...,N} such thatp(j) < p & j < L. ) .
Without loss of generality, we assume thatj) is inversely b 2)k Epgatg[éc Cf? ”tfo' F[f.lmeﬁf‘ S So?jn tas'\t/lhe r[]) SL.J SW't(.:theﬁl
proportional tond; let o(j) = n%,Vj. Let X;; denote the ack o 1ts (after invoking the Update Mechanism), it wi

. . j roadcast atypdateDC control frame on the DC. The purpose
random variable representing the number of SUGs curren b purp

bel . DG that decid itch to DG after invoki Y this frame is to inform all other SUs of the channel access
elonging to t qt ecide to switch to @% erinvokiNg  yime shares of the other DCs. This frame also signals thetdebu
the Select Mechanism. Note thaf;; ~ B(nj,pij) where

@) ) ; of a new OSP. ArUpdateDC frame will contain the following
pij = (1 — £2)s~=-—=, and henceE[X;;] = nip;;. We fields:

px(k)
will show thatE[nij: % for all j. Let a = % Zgi\f n? . Timgstamp: This indic_ates the current time and is needed
There are two cases to consider 4 for time synchronization.
CASE 1:j =1+1,14+2,...,N. E[n;] = n%z;i E[Xy] = « SelWin: The length of the Select Phase.
0 i=l g 0 (a—n?) i=l , o - « DelWin: The length of the Delegate Phase.
ny o+ 2lim niPig = 5+ 5w Yo (i —a)=a « UpWin: The length of the Update Phase.

« (): This vector contains the channel access times of all
DCs (see Section IlI-D for details).

3) JoinRequest Control Frame: Whenever a SUG decides

F. Delegate Mechanism to switch to a new (better) DC, the delegate of the group will

The purpose of this mechanism is to appoint a new DSU thia?[nd aJoinRequest frame to all its members informing them

will represent the DC during the next Update Phase. The &leai _that DC. The_best .DC IS d_etermmed via the _Select Meph—
. : anism as described in Section IlI-E. As mentioned earlier,
simple. When the Delegate Phase begins, all SUGs belongtggre are two scenarios during whichJainRequest may be
to a given DC continue competing for the DC through the IEE ] SRR, .
sent: at the session initialization phase, or upon recgian
802.11 random access scheme. Recall that for each sudcessiu . : : L !
transmission, an ACK will be sent back to the sender. Under t pdateDC. This frame will contain the following fields:
single-hop assumption, these ACKs will be heard by all SUs® SrcAddr: The source address of the sender.
of the DC. The first sender that successfully delivers a packe® DStAddr[]: An array containing the destination addresses
during the Delegate Phase is automatically appointed asetive of all the members of the SUG.
DSU. Therefore, upon receiving an ACK notifying a succelssfu ¢ TargetDC: The best DC to use during the current OSP.
reception, the sender considers itself the new DSU. Anyrothe 4) JoinReply Control Frame: This frame acts as an ACK to
SU that is using the same DC will also hear the ACK, and JoinRequest. Similar to acknowledging data packets, only
hence would know that someone else is appointed as the D9D€ receiver will acknowledge the receipt oflainRequest.
Once appointed, the DSU will act as the delegate until it sendPinReply will contain the destination address of the sender,
anUpdateDC at the beginning of the next Select Phase. On&stAddr.
appointed as a delegate, a DSU should not quit until it semals t
UpdateDC even when its session ends earlier. This is not an Features of OS-MAC
issue since the length of combined Delegate and Update 9hasq.|aving detailed OS-MAC, we would now like to reiterate
is in the order of seconds, whereas the length of sessiobs §& and provide intuitions behind, its features.
we consider are in the order of a dozen of minutes. 1) Efficient Usage of Spectrunsince only one SU from
Note that the Delegate Mechanism (is) simple, and(2) each DC switches to CC during Update Phases while the
incurs no overhead. It is simple because it exploits theadlye others SUs continue using their DCs, there is no wastage of
existing ACK mechanism. The mechanism is distributed a@ﬂ)ectrum opportunities. Because OS-MAC uses the contentio
does not require any extra message exchange, hence incurgsed IEEE 802.11 access method, SUs will always probe and

1 NZP:L“ e

since},;_; (nf —a) = 2z (@ _vn?)-
0 _
§=

CASE 2:j=1,2,...,l. E[nj] = ©() 0

ol a.
©

no bandwidth overhead. use all available bandwidth independently of how many SUs
) are actually using the DC. In fact, each SU using a DC will,
G. Update Mechanism on average, receive an access-time share inversely piapairt

The length of the Update Phase (i.8pWin time slots) is to the total number of SUs currently using the same DC.
divided into N identical intervals. Upon switching to CC, a 2) Negligible Control OverheadThe control overhead (in
DSU representing channghwill broadcast itdJpdateCC con- terms of spectrum wastage) associated with OS-MAC is pri-
trol frame on thej*” interval. During theUpWin time slots, marily due to the Update Phase during which DSUs leave their
upon receiving atJpdateCC frame, each SU will update its DCs and switch to CC to exchange control frames. Obviously,
(1) TSF timer to that indicated in tHEimestamp field, and(2) no spectrum would be wasted if each DC has more than one
the ¢() structure to that indicated by(n) field of the frame SUG using it such that, when DSU switches to CC, the other
received from channel. SUGs continue using the DCs. Only when the spectrum is



lightly-loaded, OS-MAC can incur a negligible overhead in 5) Avoidance of Synchronizing Behavior8nother impo?—
terms of spectrum wastage. The overhead is negligible Isecatant feature of OS-MAC lies with its Select Mechanism. This
the length of Update Phase (in the order of a second) is vengchanism allows SUGs to seek and use spectrum opportunis-
small, compared to that of the period (OSP) (in the ordécally by adaptively and dynamically switching to lesswoted
of dozen of minutes). Besides, here we are not dealing wiiliCs. Although the Select Mechanism is formally described in
lightly-loaded networks; in fact, when networks are lightl Section IlI-E, we here provide insights and intuitions orwho
loaded, there is no need for spectrum-agile MACs in the firstworks. First, under OS-MAC, only SUGs whose received
place. access-time shares are below the average should seek and
3) Adaptability to Spectrum ConditionAt a first glance, switch to DCs with higher received shares. Others should re-
one can note that the shorter the OSPs, the more balancedntiaén on their DCs. To avoid synchronizing behaviors, in whic
traffic load across all DCs, but also the higher the spectruai or many SUGs with low shares switch to the DC whose
wastage as Update Phases occur more frequently. While teeeived share is the highest, OS-MAC uses a probabilistic
former maximizes the spectrum efficiency, the latter does teelection approach. That is, with a given probability, some
opposite. OS-MAC deals with these two conflicting objectiveof those SUGs whose received shares are below the average
by adaptively adjusting the length of OSPs to current nekwowill remain on their DCs or possibly choose a DC with a
traffic loads? higher received share than the average, but not the highest.
The philosophy behind OS-MAC's adaptation of lengths dflence, without incurring any synchronizing behaviors, the
OSPs to traffic load is simply to strive to ensure all servicegelect Mechanism statistically assures that all sessieceive
sessions to receive an equal access-time share (and hencé&lamost” equal access-time shares by periodically havinmes
equal bandwidth share) of unused spectrum regardless chwh{not all) sessions seek opportunistic DCs (see Proposition
DC they use. Achieving an equal access-time share acrossfaila formal proof). Moreover, the Select Mechanism present
sessions(1) guarantees balanced loads across all DCs, andnecessary DC switches from occurring by neither allowing
hence efficient overall spectrum utilization, afj maximizes SUGs whose shares are higher than the average to switch their
the per-session quality of communication. OS-MAC relies daCs, nor allowing those with shares below the average to
the variance ofy() (access-time shares received on all DCs) tawitch to other DCs whose shares are also below the average.
determine whether sessions receive an equal share or rbt, an
accordingly, adjust the lengths of OSPs. That is, an inereas IV. PERFORMANCEEVALUATION
of the variance is interpreted by OS-MAC as an indication of The effectiveness of OS-MAC is evaluated extensively via
unbalanced traffic load over DCs. As a result, OS-MAC reducggz-pased simulation. OS-MAC is comparatively evaluated
the length of OSP so that sessions with small shares carhsw&tpong with R-MAC, MC-MAC, and Ideal-MAC. Each sim-

to DCs whose received shares are higher. On the other handion run took2 days, and was repeatéd times each with
when OS-MAC detects small variances, it increases the lengt jitferent seed. All reported results were averaged dver

of OSP as this implies that sessions are likely to receive thgegs.
same share independently of the DC they use, and hence no
Eﬁ??ll;ofro:h: rfr;rtr(:] aT?jeeI;i/r?iTiiggg‘sihErin[)).CS any time soon (sf.eSimulation Method & Parameter Setting

Now, let's consider the wastage of spectrum due to Up- The spectrum is divided int&/ non-overlapping data chan-
date Phases under this adaptation. When the traffic loaghis li Nels (DCs) and one control channel (CC) each of which has a
the variance ofy() is small, and hence the lengths of OSPs afé@pacity of3 bps. Each DC is associated with a number of PUs
large, and this is true regardless of whether the load isbath that have exclusive right to access it. PUs may use their own
or not. Therefore, under light loads, the spectrum wasta& at any time. We characterize each @Qwith ON (busy)
due to Update Phases is minimum because these phases c®efOFF (idle) periods of exponentially-distributed ldreyvith
infrequently. On the other hand, as discussed in Sectieh2)l MeansAon(n) and Aorr(n), respectively. The parameters
under medium to high traffic loads and independently of thw~ (n) and Aorr(n) are used to control the D@'s traffic
lengths of OSPs, OS-MAC incurs no spectrum wastage. load resulting from PUs. These parameters are also allowed t

In essence, this adaptation technique of OS-MAC maximizéénulate cases where different DCs experience differeattdo
the overall spectrum efficiency at very little or no controk-et Ao (1)
overhead. This is confirmed via simulation results as pitesen np(n) = ONAT
in Section IV. Aon(n) +Aorr(n)

4) Collaborative Spectrum SharingdS-MAC uses CC as anddp denote the PUs’ average traffic load on DCand the
a means for all SUs, Seeking and using available Spectr@@ﬁfﬁCient of variation of PUs’ traffic loads across all the
opportunistically, to collaborate for better performamtéoth DCs. Also, let N
the user and the network levels with minimum overhead. OS- 1
MAC assures collaboration via its Update Mechanism by which =N Z: ne(n)
representatives from each DC periodically switch to CC to =t

update each other with channel conditions. Because only ote the PUs’ average load on all DCs.
SU from each DC switches to CC while the others Sus Along with PUs, SUs seek and use the spectrum left unused

continue using their DCs, OS-MAC maintains coordinatioRY PYUS by forming groups, establishing sessions, and commu-
among users at no or little spectrum wastage. As we will disc/"icating on DCs. There aré/ SUGs in the network. Here,

in Section V, the bandwidth allocated to CC should be jugtdar V& @ssume that/ > N (otherwise, the problem becomes
enough to support inter-channel control traffic. trivial). During the course of simulation, sessions aredanly

generated by SUGs as follows. Each SUG generates sessions,

4Recall that the length of OSP is the sumaflWin, SelWin, andUpWin. each of sizeZ bytes selected from a uniform distribution with

Because botDelWin andUpWin are fixed, the adaptation of OSP comes from
that of Selwin as shown in Eq. (1). SR-MAC, MC-MAC, and Ideal-MAC are described in Section IV-B.




TABLE |

. . . . 7
inter-channel control traffic while using DCs for data commu
SIMULATION PARAMETERS.

nications. R-MAC works as follows.

| sg\r[n' | zﬁ:;';t'?)? e Tahie DCs | Va;ue | « When a SU wants to establish a session and hence form a
M| Number of Secondary User Groups 30 SUG, it will randomly select one of th® DCs, inform all
B | Capacity of each DC 1 Mbps its members of the selected DC, and switch to that DC for
6L I(_:?)Tegf’tr:)foflgr?;li(grgsof idle periods 1255?0;yt65 Immediate data communication.
5; Coef of variation of Toads due to PUS 507 « All members of a SUG will use only one DC during each

session. That is, they are not allowed to switch DCs during
a session. Upon detection of PUs on their selected DC, all
members on the channel will cease transmissions so long
as the DC is occupied by the PUs; only when the DC is
sensed idle again, the members could resume transmission.
Once their session ends, all members switch back to CC.

o Like OS-MAC, multiple SUGs that selected the same
M Z DC will share the channel in accordance with CSMA/CA

“NZ+IB as specified in IEEE 802.11 [4].

« SUs wanting to join ongoing sessions will scan ftié>Cs

meanZ and coefficient of variatiord,;. Between every two
consecutive sessions, each SUG goes into an idle periax, als
selected from a uniform distribution with me&mnd coefficient

of variationd;. The packet length is set tb bytes. Let

ns

be the SUs’ per_-DC traffic load. Hence D&s traffic load to detect the group they intend to join.
due to all users ig)(n) = np(n) + ng. Note that the network

. H 6 .
parametery constitutes an upper bound on the average per—z) MC-MAC: Like OS-MAC, M_C'MAC [14]” a muln—
DC achievable utilization. channel access protocol, uses a single half-duplex tramsce

We run simulation for different values of> andrs. These & dedicated CC, andv DCs. Time is divided into beacon

values are controlled via the simulation parameters of pUjgervals. At the beginning of each interval, all SUs switoh
(Aon(n) and Aorr(n) for every DCn), and those of SUs CC for a short period of time called ATIM window. During

(Z and I). All measurements are taken in the same way fg)lgis window, source—destination pairs negotiate and s#ied

all three protocols: OS-MAC, R-MAC, and MC-MAC. All the “best” DCs.to cpmmunicgte their packets. Upon agreeing ona
other simulation parameters are fixed as indicated in Table PC,’l thhe pair dsw;tcr;‘es LO it for [_)ATA/AFKEpaﬁth trans_rms_smn
We consider the performance of all three protocols for t tl the end of the beacon mFer_va. ac U_mamtam; a
following three network scenarios ata structure, called PCL (Priority Channel List), hofin
' information regarding the busyness of each DC. An entry of

« 7np(n) = 0 on each DCn; PUs are not present. _anode As PCL corresponding to D& will be in one of the
« 7p(n) = 30% on each DCn; PUs are present, providedsqioying three preference states at all time.
they generate a total traffic load 86%.

e np(n) = 60% on each DCn; PUs are present, provided
they generate a total traffic load 66%.

Let's now elaborate on how the paramet@s}win, UpWin,
MinSelWin, and MaxSelWin, of our proposed OS-MAC are
to be chosen. The length ok1win must be large enough to

permit for the successful delivery of at least one packeteNo o ) i
CNegonatlon and selection of DCs among SUs are done via

that since the Delegate Phase incurs no extra control traffi h handshake: p /
overhead, the length of such a parameter is not so crucialdginree-way handshake: ATIM-REQ/ATIM-ACK/ATIM-RES.

the performance of the protocol. We choelWin to be 5 Before transmitting packets, the sender switches to CC and

seconds. The length dfpiiin must also be large enough toV@its for the ATIM window to send an ATIM-REQ message

permit for at leastV successfulUpdateCC control frames. with PCL information to its receiver. After receiving the IM-
Unlike DelWin, UpWin depends on the number of spectrun$EQ’ the receiver selects the best channel as follows.
bands,N. Hence, it is a design parameters. In our simulation, « If there is a HIGH state DC in the receiver's PCL, this
we set it tol second, which is long enough forDCs (V = 5). DC is selected.

As for the parameterinSelWin and MaxSelWin, since we « Else if there is a HIGH state DC in the sender’s PCL, this
consider communication sessions of length of the order of a DC is selected.

dozen minutes, we s#itinSelWin andMaxSelWin to 5 and15 « Else if there is a DC with MID state in both PCLs, this

« LOW:n has been selected by a neighbor of node A to use
during the current beacon interval.

« MID: No neighbor of node A has selected thifor use
during the current beacon interval.

o HIGH: n has only been selected by node A (among its
neighbors) to use during the current interval.

minutes, respectively. These are also design parameters. DC is selected.
« Else if there is a DC with MID in only one side, this DC is
selected.
B. R-MAC, MC-MAC, and Ideal-MAC « Else (all DCs are in LOW state), add the counters (ex-
OS-MAC is compared with the following MACs: R-MAC, plained below) of the sender’s PCL and the receiver's PCL
MC-MAC, and Ideal-MAC. and select the DC with the least counter.

1) R-MAC: First, there is currently no commercial protocol Each SU maintains a counter for each DC indicating the
or device that supports dynamic and adaptive multi-bandssccnumber of pairs that selected the DC for use during the next
to the spectrum. In the current technology (e.g., IEEE 8D2.1beacon interval. Once the receiver selects a DC, it sends a
users in the unlicensed band can select and use one speciIMVi-ACK back to the sender indicating the selected DC. The
band among several available bands, but such a selectiosdader then replies with a ATIM-RES (reservation) packet to
done statically. Therefore, to compare our protocol withrent  allow neighbor SUs learn the fact that this DC will be used
access methods, we defined and introduced R-MAC (Randoy-those SUs during the next beacon interval. This inforomati
MAC protocol) to mimic current commercial multi-band acses
methods. Like OS-MAC, R-MAC also uses a dedicated CC forSRreaders may refer to [14] for more details.



is needed so that those neighbor SUs can update their NA%&n when sessions are not perfectly balanced across th?e DCs
accordingly. the network (i.e., all DCs) can fully support all the session

3) Ideal-MAC: To develop a comparative feel, we evaluat&herefore, in this paper, we focus on networks that expeeen
and compare the performance of OS-MAC, R-MAC, and MQnedium to high traffic loads. In the remainder of this section
MAC with respect to an ldeal-MAC protocol. A protocol iswe only present and analyze results when the network load is
considered to be Ideal-MAC when above40%.

« It distributes all sessions equally over all DCs. That is, The x-axis of all plots in this section represents the traffic

the total traffic load generated by all sessions is equal§@ad generated by all secondary useys)(normalized to the
distributed over all DCs. total amount of the spectrum left unused by primary useis; it

« All packets are successfully delivered at their first triapfﬂlledSeconldary Traffic l_oad on Unused Spectrdenoted as
That is, no retransmission is needed (no packet collisiéis- Hence.ng = ns x ——. For example, when the primary

and no packet loss). users’ load is)p = 60% and the secondary users’ total load is
« There is no need for ACKs. That is, the Ideal-MAC pro%s = 20%, the x-axis point corresponding to this scenario is
tocol is perfect not to rely on ACKs. ns = 50%.

Clearly, no protocol can achieve the performance obtagabl

under the Ideal-MAC protocol; it represents an upper boufidl Session Delay Analysis

on the average achievable performance. We will use the-ldealin this subsection, we measufe) the average session delay

MAC protocol as a baseline for our performance compariso(D), and (2) the coefficient of variation &>) of delays of

all serviced sessions under all three protocols: OS-MAC, R-

MAC, and MC-MAC. WhileD evaluates how well the protocol
erforms on average, the metidg allows us to evaluate the
‘otocol’'s performance in terms of fairness among multiple

sessions. That is, the lowép, the fairer the protocol.

C. Performance Metrics

We consider three performance metrics to evaluate O
MAC from both the user’s and the network’s perspectivesniro

the user's perspective, we evaluate the SUs’ per-sessialiyqu 1y ayerage Relative Session Deldig. 3 shows the relative

under. the three network scen:_jlrlos dIS,CUSSQd above: ’\_Idte H@ays averaged over all serviced sessions as a function of
we will be concerned only with SUs’ session quality; PU§ o sus traffic load ;) under each of the three network

always have exclusive right to access their DC, and hende thg.q 4 rios: (Fig. 3(a)) no PUs, (Fig. 3(b)) PUs with = 30%
session quality should not be affected by the protocol being (Fig. '3(0)) .PUs withyp = '60%.. '

used. Therefore, to evaluate the performance of OS-MAC from\yhan PUs are not present (Fig. 3(a)), while all three pro-
the user’s perspective, we evaluate the following two rostri .5 cause similar session delays under light traffic soad

1) Relative Session DelayDf: Under Ideal-MAC, the g MmAC performs better than the other two protocols under
average session duration can be expressed as medium to high loads. MC-MAC, however, still outperforms R-
ZM MAC due to its load-balancing feature. OS-MAC outperforms
NB(1 —np)’ MC-MAC because of its adaptability. Recall that the length o

beacon intervals of MC-MAC are fixea priori. Hence, unlike

We then define the delay of a session to be the time differe : .
between its measured duration and its Ideal-MAC duratite. TrB%v'\r?eA:P'\Jg al\r/lﬁgrgs:r?t ?Eitgzdzrzé)t Oa:]rjf(ncc))loggs\ﬁcztlﬁgts'the

metric D of a given session is the ratio of its delay to its Ideal- i L .
MAC duration. average measured delay under R-MAC is significantly higher

. . ) . than that under OS-MAC. For example, Fig. 3(b) shows that the
2) Normahzeq Se§5|on Goodput S_haréé.(Th_e session average duration of sessions serviced under R-MAC varags fr
good_put share is de.f'”ed as the fraction of the time usgd b%\l?nost three times as lon®(= 180% for 1y = 40%) to almost
session to comn_wumcate packets successfully to that obtiad t twice as long D ~ 80% for 1y = 95%) as fhe average duration
imeai:jreg dtrj]rit'on'n '\ilgt? :h?rt r’?n?nliy nmeasltlr::‘ thﬁ ??gp tained under Ideal-MAC. This delay is even longer when PUs
€., WE 00 not consider retransmission packets, no Reur higher loads as in the case of Fig. 3(g) = 60%) where
The average session goodput share obtainable under the Idt‘?f’é session duration could be almost three and a half times
MAC protocol can be expressed as as long as the Ideal-MAC duration. Compared to MC-MAC,
OS-MAC also achieves better performance in terms of session

delays. Note that sessions under MC-MAC can be delayed for

The metricS, evaluating the goodput of the proposed 0S-MA@/most one and a half times as long as in the case of Ideal-
is then defined as the session goodput share normalizedtto #AC (D ~ 50%). On the other hand, the delays measured
obtainable under the Ideal-MAC protocol. under OS-MAC are significantly small (always less tHghn)

From the network’s perspective, we consider measuring hé@gardless of the traffic load. It is also worth noting thasi
much of the spectrum left unused by PUs can actually h@sults show that the proposed protocol not only outpersorm
exploited by SUs under each protocol. Hence, we evaluate fR&MAC and MC-MAC, but also performs almost as well as
following metric. Ideal-MAC. .

3) Unused Spectrum Utilizatiod/j: It is defined to be the The performance difference between OS-MAC and the other

ratio of bandwidth used by SUs to that of the total spectruf© Protocols is due to its two distinct features: adaptatio
left unused by PUs. and selection. First, unlike MC-MAC, the paramegalWin

Before delving into the details of the simulation resultsl arPf OS-MAC dyanamically adapts to channel conditions and
analysis, it is important to note that when the network ibtligr load. The higher the varlablllty of traffic load across DCs,
loaded? all protocols perform well. This is due primarily to theth® smallerselwin, and vice versa. Hence, when DCs’ loads

fact that when there aren’t that many sessions in the netwofk€ highly variable, OS-MAC shortens its period so that SUs
can seek better DCs often enough to exploit unused spectrum

"Typically, and as indicated by our simulation, when< =~ 40%. opportunities. On the other hand, when DCs experience less

Ideal-MAC duration=

Ideal-MAC goodput share- %(1 —np).
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Fig. 3. Average relative session delay®)(as a function of secondary users'Fig. 4. Coefficient of variation of relative session delay) as a function
traffic load on unused spectrumyy). of secondary users’ traffic load on unused spectryfr).(

load variability (all DCs have similar loads), the lengthtbé this fair treatment by OS-MAC is always assured regardless
period augments accordingly to avoid unnecessary swigshinof the PUs’ load, whereas it is not assured under R-MAC,
Second, the metric (access-time or throughput share) ghrothor MC-MAC. In fact, as shown in Fig. 4(c), the variation of
which OS-MAC assesses the condition of a given DC accourisssion delays under R-MAC ranges from almist= 150%
for the load incurred by PUs, whereas MC-MAC decides puref aimostip = 100% whenn’; varies fromd0% to 100%. This
based on the number of SUs that currently use a given DCmeans that, under R-MAC, some sessions could be delayed
2) Coefficient of Variation oD—A Fairness Index:Fig. 4 more than twice as long as other sessions. In certain sinsti
shows the coefficient of variation of all measured average in the case of Fig. 4(b), wheyl, ~ 50%, some sessions
session delays as a function of SUs’ traffic loagd)( again could be delayed almost four times longer than other session
under each of the three network scenarios: (Fig. 4(a)) Ade variation of session delays under MC-MAC is also higher
PUs, (Fig. 4(b)) PUs withhp = 30%, and (Fig. 4(c)) PUs than that under OS-MAC; it could be as high @&s = 150%
with np = 60%. Recall that the coefficient of variatiod£) whennp = 30% (Fig. 4(b)) and as high a&p = 50% when
of session delays is a way of measuring and evaluating the = 60% (Fig. 4(c)). In summary, in terms of delay variation
protocols’ fairness with respect to the time (duration) foamong different sessions, the proposed protocol not only is
sessions to complete. That is, higher valuegsfimply that fairer than R-MAC and MC-MAC, but also is fair since the
the corresponding protocol does not service all sessidry. fa obtained coefficients of variation are very small.

Second, the variation of delays of different sessions is
There are two observations to make on the fairness ofsansitive to the total traffic load independently of the pcot
protocol. First, sessions supported under OS-MAC not onlbeing used, and behaves as follows. When the total network
take, on average, no longer than those obtainable underl&ad » is high or low, the variation is low. This is because
MAC or MC-MAC, but also are treated equally by finishingregardless of how well the protocol balances the sessiaonssc
each within a time that is proportional to its size. Moregvethe DCs, at high loads, all sessions end up getting delayed,



making the delay variation small. If the network load is low
the delay variation is also small but this time the network i
able to support all sessions with almost no or little delay.
Recall that the total network loagl is equal tonp + ng =
np+1n5(1—np). For example, a secondary user traffic load o
the unused spectrum of, say, = 40% corresponds to a total
network loadn = 65% (Fig. 4(b)) andn = 80% (Fig. 4(c))
if the PUs’ network load isnp = 30% and np = 60%,

Avg. Normalized Session Share (%)
a
o
i

20 —O—R-MAC |1
respectively. This explains why thg, = 40% in Fig. 4(b) 10} TMe-MAC
(which corresponds_ to a medium _tot_al network loadnot= 9 = %7 = - "
65%) results in a higher delay variation than the = 40% Secondary Traffic Load on Unused Spectrum (6)

(which corresponds to a high total network loadjof 80%) in (a) No primary users

Fig. 4(c). Clearly, theyy = 40% in Fig. 4(a) still corresponds
to a low total network load of; = 40% since no PUs are
present. This also results in a low delay variation.

E. Goodput Analysis

We now evaluate the performance in terms of session
achievable goodputs. We measure the aver&yef(normalized

Avg. Normalized Session Share (%)

(w.r.t. Ideal-MAC) goodput shares of all serviced sessiarthe 200 “oRMAC |
network. Although it suffices to evaluate the performanoenfr 10} —=-0s-MAC
either a_delay ora throu_ghput perspective (since, in thdmmth 95 = I - = 2
are equivalent), we decided to present the throughputtsetul Secondary Traffic Load on Unused Spectrum (%)

confirm our analysis and performance. (b) Primary users witmp = 30%

Fig. 5 shows the measured normalized goodput share ¢ -
eraged over all serviced sessions as a function of the SU ‘ ‘ ‘ ‘ ‘
. 90;’/._\./4-\‘\./-\‘
network traffic load {%5) under each of the three network

scenarios: (Fig. 5(a)) no PUs, (Fig. 5(b)) PUs with = 30%, : , ; |
and (Fig. 5(c)) PUs withyp = 60%. . M
First, note that each session serviced under the propos 507 , ~ 1
protocol achieves, on average, a goodput sh&ye{ more than
85% of that achievable under Ideal-MAC. Also, observe that th

100
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higher the network load due to PUs is, the closer the achiev 20r “o-R-MAC ]
share under the proposed protocol is to that achievablerun 1o o Oswmadl]
Ideal-MAC. This demonstrates that the proposed protocol pe % 5. onctary Sattc Load ™S Unsed Sectrum 080 100
forms extremely well given that Ideal-MAC does not accourn

for the bandwidth used neither for packet retransmissiarioro (c) Primary users withyp = 60%

sending AQKS' Hence, most of the difference in the ?‘Chi@/atﬁig. 5. Average normalized session goodput sha®sas a function of
goodputs is actually consumed by ACKs and possible packetondary users’ traffic load on unused spectryfy).(
retransmissions due to collisions. Another point that megu
attention is that the achievable goodput shares under OS-
MAC are not sensitive to the PUs’ network load. This is an ,
. otal spectrum left unused by PUs, whereas SUs’ networfidraf
gmﬁg%rt];;?it:;z Ofrcg/ij-gﬂ;%sigr?;hwi;\f?sie?r;ia,\rﬂé_MI AC,10ad of 90% (ns = 90%) also yields abous5% utilization of

P : ) . Yhe total spectrum left unused by PUs. This is true regasaiés
they would otherwise achieve under Ideal-MAC; espemajlyfthe PUS’ network traffic load (see Fig. 6(a) for PUS’ traffiadd
networks with medium or high traffic loads. For example, &hil 0, Fig. 6(b) for PUs’ traffic Ioady. 30%, and Fig. 6(c)

. . =0, . = 0, .

the normalized average goodput .Shar&'%% (R-MAC) and Z;} PUs’ traffic loadnp = 60%). Also (;Dbserve that OS-MAC is
75% (MC-MAC) whennp = 30%, itis only ~ 30% (R-MAC) " o " " bUs' network loads; i.e., the spectrum left

and60% (MC-MAC) whenp = 60% Unlike OS'MA.C’ both unused by PUs is fully exploited by SUs under each one of the
R-MAC and MC-MAC are sensitive to network traffic loads. . -
three network scenariogp = 0% as in Fig. 6(a)np = 30%

as in Fig. 6(b); andhp = 60% as in Fig. 6(c). Hence, OS-

F. Unused Spectrum Analysis MAC performs well not only from the user’s perspective, but

To evaluate the performance of OS-MAC from the neflso from the network’s perspective.
work’s perspective, we measure the percentage of the bandwhen the network load is medium to heavy (i.e., SUs’ traffic
width/spectrum that is actually used by SUs to that of thaltotoad is greater tha80% and PUs’ traffic load is greater than
spectrum left unused by PUs. Fig. 6 shows this percentage6a$s, Fig. 6(c)), note that R-MAC and MC-MAC result respec-
a function of the SUs’ network traffic loady4) under each of tively in an average utilization of the unused spectrum df on
the three network scenarios: (Fig. 6(a)) no PUs, (Fig. @) about25—30% and55—60%, whereas OS-MAC always results
with np = 30%, and (Fig. 6(c)) PUs withyp = 60%. in an average spectrum utilization of more thas’%. The

First, note that independently of PUs’ network traffic loadyerformance difference between OS-MAC and MC-MAC in
SUs under OS-MAC utilize the spectrum left unused by PUs terms of spectrum utilization is due t61) the adaptation of
its fullest extent. For example, SUs’ network traffic loadlo%s OS-MAC’s parameters to channel conditions and loads;
(ns = 40%) yields to also abous5 to 40% utilization of the the PU-aware channel assessment metric of OS-MAC;(apd



exactly equivalent to th@btainable throughput sha,re\/vhiclﬁ

can simply be calculated as the access-time share times the
bandwidth of the DC. Hence, the metric used by OS-MAC to
assess channel conditions is to ensure that each useragceiv
an equal share of the available throughput.

We now show how OS-MAC can easily be extended to
support the case when different DCs may be allocated differ-
ent bandwidths or experiencing different channel condg#jo
thereby enabling them to support different data rates. bhsu
. o = i = = a case, we define thabtainable throughput sharas the total
Secondary Traffic Load on Unused Spectrum (%) number of bits successfully sent during Select Phase divide

(a) No primary users by the length of Select Phase, and use it for assessing the
condition of a channel. Note, however, that this incurs very
little modification to OS-MAC. Each user will then have to
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the amount of time during which it had control over the DC.

V. PRACTICALITY VS. EFFICIENCY
A. Is Common Control Channel Necessary?

Avg. Utilization of Unused Spectrum (%)

200 , The designation of a portion of resource as a “common
10} 1 good” may appear unattractive to selfish individuals. Aren’
9% =5 o 25 a5 %5 o0 we fortunate that this does not always hold? In some cases,
Secondary Traffic Load on Unused Spectrum (%) all individuals will be better off with the “common good” tha
(b) Primary users wittp = 30% if each had pursued only his selfish interest. Public parks an
highways are two illustrative examples of “common goods”
O rowiac ‘ ! ‘ f ] (the land is the resource here) where all individuals woudd b
ZZ A , ; worse off without them. Imagine what happens if there were

no highways, but sure each individual has a piece of land!
With some reflection, one can observe that the inefficiency
of the spectrum resource is pretty much due to the lack of
efficient access methods which is, in turn, due to spectrum’s
current selfish command-and-control regulations. Deitigad
piece of the spectrum as a common means for collaborative
tasks is indeed an absolute necessity to achieve spectrum
100 access efficiency. To a considerably large extent, eacmgavi
a spectrum band without a common channel is very much like
each having a piece of land without a highway.
Fig. 6. Average utilization of unused spectrui¥) @s a function of secondary ~Moreover, previous studies [15], [16], [17] show and ar-
users’ traffic load on unused spectruntJ. gue that the dedication of a common channel leads to high
overall spectrum efficiency. In [15], [16], the authors show
experimentally that a common spectrum coordination chlanne
the delegation mechanism of OS-MAC that, unlike the cag€SCC) actually improves the overall efficiency of the spaut
of MC-MAC, avoids having all SUs periodically switch tosignificantly. A second case where a common channel is shown
CC for channel setups and selection. Having all SUs switcht® be very beneficial is the European DRIVE project [17] in
CC every beacon interval, as in MC-MAC, result in bandwidtivhich a dedicated common channel, referred to as a logical
wastage since all DCs will not be used during the entire ATIMommon coordination channel (LCCC), is used as a means
window period. In our protocol, only one delegate of eactor spectrum users to coordinate for better dynamic spectru
DC switches to CC; all other SUs remain in, and continusllocation. From its efficient usage standpoint, spectrsifai
using, their DC. better off with a dedicated common channel than without it.
Based on the simulation results, we can make the followirithe design of OS-MAC is based on this principle.
two claims. First, OS-MAC is shown to be more effective
than R—MAC and MC-MAC not only from th(_a netwo_rk’s B. Will Cooperation Prevail?
perspective, but also from the user’s perspective. Secibnd,

achieves performances that are comparable to those obiina ONe subtle question in the area of spectrum agility that has
under Ideal-MAC. not yet been fully answered is how to protect PUs from the

SUs’ interference if SUs are allowed to access and use their
) spectrum opportunistically. To make the matter even wdlee,
G. Extensions to OS-MAC issue is not so much of how to assure interference protection
The access-time sharmetric used by OS-MAC to charac-but how to do so while maximizing spectrum utilization. lset’
terize a DC’s conditions is defined as traio of the amount think of the question as a two-step challenge: First, gebitky
of time during which the SU possesses the channel duritigen make it efficient.
Select Phase to that of the total duration of Select Phaselt is worth noting that the above interference problem canno
This ratio is updated periodically every OSP. Note that whdye solved efficiently, unless SUs are capable of detectirg th
all DCs support the same data rate, the access-time sharpresence or the return of PUs in any spectrum band they use or

Avg. Utilization of Unused Spectrum (%)

Q
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(c) Primary users witmp = 60%



may use. As mentioned in Section Il, this work assumes thelteady-occupied spectrum. It requir@s intelligent econolnzw—
the underlying physical radio is capable of detecting tharre ical/pricing strategies to encourage licensees to moveuridsv

or the presence of PUs. Hence, the physical layer is assunsgéctrum openness, af)) innovative transitional mechanisms
to inform its MAC layer of its detection of PUs. Under thisthat can be employed to improve spectrum efficiency without
assumption, we now look at what OS-MAC can do to tackldegrading the quality of existing services.

the above two-step challenge. Although less efficient, we envision that the non-coopeeati

If we relax the efficiency requirement, it should be appareApproach is a short-term solution for opportunistic acagss
that interference can be avoided by just empowering SUs wiRectrum. The cooperative approach will prevail in a longer
the capability of vacating the licensed spectrum upon dietec term.
of the return or the presence of PUs. One simple approach
is then to have SUs switch to the common channel and start VI. RELATED WORK

over after finding new spectrum opportunities. Another even There have been numerous studies on classical multiple chan
simple_r approach is to have SUs cease communication URQ{) access [14], [18], [19], [20], [21]. In general, most bt
detection of PUs, and stay tuned to the same spectrum bagforted protocols set aside a channel (CC) for traffic contr
until it becomes vacant again. Clearly, these two appraachg,q yse the others for data communications (DCs). DCA-MAC,
are not effic?e_nt fror_n a speqtrum utilization’s standpoifit. proposed in [19], assumes that each wireless device is pegip
spectrum efficiency is our ultimate goal and, hence, preseffih two half-duplex transceivers; one is always tuned on CC
a constraint to the problem, then the MAC layer must alsghq the other is tuned on a DC. DCA-MAC operates on a
provide _SUs with dow-cost recoverynechgnism. The recOVery packet-by-packet basis, i.e., prior to transmitting eaabkpt,
mechanism should allow SUs muickly find and switch to he source-destination pair must switch to CC to negottate t
different spectrum bands upon detection of return of PUs. haw DC on which the next packet will take place. To some

There are two approaches that OS-MAC can use to efficiendytent, DCA-MAC is very much like IEEE 802.11 except the
solve the interference-avoidance problemn-cooperativand RTS/CTS handshaking mechanism indicates not only who is
cooperative In the non-cooperative approach, OS-MAC asising the medium during next packet, but also who is using
sumes that PUs do not cooperate with SUs for better spectragth DC. Another multiple channel MAC, called MC-MAC, is
utilization. For example, PUs do not alert SUs of their metur proposed in [14]. Like OS-MAC, MC-MAC also uses one half-
nor permit spectrum sharing with SUs even for an amount @fiplex transceiver. In MC-MAC, all devices must periodigal
time that allows SUs to inform each other of, and switch to, tane on CC for an interval of time, called ATIM, during which
new opportunistic band. In this case, SUs must cease using $urce-destination pairs negotiate and select their newThe
licensed spectrum band immediately upon detection of Pts.deriod, a design parameter, is chosen and fixed at the time of
OS-MAC, all SUs must suspend their sessions, switch to Cfaitialization. Most of these reported multiple channetess
and wait until next Update Phase to select a new DC. Whilgotocols cannot be used in the context of spectrum agility
the reason behind the immediate vacation is to preserve P several reasons. First, they are not designed for aiogess
quality of service, this may cause overall spectrum inefficy licensed spectrum opportunistically. Second, they aretlgnos
which unfortunately conflicts with the main objective. Wajesigned for conventional one-to-one packet communigatio
envision that this approach is likely to be more applicaltlé a and hence, they do not support the notion of a group of users
attractive from an implementation/practicality point eéw, at involved with a session. Finally, they are static in the sethsit
least in a short-term strategy since it does not requirei@kpl their parameters are to be fixedpriori, and hence, they do
involvement of licensees. not adapt to current traffic loads for better spectrum wtlan

The cooperative approach, on the other hand, consistsifreal-time.
having spectrum licensees collaborate with SUs to achieveThe design of dynamic and agile techniques for spectrum
efficient spectrum use. For example, if SUs are allowed &haring and allocation is more recent and is still in its in-
continue using the spectrum after detection of PUs for atshéancy [22], [23], [24], [25], [26], [27], [28]. Generallyhese
duration of time before vacating the channel, they may be abkported techniques can be classified into two categor@s: ¢
to inform each other of other potential spectrum opporiesjt tralized [22], [23] and distributed [24], [25], [26], [27]28].
and hence seize and switch to one of them without goitg [22], a centralized protocol, called Dynamic Spectrum: Ac
through the common channel. In fact, one can think of severass Protocol (DSAP), for managing and coordinating spectr
ways to improve spectrum use, each of which depends ramicess is proposed. The DSAP is basically a way of providing
only on licensees’ willingness and incentives to collab®ra and managing dynamic allocation of spectrum bands to users
but also on their spectrum access methods. For example sif Rihile avoiding congestion and minimizing interference.eTh
use the CDMA technology as their access method, we argagthors in [23] propose a new cognitive radio based ardhitec
that it would be more beneficial in terms of overall spectrutior dynamic channel allocation. The basic idea is that axbiaf
efficiency if a few spreading codes are reserved for SUs to us&ving users always subscribe to, and receive service fsom,
in such an emergency case. On the other hand, if PUs rely sarvice provider, they can dynamically and adaptively gean
OFDMA technology to access their spectrum, one can resetheir service provider based on quality/cost metrics, sash
one narrow band channel for secondary users to use in caselinnel availability, congestion, and cost. These apemc
return of PUs. In essence, we think that spectrum use candre new and interesting concepts to address the inefficieht a
far more effective if a small portion of the bandwidth of eachstatic” way of current spectrum allocation policies.
spectrum band (whether time, frequency, or code) is rederve There have also been distributed approaches, ranging from
for emergency use. Obviously, this approach requires thiithamic allocation of spectrum [24], [25] to its adaptivashg
spectrum policies and market regulations evolve towardeem@mong multiple users [26], [27], [28]. Cao and Zheng [24]
flexible models than current ones. Spectrum policy makgrsopose a dynamic bargaining approach for spectrum aitotat
are then required to implement such flexible strategies rmtross mobile users. The approach extends existing graph-
only in newly-allocated bands, but also and gradually in theloring-based spectrum assignment schemes to account for



mobility. Their approach reduces computation and commurind licensed users; ar{l) coordinating with other unIicenléged
cation overheads by taking prior-to-move allocation infar users for better spectrum utilization.

tion into account in determining the new assignments. Along OS-MAC has several distinct features. First, it signifitant
the same line, Zhao et al. [25] present a dynamic channelproves the spectrum access efficiency by balancing traffic
coordination scheme, where users organize themselves iltad over all spectrum bands. Second, it treats all userly fai
groups with similar communication interests. While mensbeby assuring them to receive an equal access-time or thratghp
of each group subscribe and use one channel to communicdtare. Third, it incurs no or little control overhead. Fipait

with each other, boundary members are allowed to subscrihgamically adapts to the network traffic load to achievénbig

to multiple channels to maintain connectivity across npldti performance while minimizing the control overhead.

groups. In [26], the channel allocation problem is modelled The performance of OS-MAC is evaluated using ns2-based
to be the outcome of a game, in which the players are thiEmulation. We showed that OS-MAC is far more effective
users, their actions are the choices of transmitting cHannehan current protocols from both the network’s and the sser’
and their preferences are reflected through the quality aeh perspectives. We also showed that OS-MAC achieves perfor-
channels. They also define two different objective fundifor mances that are very close to those achievable under an Ideal
the spectrum sharing games, respectively capturing thiéy utiMAC protocol.

of selfish and cooperative users. Based on these game-iceore

approaches, cooperation-based spectrum sharing metheds a APPENDIXI

shown to achieve better spectrum access performance than INTRODUCTION OFIEEE 802.11

non-cooperative sharing ones. This, however, comes at therhe |EEE 802.11 MAC [13] protocol supports two types
expense of increased overhead due to required informatig afic: asynchronous and synchronous. The protocoiaiio
exchange. Sankaranarayanan et al. [27] propose AS-MAGmjtaneous existence of both types by partitioning tréiss

a multi-band access MAC protocol enabling communicatiofiyn, time units, called super-frames, imtantention-free period
between pairs of nodes. Basically, AS-MAC empowers nOd%FP) and contention period(CP). The point coordination

to first agree upon a data channel, through a handshake ®@ttion (PCF) is an access method provided by the IEEE
involves the exchange of three control messages, a Requgss 11 standard to support the synchronous traffic during
To Send (RTS), a Clear To Send (CTS), and a Reservaligips, whereas the distributed coordination function (DiSF)
(RES) message, and then switch to it for communication. Thig access method that the standard provides to support the
handshake is similar to that of IEEE 802.11, except instegdynchronous traffic during CPs. The DCF method is based
agreeing on which time slots to reserve, pairs of nodes Us§ the carrier sense multiple access (CSMA) paradigm and
the handshake to agree and then reserve the data chapngliginally designed to solve and tackle certain problems
to communicate on. In [28], a MAC protocol, called DOSSyamely the hidden and exposed terminal problems, which are
is_proposed for spectrum-agile networks. Like DCA-MACinrodyced by the wireless nature of the ad hoc networks. The
DOSS functions on a packet-by-packet basis; a new chanfigbg g2 11 DCF standard specifications included then the
is negotiated for each packet. Under DOSS, the spectrumcjision avoidance feature by means of the request-to-sen
divided into one control channel, and many pairs of (datgrTs) and clear-to-send (CTS) handshake mechanism to solve
busy tone) bands, i.e., for each data band, there is a busy tgfhge problems.

band mapped _to_lt. While the control channel is used fo_r dataAccording to the DCF specifications, prior to transmitting
channel negotiation, busy tone bands are used by recemvers thacket, a user must first sense the medium to be idle for
prevent nearby transmitters from interfering with them.E8 5 minimum duration called DCF inter-frame space (DIFS)
then prevents this interference by requiring that rec8\® period. Then, to reduce collision, the user must wait for an
continuously sending busy tones on the corresponding bugyyitional random backoff period calculatedias +, whereb

tone bands during the whole course of their receptions. DORS, number, calledackoff counterselected from a uniform
has three major disadvantages. First, although busy tates s yistripution in the intervall0, W, — 1], and  is the length

the hidggn—terminal problem with lesser traffic.overheanhth of the time slot period. The parametsr, is a fixed number
the traditional IEEE 802.11 RTS/CTS handshaking mechanispaserred to as the initiatontention windoveize. While waiting,
the bandwidth they use may be significant, thereby resuitinghe yser decrements its counter by 1 every idle time slot.
spectrum inefficiency. Second, DOSS requires that eaclt€levi,ery time the medium becomes busy, the user must freeze its
have at least two transceivers; one for sending busy tomes, §,ckoff counter. Once the counter is frozen, the user resume
the other for data communication. Finally, power consuompti yecrementing the counter by 1 every idle time slot afterisgns
may now present a major concern due to the extra amountgf medium again idle for a DIFS period. When the counter
energy needed for transmissions of busy tones. reaches 0, the user proceeds transmission. In case of @ssucc
ful transmission, the user keeps retransmitting the packsk
it either succeeds or reaches a threshold number of atteAtpts
the i*" retransmission attempt, the contention window diFe

In this paper, we proposed an Opportunistic Spectrufust equabV; = max{f* x Wy, W,, }, wheref is a persistent
MAC (OS-MAC) protocol for cognitive wireless networks. OSfactor (typically, f = 2), andW,, is the maximum allowed size
MAC dedicates one channel as a common control chan@élthe contention window. Upon a successful transmissioa, t
where inter-channel control traffic takes place. In OS-MAGontention window is rest to its initial size. When the recey
devices are only required to be equipped with a half-dupléger receives a non-erroneous packet, it only needs to vrit f
transceiver. OS-MAC empowers SDR-based wireless devigeshort inter-frame space (SIFS) period—shorter than tfSDI
with the capabilities of1) adaptively and dynamically seekingperiod—before acknowledging the sender.
and exploiting opportunities in both licensed and unliezhs
spectra and along both the time and the frequency dimensions REFERENCES
(2) accessing and sharing spectrum among different unlicens@gl XG Working Group. XG Vision RFC v2.0
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