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ABSTRACT: By means of generalized Riccati transformation techniques
and generalized exponential functions, we give some oscillation criteria for
the nonlinear dynamic equation

(P2 (E)™ + q(t)(f 0 27) =0,

on time scales. We also apply our results to linear and nonlinear dynamic
equations with damping and obtain some sufficient conditions for oscillation
of all solutions.
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1. INTRODUCTION

In this paper, we shall consider the nonlinear dynamic equation

(1.1) (p(t)a>(1)™ +q(t)(f 0 a”) = 0,

on time scales, where p, q are positive, real-valued right—dense continuous
functions, and f : R — R is continuous and satisfies

(1.2) zf(z) > 0and |f(z)] > K|z| for 2 # 0 for some K > 0.

We shall also consider the two cases:

< At
(1.3) /to m = 00,
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and

(1.4) /too At < 00.

, p(t)

By a solution of (1.1) we mean a nontrivial real-valued function z satis-
fying equation (1.1) for t > ¢y > a, for some ty > a > 0. A solution x of
(1.1) is said to be oscillatory if it is neither eventually positive nor even-
tually negative, otherwise it is nonoscillatory. Equation (1.1) is said to be
oscillatory if all its solutions are oscillatory. Our attention is restricted to
those solutions of (1.1) which exist on some half line [t,,c0) and satisfy
sup{|z(t)| : t > to} > 0 for any ty > t,.

Much recent attention has been given to differential equations on time
scales (or measure chains), and we refer the reader to the landmark paper
of Hilger [13] for a comprehensive treatment of the subject. Since then
several authors have expounded on various aspects of this new theory, see
the survey paper by Agarwal, Bohner, O’'Regan, and Peterson [1] and the
references cited therein. A book on the subject of time scales, by Bohner
and Peterson [4], summarizes and organizes much of time scale calculus.

In recent years there has been much research activity concerning the
oscillation and nonoscillation of solutions of dynamic equations on time
scales. We refer the reader to the papers [2], [3], [5]-[12].

In Dosly and Hilger [6], the authors consider the second order dynamic
equation

(1.5) (p(t)a™(1)= + q(t)2” =0,

and give necessary and sufficient conditions for oscillation of all solutions
on unbounded time scales. Often, however, the oscillation criteria require
additional assumptions on the unknown solutions, which may not be easy
to check.

In Erbe and Peterson [9], the authors consider the same equation and
suppose that there exists ¢ty € T, such that p(¢) is bounded above on [tg, 00),
ho = inf{u(t) : t € [ty,00)} > 0, and showed via Riccati techniques that

/ T ()AL = o,

to

implies that every solution is oscillatory on [tg, 00). It is clear that the results
given in Erbe and Peterson [9], can not be applied when p is unbounded,
wu(t) =0 and ¢q(t) =t~ when o > 1. We refer also to the papers by Erbe
and Peterson [9] and Erbe [7] for additional linear oscillation criteria, which
also treat more general situations.
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In Guseinov and Kaymakgalan [12], the authors consider the linear dy-
namic equation

(1.6) 222 (1) 4+ a(t)z? (1) + B(t)z(t) = 0,

and give some sufficient conditions for nonoscillation.

Recently Bohner and Saker [5] considered (1.1) and used Riccati tech-
niques to give some sufficient conditions for oscillation when (1.3) or (1.4)
hold. They obtain some sufficient conditions which guarantee that every
solution oscillates or converges to zero.

In this paper we intend to use a generalized Riccati transformation tech-
nique to obtain several oscillation criteria for (1.1) when (1.3) or (1.4) holds.
Our results improve the results given in Dosly and Hilger [6] and Erbe and
Peterson [9] and complement the results in Bohner and Saker [5]. Applica-
tions to equations to which previously known criteria for oscillation are not
applicable are given. The paper is organized as follows: In the next section
we present some basic definitions concerning the calculus on time scales. In
Section 3 we develop a generalized Riccati transformation technique to give
some sufficient conditions for oscillation of all solutions of (1.1), subject to
the condition (1.3). Also we present some conditions that ensure that all
solutions are either oscillatory or convergent to zero when (1.4) holds. In
Section 4, we will apply our results to the linear dynamic equation (1.5),
(1.6) and also to nonlinear dynamic equations of the form

(1.7) 222 () + a(t)z (t) + B(t)(f oa”) = 0

to give some sufficient conditions for oscillation of all their solutions.

2. SOME PRELIMINARIES ON TIME SCALES

A time scale T is an arbitrary nonempty closed subset of the real numbers

R. On any time scale T we define the forward and backward jump operators
by:

(2.1) o(t):=inf{s € T: s>t}, p(t):=sup{seT,s<t},

where inf ® :=sup T and sup® = inf T. A point t € T, ¢ > inf T, is said to
be left—dense if p(t) = ¢, right—dense if ¢ < sup T and o(t) = t, left—scattered
if p(t) < t and right-scattered if o(¢t) > ¢. The graininess function u for a
time scale T is defined by u(t) := o(t) —t.

For a function f : T — R (the range R of f may be actually replaced by
any Banach space) the (delta) derivative is defined by

flo(t) — 5t)
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if f is continuous at ¢t and t is right—scattered. If ¢ is not right—scattered
then the derivative is defined by

(2.3) PN ) ey (O N O ¥ (C)

s—t t—s t—o00 t—s ’

provided this limit exists. A function f : [a,b] — R is said to be right—dense
continuous if it is right continuous at each right—dense point and there exists
a finite left limit at all left—dense points, and f is said to be differentiable
if its derivative exists. A useful formula is

(2.4) fla(t)) = f(t) + p(t) 2 (2)-
We will make use of the following product and quotient rules for the

derivative of the product fg and the quotient f/g (where gg” # 0) of two
differentiable function f and g

(2.5) (f9)® = fRa+ 79" =fg™+ 2,
o (1) - P
g g9

By using the product rule the derivative of f(t) = (t — a)™ for m € N, and
a € T can be calculated as

m—1

(2.7) FA) = (o) —a)" (t =y,

v=0

(see Theorem 1.24 in Bohner and Peterson [4]). For a,b € T, and a differ-
entiable function f, the Cauchy integral of f2 is defined by

b
| rmat= ) - 1.
An integration by parts formula reads
b b
(2.8) / F£)g* ()AL = [f(t)g(t)], — / FA(0g(a(t)At,
and infinite integrals are defined as

/aoo At = lim /abf(t)At.

Note that in the case T = R we have

b b
ot =pt) =t PO=70. [ foai= [ r
and in the case T = Z we have

ot)=t+1, plt)=t—1, f2t)=Af1) = ft+1)—f(),



and

b b—1
| rse=3" s

if @ <b. We say that a function p: T — R is regressive provided

L+ pu()p(t) #0 teT.

Although we shall not make use of the fact, it turns out that the set of
all regressive functions on a time scale T forms an Abelian group under the
addition @ defined by

pPDq:=p+q+pupq.

We denote the set of all f: T — R which are rd—continuous and regressive
by R. If p € R, then we can define the exponential function by

o) = ([ e )

for t € T, s € T*, where &,(2) is the cylinder transformation, which is given
by

log(1+hz) h 0
5h<z>={ no RO

Alternately, for p € R one can define the exponential function e,(-,ty), to
be the unique solution of the IVP

& =pt)r, x(ty) = 1.
We define
Rt ={feR:1+ut)f(t)>0tecT}

For properties of this exponential function see Bohner and Peterson [4]. One
such property that we will use is the formula

ep(a(t), o) = [1+ p(@)p(t)]ey (¢, to).

Also if p € R, then ey(t, s) is real-valued and nonzero on T. If p € RT,
then e,(t,ty) always positive.

3. OSCILLATION CRITERIA

In this section we give some new oscillation criteria for (1.1). Since we
are interested in oscillatory behavior, we suppose that the time scale under
consideration is not bounded above, i.e., it is a time scale interval of the
form [a,00). We start with the following auxiliary result.
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Lemma 3.1. Assume that (1.3) holds, and x solves (1.1) with x(t) > 0 for
all t > ty. Define y = pr®. Then we have

t
(3.1) VA(t) <0 and 0<y(t) < f(A)S, t >t
Jio 5
and
At 1
(3.2) 0< 2l o = >t

Proof. Let t > ty. Then x(o(t)) > 0, for t > to and hence (1.1) implies that

v (1) = (pt)22(1))> = —a() f(7(t) <0, > t,

so that y is decreasing for t > ty. Assume that there exists t; > ¢y such that
y(t1) = ¢ < 0. Then

and therefore

A
z (S) S p(S) S Z tl
An integration from t; to t > t; now gives
! ' As
x(t) = x(t1) +/ 2 (s)As < x(ty) + C/ —— — —00 as t — oo.
t1 t1 p(S)

a contradiction. Hence y(t) = p(t)z(t) > 0 for all t > ty. To show the last
inequality in (3.1), note that

w(t) > a(t) — x(to) = /t: yifgﬁs 2 v(®) {/; 2%} |

for t > t¢. Since p is positive, the proof of (3.1) is complete, and (3.2) clearly
follows from (3.1). O

Let r € R, assume that p - r is a differentiable function, and define the
auxiliary functions

_ _ p(t) _ _ L+ u)r()
Ct) = C(tty) =1+ . Qu(t) = Q1(t, o) oo to)’

p(t) [, 25
6O = it o)) = eolt) t) | Ka(t) + 5 ore)* + 0R0

r(t)(1+ p(t)rt))
C(#)

Q) = Qt,to) :=— +r(t),



for t > tg. We also introduce the following condition
(A) There exists M > 0 such that r(t)e,(t,to)p(t) < M for all large ¢.

Theorem 3.1. Assume that (1.2), (1.3), and (A) hold. Furthermore, as-
sume that there exists r € RT such that p - r is differentiable and such that
for any ty > a there exists a t; >ty so that

(3.3) li?l)sogp/t H(s)As = 0,
where
H(D) = Hitto) = 0t0) - G0,

fort > to. Then equation (1.1) is oscillatory on [a,o0).

Proof. Suppose to the contrary that z is a nonoscillatory solution of (1.1).
We will only consider the case where z is an eventually positive solution of
(1.1), i.e., there exists ty > a such that z(t) > 0 for t > t;, since the other
case is similar. Corresponding to this ty, let C(t, o), Q1(,t0), Q(t, o), and
¥ (t,to) be defined as above. Note that all of the assumptions of Lemma 3.1
hold. Define the function w by

.Z'A
(3.4 w(t) = er(t,to) [M !

— =p(t)r(t t > .
Since r € R, e,(t,ty) > 0 which we will use in the proof below. With w
defined as in (3.4), by the product rule (2.5) we have

w0 = ) [P L)
+ e (o(t), to) (p (ti:(gt)@) — %p(t)r(t))

Hence
w?(t) = rt)w(t)
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From Lemma 3.1 we have that

p(o(t) _ x(t) +pB)rA () z2(1)
o) x(t) BT
<1+ D gy
p( ) to 1%
so we get that
K (f o2”)(t)
wi(t) < r(Ould) = enlo):t)a)> o
‘erp(g)(gittf | (p(”ii% W) - 5ol 0)®

From (3.4) we have that

AN 2 2 1
(&) L e
r Er

t
e, (0(t), to)w?(t) _ [r(t)e(o(t), to)
(3.5) _C(t)p(t)€2(t to) N [ C(t)eT(t,to) _T(t)]

Using the properties of the exponential function e,(t,%y) and (3.5), we have

R (1 + p(t)r()w(t)
W) = =0 = ot )

(3.6) _ [T“)(l 2(’;)(”7"“)) _ r(t)} w(t).

Hence,

(3.7)  wP(t) < —(t) —

QW . Jamen]  ¢ncn
" @U]’+4@@
Then, (3.7) implies that

(3.5) wﬂws—@m—

Qz(t)O(w}
4Q(t) |
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Let ¢, > to be as in the statement of this theorem. Integrating (3.8) from
t; to t, we obtain

! Q*(s)C(s)
(39) w(t)—u(e) < - [ o) - A as
which yields
! Q*(s)C(s)
(3.10) /t {w(s) _ m] As < wity) — w(t)

for all large t. Now by (3.4) and condition (A) we have

wt) = et (MO0 o)

1 1
> —§p(t)r(t)eT(t,t0) > —§M,

and therefore, it follows that the right hand side of (3.10) is bounded above.
This contradicts (3.3) and proves the theorem.
0

From Theorem 3.1, we can obtain different sufficient conditions for oscil-
lation of all solutions of (1.1) by different choices of r(t). For instance, let
r(t) = 0, then Q(t) = 0, e.(t,to) = 1, and ¢ (t) = Kq(t) and we get the
following well-known result.

Corollary 3.1 (Leighton-Wintner Theorem). Assume that (1.2) and (1.3)
hold. If

(3.11) / q(s)As = o0,
then equation (1.1) is oscillatory on |a, 00).

If 7(t) = 1, then e,(t,t) = % and it follows that condition (A) holds,

provided p is bounded above, and so Theorem 3.1 yields the following result:

Corollary 3.2. Assume p is bounded above, that (1.2) and (1.3) hold, and
for any to > a there is a t; >ty such that

(3.12)
. t ps\®, pls) | A%s)C(s)
hferiigp /tl [U(S) [KQ(S) * ( 2s ) * 452C(s)|  4B(s) As = 0o,
where
Als) = ﬁ(ls) (1 + %,@ _ C’(s))  B(s) = S;p*(‘S).

Then (1.1) is oscillatory on [a,o0).
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If p(t) = 1 and f(z) = x, then equation (1.1) reduces to the linear
dynamic equation

(3.13) 22 (t) + q(t)z” =0,

for ¢ € [a,00). From Theorem 3.1 we have the following oscillation criterion
for equation (3.13) which improves some of the results in Bohner and Saker
[5] and Erbe and Peterson [8].

Corollary 3.3. Assume that (1.2) and (1.3) hold and for any ty > a there
18 a t1 > tg such that

(3,'14) : 1 1 A(s)Ci()] o
imsw | 70 10~ (30r) * Tem) ~ i ) A=
where

Ar(s) = 3011 | (1 + %,u(s) _ 01<s))

Bi(s) =2 +S‘;(S), Ci(s) =1+ (S“Est)o).

Then equation (3.13) is oscillatory on [a, c0).
Example 3.1. Consider the Euler-Cauchy dynamic equation

315 any T ey
(8.15) ST

for t € [a,00). Here ¢(t) = Then (3.14) in Corollary 3.3 reads

0
to(t) "

t
. v
3.16 1 - — = As =
(3.16) N /tl Hs 52C1 (s) } 431 1 -

If T = R, then the dynamic equation (3.15) is the second order Euler—
Cauchy differential equation

” Y
(3.17) x +t—2x:(),t21

and in this case p(s) = 0, o(s) = s, C1(s) = 1 and A;(s) = 0. Therefore
(3.16) can be rewritten as

t v 1 S Py — 1
limsup/ [————l— 2] As-hmsup/ [ 4}A3:oo
tooo Jy, LS 28 4s t—oo  Jty s

provided that v > 1. Hence every solution of (3.17) oscillates if v > 1, which
agrees with the well-known oscillatory behavior of (3.17), (see Li [15]).
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If T = Z, then (3.15) is the second order discrete Euler—Cauchy difference
equation

gl
(318) A2$t + ml’t+1 = 0, t = 1, 2,
and we have p(s) =1, o(s) = s+ 1, Ci(s) = %,
Ai(s) 5
Bi(s)  s%(s+1)(s —tg+ 1)

Therefore (3.16) can be rewritten as

t 2 2
) v 1  s°—1 5
1 T - A
l?lillp/tl Hs 25 T A ] 125+ 1)(s —to)(s —to + 1) | =7

! 11
zlimsup/ [z——+—]As:oo.
t1 S

t—00 2s  4s

provided that v > }1. Hence every solution of (3.18) oscillates if v > }l,

which agrees with the well-known oscillatory behavior of (3.18). It is known
in Zhang and Cheng [16] that when p < 1/4, (3.18) has a nonoscillatory
solution. Hence, Theorem 3.1 and Corollary 3.3 are sharp. Note that the
results in Dosly and Hilger [6] and Erbe and Peterson [9] cannot be applied
to (3.15).

Theorem 3.2. Assume that (1.2) and (1.3) hold. Furthermore, assume
that there exists a function r € R such that p-r is differentiable and given
any to > a there is a t; >ty such that

L[ Q*(s)C(s)

1 li — t—s)™ — =1 As=
1) s (e o) - GIT s
where m s a positive integer. Assume further that

1 t m—1
(3.20) <157) / e (s,t0)p” (s)r?(s) Z (0(s) —t)" (s —t)™ " As
t1 v=0

is bounded above. Then every solution of equation (1.1) is oscillatory on
[a,00).

Proof. We proceed as in the proof of Theorem 3.1. We may assume that
(1.1) has a nonoscillatory solution x such that z(t) > 0, z2(t) > 0, (p(t)x>(t))> <
0 for t > t;. Define w by (3.4) as before, then as in the proof of Theorem
3.1 we obtain (3.8) so
Q*(t)C(t)

U(t) — “10.0) < —w™(t).
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Pick t; > o so that (3.19) holds. Note that

(3.21) /t:(t — &)™ {w(s) - QZQS?(C;()S)] As < — /t t(t — )M (s)As,

Using the integration by parts formula (2.8) gives

L/a—sw S(s)as = (¢ = )" (o)l

m—1

o [ S oy ha(o(s)) A,

11/0

where we have used the power rule for differentiation (2.7). It follows that

/t (t — s)™w™(s)As = —(t — t1)™w(ty)
/t mz t—o( —5)" " As.

From (3.4) we get that

w(t) > ~ (et (1, 1o)

for ¢ > t;. It follows that

/t (t — s)™w™(s)As > —(t — t)™w(t;)

1 t m—1
—é/p" stOZt—a ) (t—s)" " As.
t v=0

Then from (3.21) we have

= oo Qiiiifis’] »

1 t
S (t — tl)mw(tl) + 5/ S t() — t)m_y_lAS.
t1
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which gives a contradiction using (3.19) and (3.20). The proof is complete.
U

Note that if r € R™ and r(¢) < 0, then (3.20) holds. When r(¢) = 0, then
(3.19) reduces to

1 t
(3.22) lim sup t?/ (t —s)™q(s)As = oo,
t1

t—o0

which can be considered as an extension of Kamenev type oscillation criteria
for second order differential equations, (see Kamenev [14]).
When T = R, then (3.22) becomes

t

1
(3.23) lim sup s (t —s)"q(s)ds = o0,
t—o0 t1
and when T = Z, then (3.22) becomes
=
(3.24) hrtriilolp pm S;(t —5)"q(s) = o0,

We next give some sufficient conditions for the case when (1.4) holds,
which guarantee that every solution of the dynamic equation (1.1) oscillates
or converges to zero on [a,00). The next result removes a monotonicity
assumption on f in Bohner and Saker [5].

Theorem 3.3. Assume that (1.2) and (1.4) hold and assume there ezists
r € R such that p - r is differentiable and such that (3.3) holds. Further-
more, assume

(3.25) / N ]% / (5 AsAL = oo,

and let (A) hold. Then every solution of equation (1.1) is either oscillatory
or converges to zero on [a,o0).

Proof. Let z be a nonoscillatory solution of (1.1) and, without loss of gen-
erality, suppose that x(t) > 0 for ¢ > ¢y > a. There are two cases:

(1) 22(t) > 0 for all t > t5, or

(2) there exists t; > t, with 22(¢;) < 0.
If (1) holds, then we proceed as in the proof of Theorem 3.1 (with w and the
auxiliary functions C| ¥, @)1, () as defined before the statement of Theorem
3.1.) It follows that (3.10) holds and again, by condition (A) this leads to
a contradiction. Therefore, (1) cannot hold.

Next consider case (2), that is, assume there exists t; > to with 22 (t;) <

0, then since

(p(1)2> ()™ = —q(t) f(2°(£) <0
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for t > tq, it follows that
P02 (1) < p(t)e (1) < 0
for t > t,. Therefore () < 0 for all t > 1, s0 lim;_,, 2(t) =: b > 0 exists.
we need to show that b = 0. If not, then b > 0 and hence x(o(t)) > b > 0,
for all t > ¢; and so from condition (1.2), we have
flz(o(t)) > Kz(o(t)) > Kb > 0.

But this implies that
(p(t)™ (1)) = —q(t)f(27(t)) < —Kby(t)

and so
t

p0)4(0) < plt)a(0) ~ Kb [ g5 < KD [ gt

11 t1

for t > t;. Hence, dividing by p(t) and integrating gives

o(t) — a(t) < —Kb /t —/Sq(T)ATAs oo

t1 p(S) t1

as t — oo which is a contradiction. Hence b = 0 and the proof is complete.
O

In a similar manner, one may establish the following theorem.

Theorem 3.4. Let all of the conditions of Theorem 3.3 hold with condition
(3.19) replacing (3.3). Then every solution of equation (1.1) is oscillatory
or converges to zero on [a, o).

4. APPLICATION TO EQUATIONS WITH DAMPING

Our aim is to apply the results in Section 3, to give some sufficient condi-
tions for oscillation of all solutions of the dynamic equations (1.6) and (1.7)
with damping terms. We note that all of the results in Section 3, are true
in the linear case, i.e., for the equations of the form (1.5), where the term
Kq(t) is replaced by q(t).

Before stating our main results in this section we will need the following
Lemmas, (see Bohner and Peterson [4]).

Lemma 4.1. If a, 3 € C,q and
(4.1) 1—p(t)a(t) +p*()B(t) #0, teT,

then the second order dynamic equation (1.6) can be written in the self-
adjoint form (1.5), where

(4.2) p(t) = ey(t:to),  q(t) = [+ p(O)y()lp(t)6(1)
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a(t) — u(t)B(t
" S G G
= j(had) + 2050
Lemma 4.2. If « is a regressive function, then the second order dynamic
equation (1.7) can be written in the self-adjoint form

(4.4) (p)z*()™ +q(t)f o2 =0,
where
(4.5) p(t) = ealt to) and q(t) = B(t)p(t)

Now, by using the results in Section 3 and Lemma 4.1 we have the following
results immediately.

Theorem 4.1. Let p,q be defined as in (4.5) and ssume that (1.3) holds.
Furthermore, assume that there exists a r € R with r differentiable such
that (3.3) holds with

r*(t)p(t)

(4.6) U(t) = ex(o(t),to) |qt) + %(p(t)r(t))A MTeI0)

Then equation (1.6) is oscillatory on [a, c0).
The proof follows from Lemma 4.1 and Theorem 3.1 and hence is omitted.

Corollary 4.1. Assume that (1.3) and (3.11) hold, where p and q are as
defined in (4.2). Then equation (1.6) is oscillatory on |a, 00).

Corollary 4.2. Assume that (1.3) and (3.12) hold except that the term
Kq(t) is replaced by q(t), where p and q are as defined in (4.2). Then
equation (1.6) is oscillatory on [a,0).

Theorem 4.2. Assume that (1.3) holds. Furthermore, assume that there
exists r € R with r differentiable such that (3.17) holds, where p, q and v
are as defined by (4.2) and (4.6) respectively, and m is odd integer. Then
(1.6) is oscillatory on [a,0).

Theorem 4.3. Assume that all the assumption of Theorem 4.1 hold except
that the condition (1.3) is replaced by (1.4). If (3.25) holds, then every
solution of equation (1.6) is oscillatory or converges to zero on |a, o).

Theorem 4.4. Assume that all the assumption of Theorem 4.2 hold except
that the condition (1.3) is replaced by (1.4). If (3.25) holds, then every
solution of equation (1.6) is oscillatory or converges to zero on |a, 00).

Oscillation criteria for equation (1.7) are now elementary consequences
of the oscillation results in Theorems 4.1-4.4. The details are left to the
reader.
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