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Abstract—We address the problem of achieving outage proba-
bility constraints on the uplink of a code-division multiple-access
(CDMA) system employing power control and linear multiuser
detection, where we aim to minimize the total expended power.
We propose a generalized framework for solving such problems
under modest assumptions on the underlying channel fading
distribution. Unlike previous work, which dealt with a Rayleigh
fast-fading model, we allow each user to have a different fading
distribution. We show how this problem can be formed as an
optimization over user transmit powers and linear receivers, and,
where the problem is feasible, we provide conceptually simple
iterative algorithms that find the minimum power solution while
achieving outage specifications with equality. We further gener-
alize a mapping from outage probability specifications to average
signal-to-interference-ratio constraints that was previously appli-
cable only to Rayleigh-faded channels. This mapping allows us to
develop suboptimal, computationally efficient algorithms to solve
the original problem. Numerical results are provided that validate
the iterative schemes, showing the closeness of the optimal and
mapped solutions, even under circumstances where the map does
not guarantee that constraints will be achieved.

Index Terms—Code division multiple access (CDMA), multiuser
detection, Nakagami fading, outage probability, power control.

1. INTRODUCTION

DVANCES in wireless services continually rely on higher
bit rates and more stringent quality-of-service (QoS) guar-
antees from carriers. Consequently, there has been an intense
research effort to increase the utilization of the limited wireless
spectrum through sophisticated physical-layer techniques, the
challenge being to simultaneously constrain the system to
deliver on a variety of performance measures such as error rate,
delay, and throughput. In recent years, interference-limited
systems such as those based on code division multiple access
(CDMA) have proliferated, and thus a great deal of research
effort has focused on addressing the challenge through power
control and, even more recently, with multiuser detection
(MUD) techniques.
The aim of power control is to intelligently balance the
received powers of all users such that no individual creates
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excessive interference to others. This is especially important
in CDMA networks, as the well-known near—far effect would
otherwise significantly degrade performance. In addition to
interference management, there are other benefits from power
control, such as prolonging the battery life of mobile devices.
Similarly, MUD is employed to improve utilization by ex-
ploiting the structure of the multiple-access interference (MAI)
in order to reduce it [1]-[3]. Substantial improvements in
utilization have been observed by combining power control
with MUD in a joint optimization over user transmit powers
and corresponding receivers. All of these improvements are
noticeable, even though these MUD receiver structures are
known to have near—far-resistant properties [4]-[6].

Many of the classic papers on power control [7]-[10] formu-
late the problem as an eigenvalue problem for nonnegative ma-
trices; a survey of this early work can be found in [11]. Later
work has concentrated on iterative and distributed algorithms
[12]-[16] that are more amenable to practical implementation.
More recently, there has been an interest in applying stochastic
algorithms to the problem in order to deal with noise-corrupted
measurements that serve as inputs to the problem [17], [18]. All
of these papers rely on some form of the signal-to-interference
ratio (SIR) measure to quantify QoS requirements. With the ex-
ception of [18], they further assume the channel to be quasi-
stationary and thus track the instantaneous channel state. This
implies a high computational cost and associated digital pro-
cessing power penalty in battery powered mobile devices as the
algorithm is reevaluated each time the instantaneous fading state
of the channel changes.

This study deals with situations when it is not feasible or de-
sirable to follow fast fades directly. Rather than demanding that
users achieve a target SIR, we relax the constraints and ask that
each user maintains its SIR above some prescribed threshold
with high probability: we thus consider constraints on outage
probability rather than SIR. It turns out that this is similar to
the problem considered in [18], where power allocation is made
according to the expected value of the instantaneous SIR. We
show the connection by deriving a bound on outage probability
in terms of an “average SIR.”

The problem of power control with constraints on outage
probability was considered recently in [19], where interior point
methods are employed to find the solution. In [20], we devel-
oped a simple iterative algorithm to minimize total transmit
power subject to outage constraints. Both of these papers dealt
only with Rayleigh fading. In general, work to date assumes
a specific fading model, and analysis inherently follows from
that selection. A more general framework is needed, so that the

0090-6778/$20.00 © 2006 IEEE



694

system designer may simply plug in a desired fading distribution
to cater for different cell landscapes. For example, one may use
a Rician model for indoor cells with strong line-of-sight com-
ponents or a Nakagami-m model for outdoor situations lacking
strong specular signal components. In practice, the fading dis-
tribution is not often Rayleigh nor Nakagami-m with an integer
fading figure [21].

In this paper, we specifically address the problem of jointly
optimizing user power and multiuser receivers so that each
user’s outage probability constraint is met with minimum
expended total sum power. We do this with only modest condi-
tions on the associated fading distribution.

To summarize, the main contributions of this paper are given
here.

1) A framework for developing conceptually simple itera-
tive algorithms that determine user transmit powers such
that their sum is minimized, subject to outage constraints.
Modest assumptions are made on the fading distribution
allowing the system designer to “plug in” various fading
models with ease.

2) An extension to the framework for joint optimization over
user transmit powers and linear multiuser receivers.

3) A generic procedure to obtain an upper bound on outage
probability. This enables a mapping from outage proba-
bility to average SIR constraints, allowing us to reformu-
late an existing algorithm having SIR constraints to solve
the above problems suboptimally. Such an algorithm is
also conceptually simple, however, it is less computation-
ally expensive to implement [4], [20].

This paper is organized as follows. In Section II, we intro-
duce the system and fading model and derive an expression for
the outage probability. Section III formulates a power control
problem where linear receivers are fixed. Here, an iterative al-
gorithm that converges to the optimal solution is introduced and
convergence proven. We extend these results to a joint power
control and multiuser detection problem in Section I'V. In Sec-
tion V, we derive an upper bound on outage probability relating
to a margin of average SIR. Using this relation, we introduce a
suboptimal joint power control and multiuser receiver optimiza-
tion problem. Numerical results are presented in Section VI il-
lustrating the tightness of the derived bounds and a comparison
of the optimal and suboptimal iterative algorithms under a Nak-
agami-m fading distribution. Finally, Section VII contains our
concluding remarks.

II. SYSTEM MODEL

In this paper, we consider the uplink in a direct-sequence syn-
chronous CDMA (DS-SCDMA) communications system with
K users and a processing gain of V. We assume a binary phase-
shift keying (BPSK) modulation scheme and an /V-dimensional
chip matched filter vector at each receiver ¢. The received signal
at each filter input is given by

K
r; =Y /GijFiPibisj+n, i=1,....,K (1)
7=1
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where

G;;  positive slowly varying path gain of user j to the
assigned base station (BS) of user ¢;

Fi; associated fast fading component of the channel;

P; transmit power of user j;

b; data bits taking on values of +1 with equal
probability;

S; fixed /V-dimensional spreading sequence of user j
with elements taking values +1/ \/N ;

n; assumed to be AWGN with zero mean and

covariance o21.

We model the fast time-scale fading terms F;; as nonnega-
tive random variables with E[F;;] = 1 for all ¢, j. We assume
that, for 7 fixed, each F}; are indepedent for all 5. Unlike prior
work, we do not necessarily assume that these random vari-
ables are identically distributed. This allows interference to be
modeled by different fading distributions (e.g., different Nak-
agami-m fading figures). However, we assume that the cumu-
lative distribution function (CDF) of each F};, denoted Fp,, (+),
is continuous and strictly increasing on R... This is the case for
most fading distributions of interest, e.g. Nakagami-m. We will
denote by F_; the collection of random variables { F;; : j # i}.

As with prior work, we assume that the slowly varying path
gains G';; are known and fixed (we will choose gains from a log-
normal distribution multiplied by a distance dependence loss
in our numerical simulations of Section VI). In practice, this
assumption implies that all results are valid only over a finite
time scale where factors affecting these gains do not vary sig-
nificantly.

Let c; denote a unit length vector of linear receiver filter co-
efficients in the N-dimensional Euclidean space for user : at its
assigned BS and C = [cq,...,ck]. We will assume c; is al-
ways chosen such that (¢, s;)? > 0. The filter output of user i
at its assigned BS is given by

K
yi=elri=y \/GijF;F; (c]s;) bj + i
j=1

where 72; = ¢ n; is N(0,0%¢] ¢;).

A. SIR and Outage Probability
The SIR of the ith user is given by

Gii (C;rsi)z F P;

> Gij (e]'s;)" FijPj + 02 (¢] e;)
i

SIR,‘ (P7 Ci) =

@

where we treat receiver noise as interference and P represents
a vector of all user powers.

The corresponding outage probability of user 4 is defined as
the proportion of time that some positive SIR threshold ~}"is
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not met for sufficient reception at the BS receiver. The outage
probability for user ¢ is given by

0;(P,c;) = Pr{SIR;(P,c;) < 7"} . 3)

An alternative expression for the outage is obtained by
writing

O, = Pr{F; < ¥;}
=K [I{Fii<‘1"}]

Wkl F_]]

[PT{FH S v, }IF il
E[Fr.(V:)] ©)

where we make use of a standard result on conditional expec-
tation [22, Proposition 4.1] to obtain the equality (a) and the
independence of the F;; in (b)

chJ#LG (ef s]) FijP; 4+ o (¢ c;)
G“‘ (c;rsi)Q Pz

v, =7,

and 14 is an indicator function of the event A taking a value of
1 when A is true, and O otherwise.

Remark: The outage probability does not directly depend on
the instantaneous fast-fading state of the channel; rather, it relies
on the statistics of the chosen fading distribution used to model
the fast-fading component of the channel.

III. USER POWER OPTIMIZATION WITH OUTAGE CONSTRAINTS

Here, we address the problem of optimizing user powers sub-
ject to outage constraints. We first consider the situation where
linear receivers are fixed. Without a loss of generality, we can
omit the fixed linear receiver filter terms (¢, s;)? from the no-

tation, since we can absorb them into the G;; terms.

A. Problem Definition

‘We wish to find each user’s transmit power level such that the
total power transmitted by all users is minimized while meeting
all outage probability constraints. Stating this as a static opti-
mization problem, we have

K

min P;
P>0 4
- =1

s.t. OL(P) S Qi, =1 K

gy

where Q = [Qq, ..., Q] specifies all users’ outage constraints
in the range 0 < 2; < 1 and O;(P) as defined in (3), with a
fixed c;.

B. Outage Probability—Monotonicity

The following general results for outage probability are cru-
cial to the formulation of an algorithm to solve the above opti-
mization problem.

Result 1: O;(P) is strictly decreasing in P; and as P; — oo,
Oi(P) — 0;as P, — 0, Oi(P) — 1.

Proof: Assume P! > P, > 0. Expanding (4) gives

2
Fr. (7;t12j¢i GijFiyPj+o )
7 GiiP;

and

0; (P|pizpi,) -y

gz GiiFig Py + 0
‘7:Fii Vi G.. P!

where [-] = (4"/Gii) (3, Gij Fij P + 0?).
The inequality

o (3105 (1)

follows from the assumed monotonicity property of Fp,, (+).

Clearly then
1
)

> |7 (770
o (Pin-r).

In addition, we note immediately that

0,(P)=E

. 1 .
P,hinooE |:‘7:Fu <FL[]>:| = ‘lli%fF”(aﬁ =0

and

. 1 .
I%IE}OE |:sz1 (E[])] = Tll_)H;ofF”(.’E) =1

by definition of the CDF Fr,,(-). |
Result 2: O;(P) is increasing in P}, j # 1.



696

Proof: Assume P} > P; > 0 forany j # i. Expanding (4)
gives

G P;

( thzgz quFiqPq + GijFiij + (72)
i | Vi

and

o ()
Y ozi GigFigPy + Gij Fij Py + 0
Fr., ’

th a#

=E Vi G- P

=g lm (25 1)+ ayr,P
- Fii G P []+ ytgty

where [-] = Zqi GigFigPy + 0.
The inequalit§ ’

,yf,h
Fr, <Gii-Pi [[] + GanPJ)
th

i
< Fr, (qutpi, [[] + GijFijPJ{:|>

follows from the assumed monotonicity property of Fg,, (-),
noting that equality holds whenever G;; = 0. Clearly then

e T

th
= [H” <G7'Z»P- {H * G“Ejp;m

—0; (P|PJ.=P],).

|

Result 3: Scaling up all users’ powers by the same factor

lowers the outage probability, i.e. O;(aP) < O;(P) if a > 1,
for all 4.

Proof: Since the receiver noise variance -2

is nonzero, then

Oi(OéP) =F fp

it

th Zj;éi aGijFiij + a2
! aGy P

Fr 7?11 Zj;évﬁ aGi; Fi; Py + ac?
: ’ OZG“‘PZ'
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C. Optimal Solution

Assuming that the feasible set is nonempty, we have the fol-
lowing results relating to the optimal solution.

Lemma 1: The optimal solution P* will have outage con-
straints satisfied with equality. That is, O;(P*) = Q; for all 4,
where we recall that 0 < ; < 1.

Proof: Suppose P is a power vector in the feasible set and
that there exists a user with O;(P) < ;. Using Results 1 and 2,
we see that we can lower the power of user + while keeping all
outage constraints satisfied. This means that there is a feasible
set of powers with smaller sum than P so that P is clearly not
optimal. ]

Lemma 2: With P; fixed for all j # ¢, the equation O;(P) =
2; has a unique positive solution P; = P}.

Proof: Immediately from Result 1. ]

Denote the unique solution of Lemma 2

P; = I(P-y) (5)
where P_; are (K — 1)-length vectors, having the same form
as the full-length power vector with the 7th element omitted.

The function I;(-) specifies the power required by user ¢ to
meet their outage constraint with equality when interfering users
have fixed powers P_;. Envisage an algorithm where, starting
from some initial power vector, each user independently updates
their power to meet their outage constraint—assuming that the
other users powers are fixed. This leaves us with a new set of
powers which form the starting point for the next iteration. This
is an intuitively pleasing algorithm but will it converge to the
solution of our optimization problem?

With the above algorithm in mind, define

I(P) =[L(P_1),.... Ix(P_K)]. (6)

We shall refer to (6) as the interference function to maintain
consistency with the framework in [23] and other prior work
[20].

We propose a new power control algorithm (PCA) having the
standard form

Pt =1(P") (7
where n denotes the iteration step. For convenience, we ini-
tialize the algorithm with powers set to the receiver noise level
PL-O = o2 for all 4, however, any positive value can be chosen in
practice. Theorem 1 proposes that (7) is a standard interference
function and, as a consequence, the PCA converges to a fixed
point. The proof is based on the properties of such functions,
which were introduced in [23] and are repeated below.

Definition 1: Interference function I(P) is standard if, for all
P > 0, the following properties are satisfied.

* Positivity I(P) > 0.

* Monotonicity If P > P’, then I(P) > I(P’).

* Scalability For all a > 1, aI(P) > I(aP).

Theorem 1: I(P) is a standard interference function.
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Proof: Positivity is immediate from Lemma 2.

We next observe that, for any user i, I;(P_;) is defined
by Oi(Plp—r,p_,)) = €%, and we will use this observa-
tion to prove the monotonicity and scalability properties by
contradiction.

First, suppose P > P’ and the converse is true: I;(P_;) <
I;(P’_,). Then

(a)
p=r(P_) = Oi

®)

0; (P

(P/|P1’:Ii(P,q-))

where (a) follows from Result 2 and (b) follows from Result 1.
However, by definition, we have

0; (P

Pz:Il-(P_l-)) =0, (PI|P,’:L-(PL7)) =Q;

and thus I;(P_;) > I;(P’,). Furthermore, this holds for all
i, and thus we conclude I(P) > I(P’) and (6) satisfies the
monotonicity property.

Suppose P’ = aP with a > 1 and the converse is true:
al;(P_;) < I;(aP_;) or, equivalently, ol;(P_;) < I;(P.,).
Then

0 (Plinen ) 201 (Plr=are-)

Qo (P

Pi=1i(P—i))

where (c) follows from Result 1 and (d) follows from Result 3.
However, by definition, we have

0O, (P/|P,’:I¢(PL1)) =0; (P Pz‘:Ii(P—i)) =Q,;

and thus of;(P_;) > I;(P’.,). Equivalently, of;(P_;) >
I;(aP_;). This holds for all 4, and thus we conclude
aI(P) > I(aP), and (6) satisfies the scalability property. ®

Since I(P) is a standard interference function, the PCA (7)
converges to a fixed point regardless of the initial power vector.
Furthermore, this point is indeed the optimal solution to the
above optimization problem [23, Thm. 2]].

Remark: While the original problem involved solving a cou-
pled system of K nonlinear equations in K unknowns, each step
of the proposed algorithm requires the separate solution of K
equations, each in one variable. As such, this algorithm lends
itself well to parallel computation.

IV. JOINT POWER AND MUD OPTIMIZATION
WITH OUTAGE CONSTRAINTS

Here, we consider the situation where we have a choice

over linear receivers and no longer neglect the receiver terms
Te.\2
(c; s5)°

A. Revised Problem Definition

We wish to jointly find each user’s power P = [Py, ..., Pk]
and linear receivers C = [cy, .. ., ck]| such that the total power
transmitted by all users is minimized, while meeting all outage
probability constraints. Mathematically, we form the optimiza-

tion problem

K
min P;
P>0,C “

s.t. Oi(P,Ci) g Qi
||C7;||2:]_7 t=1,...

and is equivalent to

K
min P;
P>0 <

- a=1

s.t. min
cislleill2=1

O;(P,c;) <,

See [4] and [20] for similar refinements.

B. Optimal Solution

Define a new function J(P) = [/1(P_1),...,Jx(P_K)],
where each component is given by

min
ciylleill2=1

Ji(P_i) = Ii(P_;,c;) ®)

and where I;(P_;, c;) was defined in (5). Mirroring the devel-
opment in Section III, we now propose a new PCA having the
standard form P"*! = J(P™), where n denotes the iteration
step. The algorithm is initialized with powers set to the receiver
noise power.

We now present a convergence result for this PCA, which is
based heavily on the properties of Definition 1.

Theorem 2: J(P) is a standard interference function.

Proof: Recall the positivity result from Theorem 1:

L(P_;,¢c;) > 0 for any fixed c;. It follows that (8) is also
positive.

Assume P > P’ and letcf = arg min [;(P_;,c;). We

cisllei|l=1
then have

min
cilleql|=1

L(P_;,c;)

and thus (8) satisfies the monotonicity property.
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To prove scalability, we have

at;(P_;)= min al;(P_;,¢;)

cile =1
= OZI,L' (P,i, C’;)
>1; (aP_;, c})
> min [;(aP_;,¢;)

cislleill=1

= JL'(O[P_i)

where c is defined above and we have used the scalability prop-
erty of I;(+,-) for a fixed c;.

Given that J;(-, -) satisfies the positivity, monotonicity, and
scalability properties for any user 4, we conclude that J(-,-) is
also a standard interference function. [ |

We have shown that J(P) is a standard interference func-
tion and, indeed, this new PCA converges to the optimal fixed
point P* = J(P*). This solution is the minimum power re-
quired to meet all user outage constraints, with linear receivers
having converged to the minimum outage probability (MOP)
receiver [20].

We refer to this algorithm as the MOP-PCA.

V. BOUNDS ON OUTAGE PROBABILITY

In our earlier work, we have shown that the outage expression
for the Rayleigh fading channel could be mapped to an av-
erage SIR threshold, allowing the original problem to be trans-
formed to a more familiar one involving average SIR and av-
erage SIR constraints [20]. The resultant algorithm utilized the
closed-form MMSE receiver, thus relieving the need for a com-
putationally expensive N -dimensional minimization over c;, as
is required by the MOP-PCA.

This section develops an upper bound on outage proba-
bility in a more general fashion. When the bound applies,
the optimization problems above can be solved suboptimally
using highly efficient iterative methods, where the optimiza-
tion over c; is now known in closed form. Furthermore, large
system approximations can also be used to solve the problem
in a decentralized manner without iteration [20]. We numer-
ically investigate the closeness of the suboptimal solution in
Section VI.

A. Certainty Equivalence Margin

The certainty-equivalent margin (CEM) was defined in [19]
for the noiseless case and further refined to include receiver
noise in [20]. The CEM represents a margin of error for av-
erage SIR when representing a system by its certainty-equiva-
lent form, with all statistical variation in signal and noise power
ignored and replaced with their expected values.

Average SIR, denoted SIR, is defined as

— G“‘ (C;l—si)2 PL'

SIRl(P7 Ci) = ) (9)
> Gij(c'sj)" P+ 0% (c]ci)
i
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while CEM (with noise) is the ratio of the SIR to the SIR
threshold

1 Gii (cTsi)” P

WY Gij (¢]'s))" P+ 0 (c] c:)
i7i

CEM! (P, ¢;) =

. (10)

To simplify the notation, we will occasionally drop these
functional forms and denote the average SIR and CEM as
simply SIR; and CEMY, respectively.

B. Upper Bound on Outage Probability

Suppose that the fading CDF Fr,, () is concave on R.. Then,
by Jensen’s inequality, we have

Oi =E[Fr,; (V,)]
< Fr (E[WI])
= Fr, (v-th 3z Gij (e]'s)” E[Fijz]Pj +o? (Cq-,TCz'))
b Gii (cg—si) P;

1
=Fr (W) '

This bound allows us to map outage constraints to constraints
on CEM or average SIR, which are constraints that are much
easier to deal with.

Y

C. Examples

We now show examples of how this bound may be derived
by concentrating on the popular Nakgami-m fading distribution
that recovers the Rayleigh distribution when m = 1.

We choose to focus on this distribution since the Rician is well
approximated by Nakgami-m withm = (n+1)2/(2n+1) > 1,
where 7 is the Rice factor [24, Sec. 3.3]. In general, however,
experimental results suggest that the Nakgami-m distribution
gives a better fit to measured data than other alternatives, doing
so over a variety of cell landscapes [25].

1) Rayleigh: A received signal having power y with
a Rayleigh distributed envelope has a cumulative power
distribution

Fy(y)=1-e" 520 12)

when E[y] = 1. It is trivial to show that (12) is concave for all
y > 0. Thus, we have the upper bound on outage given by

1
0;<1- R
=T < CEM;’)
utilizing (11), where we assume that all users have i.i.d. fading
distributions. This is exactly the upper bound found previously
via different means [20, eq. (9)].
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2) Nakgami-m: The received signal power y for a general
fading figure m has cumulative power distribution

Yy
Fz(y) = w—m™ / 2™z, y >0
m
0
when E[y] = 1 and we again assume i.i.d. fading.
We can differentiate twice to yield

d2~7:Z<y) _ 1 mmym—Qe—my

dy? ['(m)

[(m = 1) —my].

Observe that d2Fz(y)/dy* < 0 for all y > 0 provided m < 1.
Thus, the upper bound only applies for m < 1 as

1
:—P(m)mm / 2" lem™m2
0
1
— tm—l —td
T(m) / ¢
0
m

where

1 T
T(z,a) = ) /e_tta_ldt
0

is an incomplete Gamma function.

D. Mapping From Outage to Average SIR Constraints

Assume the upper bound of (11) holds. We can further bound
this quantity by the outage constraint of user :

<.
CEM;’> <& a4

0; < Fr, (
By doing so, the right-hand inequality defines a new constraint
on CEMY . By formulating and solving a new problem consid-
ering only these new constraints rather than the originals, we
guarantee that the original outage constraints are also met. How-
ever, such an approach is suboptimal with an error dependent
on the tightness between the upper bound and the real outage
probabilities.

In effect, we are mapping outage constraints to average SIR
constraints. Taking the right-hand inequality from (14) yields

1

Frn ()
th

P ’y/.
SIR, > —"—
T FR ()

CEMY >
=Ttk

where Fr. 1() denotes the inverse of the appropriate CDF, and

we have redefined the outage-mapped average SIR threshold as
th _ ’Y’Lﬂl
S ()

it

15)

for a general fading distribution, which was first introduced in
[20] for the Rayleigh fading environment.
The mapped problem can be formulated into the optimization

K
min P;
P201,=1
s.t. max SIR;(P,c;) > Tth, i=1,....K

cislleill2=1

and there exists a known iterative algorithm to find the optimal
solution [4], [20]. We refer to this algorithm as the MMSE-PCA,
since the inner optimization utilizes an “average” MMSE re-
ceiver to maximize the SIR;.

Remark: There may be many circumstances where the upper
bound does not hold. For example, we may consider Rician
fading as being well approximated by a Nakagami- model for
m > 1, values that we have already established for which the
bound does not hold. In general, all is not lost. First, the op-
timal scheme of Section IV still holds as it does not rely on any
concavity assumptions on the fading CDF. Second, and more
importantly, we can view the expression (11) as being an ap-
proximate relation rather than an inequality. This implies that
the map can no longer guarantee that the original constraints
will be met at the solution of the mapped problem. However,
should the approximation be accurate, the mapped optimization
problems (16) above will result in solutions that are near-op-
timal, with user outage probabilities being close to their respec-
tive targets. Our numerical studies in Section VI validate this
claim form = {2,3} > 1.

E. Examples

We now show by example how the outage-mapped average
SIR thresholds are evaluated for the same distributions consid-
ered in Section V-C.

1) Rayleigh: The inverse of the CDF F5-'(€;) is given by the
solution y* to the equation 1 — e™¥ = (); taken from (12). The
solution is given by y* = —log(1 — £2;), where, for notational
convenience, we omit the base on the natural logarithm.

Substituting into (15) gives the mapped threshold in closed
form as

th
F@}l _ i

" o)

(16)



700

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 54, NO. 4, APRIL 2006

20°/oL
18%>. .

Actual Outage Probability
- - Bound on Outage Probability

20%r T "
[ Actual Qutage Probability
1 8%; S - - Bound on Outage Probability L
‘\\
15% o
\\
Z12%F N
3 .
3
£10%f N
S o
hi BN
s ~
O 8% \\
\\
5% L L . L S 2 >
i2 14 16 18 20 22 24
CEM (dB)
(a)
20%g T T r r —
17%F | Actual Outage Probability ’_
‘\ = = Bound on Outage Probability
14%[ 3 1
1%} Ty :
N
g T%F s 3
o ~
] RS
S N
o L hES
o 4% \\
(@] A
~N
\\
~
~
\\
1% : =
4 5 8 10 11
CEM (dB)
()

15%r S

212%f N

10%r AN

Qutage Probabilit

%

o~
s

’

5%.

20%r . ‘ : ; —
17%F ~~ Actual Outage Probability

N N - - Bound on Outage Probability
14%F S B

11%F \\ B

7%k N ]

4%}t e E

Qutage Probability
Ve

CEM (dB)

(d)

Fig. 1. CEM, outage probability, and bound for Nakagami-m fading. (a) m = 0.5. (b) m = 1.(¢c) m = 2.(d) m = 3.

and is exactly the threshold derived in [20] for the Rayleigh

fading environment.

TABLE 1
OUTAGE PROBABILITY BOUND ERROR FOR NAKAGAMI-m

2) Nakagami-m: The inverse of the CDF F,'(€);) can be
obtained from (13) by finding the solution CEM? ™ satisfying

Q,.

| m || Mean Error | Standard Deviation |
% 0.010059 0.006604
1 0.002959 0.002700
2 —0.005006 0.002967
3 —0.009310 0.005520

m
N mym | =
(et )

This solution can be found by a simple line search. The resulting

outage-mapped average SIR threshold is given by

b ,_Yth |
th __ 7 __ _th ok
CEM?*

VI. SIMULATION RESULTS

A. Bounds on Outage Probability

In this subsection, we illustrate the tightness of the bounds
of Section V for the Nakagami-m fading distribution. Fig. 1
shows CEM versus outage probability for various fading figures
m. Each plot was produced by a Monte Carlo simulation having

2000 runs. In each scenario, a random number of users within an
isolated cell are generated with random gains G;; and random
SIR thresholds {". The resulting CEM, outage probability, and
associated bound are then computed and plotted. Values out-
side of the outage probability range of interest (1%—20% or
5%-20%) have been discarded.

We clearly see that, for m < 1, the bound on outage is valid,
thus supporting earlier claims. Where the bound does not hold,
we may consider (11) as an approximation rather than a bound.
This is justified in observing that, for m close to 1, the mean and
standard deviation of the error between the bound and outage
probability is reasonably small. Table I quantifies this observa-
tion where we note that the error is less than 1% in the outage
probability range of interest, with a reasonably tight spread.
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Fig. 2. Total transmission power for the MOP- and MMSE-PCAs with NV = 32 and Nakagami-m fading. (a) & = 8 users. (b) KX = 32 users.
B. User Power Optimization With Outage Constraints 100% T T
The following simulations consider an isolated circular
CDMA cell with radius of 1 km and uniform location of users £
within. We model the slowly varying channel gains GG;; as a dis- 'r._é
tance-dependent loss (exponent 4) superimposed by log-normal 09_ ‘
(zero-mean 8-dB variance) shadowing. Once chosen, these gains @ 50%r 1 ]
are fixed. A processing gain N = 32 is chosen, corresponding £
to a chip rate of 1.2288 Mc/s and an encoder input rate of ?-,
38.4 kb/s under cdma2000 [26]. AWGN receiver power equal to &
0% = —130 dB is also chosen, corresponding to approximately 20%
a 1-MHz bandwidth. 10%
User signature sequences are selected at random with elements Sﬁﬁ’ . ;
of s; taking values +1/v/ N with equal probability. Initial re- ° 10 12

ceivers c; are set to the matched filter and initial user powers to the
receiver noise power. We employ sequential quadratic program-
ming [27] to numerically minimize the interference function (8)
over the receivers at each iteration, whilst the results from [28]
are used to numerically compute the outage probability.

We define three QoS classes, each having outage probability
and SIR threshold specification pairs {(5%, 9 dB), (10%, 8 dB),
(20%, 7 dB)}. We assign 25% of users to the first class, 50% to
the second, and the remaining to the third.

Fig. 2 shows the total sum power of all users as a function of
the iteration step, as the Nakagami-m fading figure takes values
m = {(1/2),1,2,3} identically for all users. A dotted curve
represents the MOP-PCA result while the mapped MMSE-PCA
result is portrayed as a solid curve.

In all scenarios, the converged total sum powers are almost
indistinguishable. For m < 1, this is due to the tightness of the
bound. Where the bound does not apply, we still see an almost
indistinguishable result. This is important, as it validates the use
of (11) as an approximation of the outage probability and the
claims made in Section V-D.

User outage constraints were met with equality (to four sig-
nificant figures) in all simulations. We illustrate the convergence
of the outage probabilities to their final values in Fig. 3, for
K = 32 users and a fading figure of mm = 3, where we have

6 8
Iteration Number

Fig. 3. User outage probability evolution for the MOP-PCA with ' = 32
users, /N = 32, and Nakagami-m fading figure m = 3. All user outage proba-
bilities reach their target values at convergence.

TABLE II
AVERAGE NORMALIZED USER POWERS AT CONVERGENCE FOR NAKAGAMI-112

m | Algorithm K
4 [ 8 [ 16 32
1 MOP 1.1140 1.5369 2.4541 430.8579
P MMSE 1.1142 1.5408 2.4589 430.9965
MOP 1.1118 1.5199 2.4031 286.4167
1 MMSE 1.1118 1.5199 2.4031 286.5411
MOP 1.1086 1.4901 2.3206 108.1565
2 MMSE 1.1078 1.4900 2.3197 107.4755
MOP 1.1067 1.4732 2.2733 56.7039
3 MMSE 1.1066 1.4730 2.2728 56.0825

again used the mapped scheme as an approximation to the op-
timal result. We clearly see the three QoS classes (5%, 10%, and
20%) at convergence.

Table II lists average normalized user powers at convergence
for a number of scenarios: as the number of users vary as K =
{4,8,16,32} and the fading figure as m = {(1/2),1,2,3}.
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Each user’s transmit power is first normalized by the power re-
quired to meet its outage constraint with equality in a single-user
situation,

Py = argmin [0;(Pi, ¢i) — Q.
where the outage probability for user ¢+ now only depends on F;
and the matched filter ¢; = s; is the optimal receiver. We imple-
ment a simple line search to find the solution P;*. Second, the
average is taken over these normalized powers in each scenario
to produce the tabulated results.

Results for the MMSE-PCA are very close to the optimal
powers produced by the MOP-PCA, even when m = {2,3}
and the bound does not apply. In these two cases, the outage
probabilities resulting from the MMSE-PCA are slightly higher
(above the corresponding outage constraints €2;) than those of
the MOP-PCA; however, for practical engineering purposes (to
four significant figures), we may still consider the solution to be
acceptable.

As one may expect, the average transmission power is greater
in more severe fading environments as m decreases. We further
observe that for low numbers of users where K < N, there ex-
ists a reasonably low multiuser power penalty in relation to K
as it is scaled upwards. This is to be expected, as the processing
gain is sufficiently high to provide a large number of degrees
of freedom in the system; the multiuser power penalty being
a noise enhancement analogous to that of the decorrelating re-
ceiver [2]. As we load the system further to K’ = N, an expo-
nential increase in the average power is observed.

VII. CONCLUSION

This paper has introduced a new framework for solving
power control problems incorporating outage probability con-
straints. We have presented a general method for creating
iterative algorithms with proven convergence to the optimal
solution, with only modest conditions on the associated fading
distribution. Importantly, users need not be modeled by an
identical fading distribution, allowing for a more diverse and
realistic cell model. The framework was further developed to
solve an extended problem involving a joint optimization of
user powers and linear receivers.

New generalized bounds on outage probability were de-
veloped for fading distributions having a concave CDF. Such
bounds allowed a mapping from outage to average SIR con-
straints, facilitating a suboptimal scheme to solve the original
problem. The error of this suboptimal scheme was found to be
exceptionally small for the simulations considered. Where the
CDF was not concave, the same method was found to give an
excellent approximation to the optimal solution.

There exists two main open research problems and direct ex-
tensions that arise from the work presented in this paper:

¢ an extension toward L-branch diversity channels where ei-
ther multiple antenna configurations or RAKE reception is
employed for frequency-selective environments;

* a stochastic interpretation of measured parameters (e.g.,
slowly varying channel gains G;;) that are input to the
power control algorithms, along the lines of [17].

These are currently under investigation.
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