
Outage Minimization with Limited Feedback for the Fading

Relay Channel

Nasir Ahmed, Mohammad Ali Khojastepour, Ashutosh Sabharwal and

Behnaam Aazhang

Department of Electrical and Computer Engineering

Rice University

email: {nasir,amir,ashu,aaz}@rice.edu

Abstract

In this work, we consider practical methods to approach the theoretical performance limits in the

fading relay channel under different assumptions of transmitter channel knowledge. Specifically, we

consider two degrees of transmitter channel knowledge: (i) perfect feedback is available and power

control is employed, and (ii) no channel state knowledge is available at the transmitters and only spatial

power allocation is possible.

First, when perfect feedback is available, the optimal power control policy determines the ultimate

limits of performance for constant rate transmission in the slow fading environment. However, in practice,

perfect channel knowledge is not possible at the transmitters due to the finite capacity of the feedback

links. We find practical methods to approach this performance limit through the use of power control

with finite rate feedback. The finite rate feedback results are shown for the low complexity, full diversity

amplify-and-forward(AF) protocol. Interestingly, we see that only a few feedback bits are needed to

achieve most of the gains of the optimal perfect feedback power control algorithm.

Second, we consider the performance limit when the transmitters have no channel state knowledge,

and derive the optimal spatial power allocation between the source and relay for a given sum power

constraint for the AF protocol. For most practical cases of interest, equal power allocation between the

source and relay is shown to be nearly optimal. Our work suggests that there is minimal power savings

from using spatial power allocation at the transmitters. To obtain large performance improvements over



constant power transmission, it is imperative to have feedback for each realization of the channel state

to allow for temporal power control.

Index Terms

Relay channel, Limited feedback, Block fading, Power control, Diversity methods.

I. I NTRODUCTION

User cooperation is a powerful transmission technique that can improve the throughput over

traditional point-to-point communications in wireless networks [1, 2]. Exploiting channel knowl-

edge at the transmitter for point-to-point communications leads to significant performance im-

provements [3–5]. However, even in the simplest form of cooperation, the relay channel, almost

no attention has been paid to finding algorithms to make use of transmitter channel knowledge.

In order to fully realize the benefits of cooperative transmission, feedback information must be

exploited when it is available.

The objective of this work is to investigate methods to approach the performance limits in

the fading relay channel under different assumptions of network channel state information at the

transmitters (CSIT). The first performance limit considered is the one defined by the optimal

power control policy when perfect network channel state information is available at the source and

relay. However, in practice, having a perfect channel estimate at the transmitters is impractical,

especially in network scenarios. Hence, we consider the effect of finite rate feedback links.

We derive a power control policy based on the rate of the feedback link, and we show how it

can be used to approach the perfect feedback power control limit. Second, when channel state

information is unavailable to the transmitters, we find the optimal performance limit for a given

protocol and provide a simple method to approach this limit.

To approach the performance of the optimal CSIT power control algorithm, we describe a

power control procedure based on a limited feedback channel that is extendable to any number
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of feedback bits. Interestingly, we see that with just one or two bits of power control information,

the finite rate feedback algorithm can overcome most of the performance gains that the optimal

CSIT power control policy achieves over constant power transmission. Furthermore, we show a

simple power control policy, where equal average power is given to each power control subregion.

This practical policy allows for efficient computation of the power control regions, and is easily

extendable to any rate of the feedback link. Our results are general and can be extended to

many relay coding protocols. However, we show results based on the amplify-and-forward(AF)

protocol [6], which is an attractive network code due to its simplicity and ability to achieve full

diversity.1 For the AF technique, through an analysis of the outage probability, we are able to

show that the use of a feedback bit doubles the diversity order over constant power transmission.

The effect of the increased diversity order is a significant savings in power over constant power

transmission for a target frame error rate. Such power savings are of particular importance in

systems requiring energy efficiency, such as ad-hoc and sensor networks [9]. It is therefore

imperative that next-generation network protocols utilize feedback to enable power control, as

it will result in significant battery life improvements.

The second performance limit considered in this work occurs when no channel state knowledge

is available to the transmitters. When no CSIT is available, then temporal power control is not

possible. However, based on the statistics of the links in the network, the source and relay are able

to determine the fraction of the total available power with which to transmit. For the AF protocol,

we derive the optimal spatial power allocation between the source and relay. Interestingly, it is

seen that for relays positioned close to the source, which is a scenario where relaying becomes

feasible, equal power allocation between the source and relay is close to optimal. As a result, in

the absence of CSIT, there is minimal power savings from using spatial power allocation at the

1In this work, we consider a more general definition of diversity. A diversity order ofd is obtained if for some constantC

and powerP , the outage behaves asC
P d . This is somewhat different from the traditional notion of diversity, which is obtained

through the reception of independent paths (i.e. multiple transmit/receive antennas) of the data.
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transmitters. Our work suggests that to obtain large performance improvements over constant

power transmission, it is imperative to have feedback for each realization of the channel state

to allow for temporal power control.

The rest of the paper is organized as follows. Section II provides background regarding the

protocols and models used throughout the paper. Section II.A discusses the general relay network

and channel models. Section II.B describes the tools used for performance analysis. In Section

II.C, we describe the AF protocol, which is the relay code used in this work. Section III

investigates the outage performance of the relay protocol under the assumption that channel

state information is available to the transmitters. Section IV considers power control with finite

rate feedback. Section V looks at the case of no transmitter channel state information, and Section

VI provides concluding remarks.

II. PRELIMINARIES

A. Network Model

Consider the relay network in Figure 1(a), with one relay node and one source-destination

pair. The relay assists in the communication of data between the source and the destination,

and it does not produce its own data. It is assumed that linki in the network is attenuated by

fading coefficienthi, wherei ∈ {0, 1, 2}. The magnitudes of these coefficients are assumed to

follow a Rayleigh distribution. At both the source and relay, the received signal is corrupted by

additive white Gaussian noise with zero mean and unit variance. The received signal at the relay

is y1 = h0x1 + z1, wherex1 is the relay input andz1 is the noise at the relay. At the destination,

the received signal isy = h1x1 + h2x2 + z, wherex2 is the input signal at the relay, andz is

the noise at the destination.

In the sequel, we will denoteγ0 = |h0|2, γ1 = |h1|2 andγ2 = |h2|2. Thenetwork channel state

is defined by the 3-tupleγ = (γ0, γ1, γ2), whereγi follows an exponential distribution with mean

λi, i ∈ {0, 1, 2}. The parameterλi captures the pathloss across linki in the network, which is
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a function of the length of the link, and the pathloss exponentα; typically, α lies in the range

(2, 5).

To consider the effect of the relay nodes positioning, we use the model shown in Figure 1(b).

We assume that the distance between the source and relay is one unit, and the relay is located

in a line between the source and destination. The parameterd represents the distance from the

source to the relay, and1− d is the distance from the relay to the destination. The mean value

of the fading distribution for the source-relay link is consequentlyλ0 = 1
dα and for the relay-

destination link we haveλ2 = 1
(1−d)α . To assess the effects of relay positioning on performance,

for the remainder of this work, we consider the relay model of Figure 1(b).

B. Performance Metric

We consider a block fading model, where the fading coefficientsγi are constant over a block

and are independent from one block to the next. A practical analysis tool for the block fading

environment is the outage probability [13], which for large blocklengths, serves as a lower

bound to the frame error rate, making it a practical tool for the analysis of coded systems.

Outage probability is the probability that the instantaneous achievable rate of the channel is less

than the transmission rate,

Pout(R, γ) = Prob[R > Rgen(γ, Ps(γ), Pr(γ))], (1)

whereRgen is the instantaneous achievable rate of the transmission protocol used. In (1),Ps(γ)

is the transmit power of the source,Pr(γ) is the transmit power of the relay andR is the

attempted rate of transmission. Note that in (1) the source and relay powers have been written

as functions of the instantaneous network channel stateγ to show that power control is possible

when information regarding the network channel state is available to the transmitters.
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C. Relaying Protocol

Many network coding options are available, depending on the complexity and physical lim-

itations of the relay node. An example of a physical limitation which can be used to classify

coding protocols is the problem of ’cheap’ relay nodes, introduced in [14], where transmission

and reception simultaneously in the same frequency band is not possible. In this case, a practical

transmission protocol is the amplify-and-forward (AF) technique, developed in [6]. This is

a computationally efficient protocol since the operation at the relay is simply scaling and

forwarding. Additionally, the source and relay transmissions are orthogonal, which eliminates

any potential interference. Given a source with average powerPs(γ) and a relay with average

powerPr(γ), the achievable rate of the AF transmission protocol is [6]

RAF (γ, Ps(γ), Pr(γ)) =
1

2
log

(
1 + 2γ1Ps(γ) +

4γ2Ps(γ)γ0Pr(γ)

1 + 2Ps(γ)γ0 + 2Pr(γ)γ2

)
. (2)

Note that in (2), since each transmitter sends data for half the time slot, the source uses power

2Ps(γ) and the relay uses power2Pr(γ) to guarantee an average power ofPs(γ) + Pr(γ) per

time slot. Note that calculating the outage probability of AF requires replacingRgen(·) in (1)

with RAF (·). Despite its simplicity, amplify-and-forward has been shown to achieve full diversity

in a system with one relay node [6]. For this reason, the amplify-and-forward protocol is the

relaying protocol studied in this work.

III. O PTIMAL POWER CONTROL WITH PERFECTCSIT

When the network channel state is available at the source and relay, outage minimization with

power control can provide significant savings in power, as will be seen next. Given a network

channel state ofγ that is perfectly measured at the destination, the source and relay are instructed

to transmit with powersPs(γ) andPr(γ), respectively. Assuming an arbitrary relay protocol with
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an achievable rate ofRgen(γ, Ps(γ), Pr(γ)), the outage probability becomes

Pout(R, γ) = Prob(Rgen(γ, Ps(γ), Pr(γ)) < R) =

Eγ[IF{Rgen(γ, Ps(γ), Pr(γ)) < R}], (3)

whereIF (·) is the indicator function. When outage minimization is performed with respect to

an average long term sum power constraint, substantial reductions in outage are possible. The

power constraint can be expressed as

Eγ[Ps(γ) + Pr(γ)] ≤ 2Pavg. (4)

Note that using the sum power constraint in (4) leads to an improved outage performance

compared to the case of individual source and relay power constraints. However, the optimal

power control policy found by using the constraint in (4) will serve as a lower bound on the

outage probability of any finite rate feedback power control algorithm. The following proposition

outlines the optimal power control strategy for the relay channel.

Proposition 1 ( [11]): The optimal power allocation that minimizes the outage probability

for a relaying protocol with achievable rateRgen(γ, Ps(γ), Pr(γ)) under a long term sum power

constraint is

PLT (γ) =





P ∗
st(γ), with probability 1, if P ∗

st(γ) < s∗

P ∗
st(γ), with probability w0, if P ∗

st(γ) = s∗

0, with probability 1− w0, if P ∗
st(γ) = s∗

0, with probability 1, if P ∗
st(γ) > s∗.

(5)

The power levelPLT (γ) is the sum of the instantaneous source and relay powers. HereP ∗
st is the

solution toT (γ, Pst(γ)) = R, andPst is the short term sum power allocation which guarantees

zero outage when transmitting at a rateR. Additionally, w0 ∈ (0, 1), and

T (γ, Pst(γ)) = max
Ps(γ),Pr(γ)

{Rgen(γ, Ps(γ), Pr(γ)) : Ps(γ) + Pr(γ) ≤ 2Pst(γ)}, (6)

where Ps(γ) is the instantaneous source power andPr(γ) is the instantaneous relay power.

Furthermore,s∗ is chosen such that the average power constraint is satisfied.
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To summarize Proposition 1, minimizing the outage probability and satisfying the average sum

power constraint involves first solving a short term power allocation problem that completely

inverts the effects of the channel, and this is followed by finding a cutoff value for the sum

power that guarantees the average power constraint. The power allocation procedure for the

various relay protocols is similar, except the solution ofT (γ, Pst(γ)) varies depending on the

form of the achievable rate.

In Figure 2, the outage probability is shown for the optimal power control policy between the

source and relay. The relay is assumed to be at a distance ofd = 0.5, which leads to good source-

relay and relay-destination links. The channel gains|hi|, i ∈ 0, 1, 2 follow a Rayleigh distribution,

and are independent of each other. The pathloss exponent isα = 3. At an outage probability of

10−2, we achieve more than 10dB savings in power over constant power transmission through

optimal power allocation. Clearly, this result motivates the need for feedback in relay networks.

In the next section, we show how through a limited feedback link, we can redeem most of the

gains that the algorithm in Proposition 1 achieves over constant power transmission.

IV. POWER CONTROL WITH FINITE RATE FEEDBACK

In this section, we derive a power control algorithm for the relay channel that uses limited

feedback. First, we outline the general procedure, and then we present a low complexity subop-

timal solution. The low complexity solution has the property that it can be easily extended to

an arbitrary number of feedback bits. For the case of one feedback bit, an approximation to the

outage probability is developed, and the diversity gain for the AF protocol is shown to double

over constant power transmission.

A. General Procedure

Consider the destination, which has a perfect estimate of the network channel stateγ. Given

M bits of feedback, the space defined by all possible sets ofγ is quantized intoL = 2M
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regions. For the network channel stateγ, the region is a volume in the space defined by all

positive (γ0, γ1, γ2). The destination, upon measuring the channel state, selects a power-tuple

Pq = (Ps,q, Pr,q), from a power control codebookC, of size L, whereq ∈ {1, 2, ..., L}. The

indexq to the selected power-tuple is transmitted to both the source and relay through a noiseless

feedback link. It is assumed that both the source and relay have copies ofC. Upon reception of

the indexq, the source transmits with powerPs,q and the relay with powerPr,q.

The elements ofC are chosen to maintain the average power constraints of both the source

and relay. We consider the case where both the source and relay have individual average power

constraints. The power control policy described by Proposition 1 involves outage minimization

with a sum power constraint, and serves as a lower bound to the outage for the case of individual

power constraints on the source and relay. As a result, even asL →∞, the power control policy

of Proposition 1 will provide a lower bound on the outage probability of the developed power

control algorithm.

Consider the power control functionS : R3
+ → R2

+, which maps the current channel state

γ ∈ R3
+ to a codebook elementPq ∈ R2

+. To satisfy the average power constraint,Eγ[S(γ)] ≤

(Ps, Pr) must hold on a per element basis. The objective of the power control algorithm is to

find aS(γ) that minimizes the outage probability while meeting the power constraint. In general,

the elements ofPq can differ, chosen to meet individual power constraints of the source and

relay. To simplify the analysis, we impose one of two possible restrictions onPr,q. The first

restriction is where the relay transmits with a constant powerPr in each time slot. This leads

to a power-tuple ofPq = (Ps,q, Pr). The second restriction is where the relay takes a similar

action as the source, depending on its power constraint. That is, ifPr = ηPs, then we impose a

constraint on power-tupleq asPq = (Ps,q, ηPs,q). We will show later that the second form of

the power-tuple allows for an increase in performance over using a constant relay power. The

results presented next are applicable to both scenarios.
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Given M bits of feedback, the space defined by all(γ0, γ1, γ2) will be divided into L =

2M subregionsRq, q ∈ {1, 2, ..., L}. If the instantaneous value ofγ falls into regionRq, the

destination indicates to the source and relay to use power-tuplePq. The power levels(Ps,q, Pr,q),

q ∈ {1, 2, ..., L} are chosen to satisfy the long term power constraint, i.e.,

(Ps, Pr) =

(
L∑

q=1

Ps,q

∫

Rq

f(γ)dγ,

L∑
q=1

Pr,q

∫

Rq

f(γ)dγ

)
, (7)

wheref(γ) is the joint probability distribution of the network channel stateγ.

In Figure 3(a), for the amplify-and-forward protocol and for a givenγ0, the power control

regionsRq are shown. Although we have shown the space of(γ1, γ2) for a givenγ0, changingγ0

changes the position ofµq. The power control regions are in fact volumes in the space defined

by γ, where for any particularγ0, a cross-section of the 3-D space is similar to that shown in

Figure 3(a).

One key feature of the power control regions is that in regionRq, q ≥ 2, the assigned power

Pq is the minimum required to guarantee zero outage for any point in the region. This is a

fundamental property of all optimal finite rate feedback power control algorithms [4]. With this

property in mind, assuming a relaying protocol with achievable rateRgen and transmitting at a

constant rateR, power levelPs,q is the solution to

Rgen(γ, Ps,q, x) = R. (8)

Note that in (8),x = Pr when the relay power is always constant, andx = ηPs,q when the relay

also adapts its power.

From Figure 3(a) observe that for a fixedγ0, the boundary betweenRq andRq+1 is separated

by a curveG(γ0, γ1,Pq+1). This curve is found by solving forγ2 in (8). Any (γ1, γ2) along

this curve requires exactly powersPq+1 for zero outage, while any other points inRq+1 require

instantaneous source and relay powers less thanPs,q andPr,q, respectively, for zero outage. We

state this formally in the following theorem.
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Theorem 1:For the amplify-and-forward protocol, any points lying below the curveG(γ0, γ1,Pq)

require source and relay powers greater thanPs,q andPr,q, respectively, to guarantee zero outage.

Furthermore, any points lying above this curve require source and relay powers less thanPs,q

andPr,q, respectively, to guarantee zero outage.

Proof: See Appendix I.

As a result of Theorem 1, the entire regionRq+1 has no outages. This property holds for all

Rq, q ∈ {2, ..., L}. Based on the power constraint, however, a portion ofR1 would be in outage.

Therefore, calculating the outage probability reduces to an analysis of regionR1.

RegionR1 uses power-tupleP1 corresponding to a source power ofPs,1 and a relay power

of Pr,1. The outage probability is the probability that the source power required to invert the

channel is greater thanPs,1. Note that our analysis stems from the properties of the source power,

as the relay power is either constant or a scaled version of the source power. DefiningP ∗ as the

minimum power to guarantee zero outage for network channel stateγ, thenP ∗ can be written

as the solution of

Rgen(γ, P ∗, x) = R,

wherex = Pr when the relay transmits with constant power, or elsex = ηP ∗ when the relay

also adapts its power. With the solution toP ∗ in hand, the outage probability can be expressed

as

Πout =

∫

γ:P ∗≥Ps,1

f(γ)dγ. (9)

Different relaying protocols will have different solutions ofG(γ0, γ1,Pq). Considering the

amplify-and-forward protocol, solving forγ2 leads to the following

GAF (γ0, γ1,Pq) =
K(1 + Ps,qγ0)− Ps,qγ1(1 + Ps,qγ0)

Pr,q(−K + Ps,qγ1 + Ps,qγ0)
, (10)

whereK = e2R − 1. It can be easily verified thatµq = K/Ps,q − γ0 for q ∈ {2, ..., L}, and

πq = K/Ps,q for q ∈ {1, ..., L}, whereπq andµq are defined in Figure 3(a). The power control
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regions for variableγ0 can be visualized by considering the effect ofγ0 on µq and also in the

form of GAF (·).

B. Suboptimal Power Control Method

In general, solving the regionsRq and the associated power levels is computationally complex.

However, for a more efficient approach, we consider a method similar to [19], where equal total

power is allocated to each subregion [19]. For the case of multiple antenna systems with finite

rate feedback, this technique was shown to be a good solution and close to optimal for large

powers and for increasing bits of feedback. The power of this method is that, instead of jointly

solving for the power control levels, they can be found in a successive fashion, which makes

this algorithm amenable to a large number of feedback bits. The procedure is described next.

First, the power levels(Ps,L, Pr,L) are solved by noting that

Ps

L
= Ps,L

∫

RL

f(γ)dγ. (11)

The solution determines the power levels(Ps,L, Pr,L) and the region boundaryG(γ0, γ1,PL).

Once regionL has been solved, then regionL− 1 can be found. This process is continued until

power levelP1 has been found. Solving power levelPq requires knowledge ofPq+1, and by

the simplifying assumption thatPs

L
= Ps,q

∫
Rq

f(γ)dγ. Note that we have used the total power

in each region asPs/L, since the power level for each regionRq corresponds to the transmit

power of the source, and the relay can either transmit with a constantPr or a variable power

related to the source power. In either case, the relay’s action is reflected in the algorithm by the

form of G(γ0, γ1,Pq) and hence in the solution of regionsRq. In Section IV-D, we will see

how using this suboptimal technique with just a few power levels leads to tremendous savings

in power at a target outage probability over constant power transmission.
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C. Lower Bound on Diversity Order

It was seen in [6] that the amplify-and-forward protocol transmitting at constant power has a

diversity order of two compared to a first order diversity for the single antenna direct transmission

system. We next show that for the case of one bit of feedback, the diversity gain doubles from

two to four for the AF protocol.

To show the behavior of 1-bit of feedback for the amplify-and-forward protocol, we first

consider the effect of the source-relay fading value,γ0. It should be noted that even in the case

of a Gaussian source-relay link with a fixedγ0, amplify-and-forward still exhibits a second order

diversity. This can be shown rigorously by analyzing the asymptotic behavior of the exponential

distribution.

Theorem 2:For the amplify-and-forward protocol with a fixedγ0, and randomγ1 and γ2,

transmitting at a constant power leads to a second order diversity.

Proof: See Appendix II.

Aside from Theorem 2, the fact that a fixed value ofγ0 does not effect the diversity can also

be understood by observing that the destination node still sees two independent copies of the

information, through the random source-destination and the relay-destination links. With this in

mind, we state the following theorem.

Theorem 3:For the amplify-and-forward protocol, asPr = Pavg increases, the optimal one

bit network power control offers at least a diversity order of four.

Proof: Assume that the source-relay link is Gaussian, with a fixed source-relay link gain of

γ0. As was proven in Theorem 2, this assumption does not affect the diversity order analysis.

Additionally, it is assumed that the relay simply transmits with powerPr in each time slot,

as we are seeking a lower bound for diversity order. The analysis for outage probability that

follows assumes large values of SNR. Under such a scenario, the hyperbola shown in Figure 3(b)

intersects theγ2 axis. To compute a lower bound to the outage probability under such a scenario,
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we approximate the hyperbola as a triangle, as seen in Figure 4. The concavity of the hyperbola

guarantees that the approximate outage analysis will be a lower bound, sincePs,1 ≥ Ps,2 for

large power constraints. Looking inR1, a line defined asCl(γ0, γ1,P1) = δout − γ1δout/γout

defines the outage region. Also, in this figure the lineCl(γ0, γ1,P2) = δB − γ1δB/γB is the

boundary betweenR1 andR2. Note thatγout = K/Ps,1 and points below this curve are assumed

to be in outage. Also,δout is found by settingγ1 = 0 in GAF (γ0, γ1, (Ps,1, Pr)), andδB is found

by solving forγ2 in GAF (γ0, 0, (Ps,2, Pr)). The outage probability can be written as

Πout =

∫ γout

γ1=0

∫ Cl(γ0,0,Ps,1)

γ2=0

fγ1,γ2(γ1, γ2)dγ1dγ2. (12)

Denoting the probability that the network state(γ1, γ2) is in regionR2 as∆2, we can then write

∆2 =
1

λ1λ2

∫ ∞

γ1=γB

e
− γ1

λ1

∫ ∞

γ2=0

e
− γ2

λ2 dγ2γ1 +
1

λ1λ2

∫ γB

γ1=0

e
− γ1

λ1

∫ ∞

γ2=Cl(γ0,γ1,Ps,2)

e
− γ2

λ2 dγ2dγ1. (13)

Using the second order Taylor approximation to the exponential function,e−x ≈ 1− x + x2

2
, it

can be shown that∆2 ≈ 1− δBγB

2λ1λ2
. Using similar arguments, it can be shown thatΠout = δoutγout

2λ1λ2
,

whereγout = K/Ps,1. Therefore, we have the following approximation for the outage probability

for largePs,1

Πout =
δoutγout

2λ1λ2

=
K2(1 + Ps,1γ0)

2PrPs,1(Ps,1γ0 −K)λ1λ2

≈
K2

2PrPs,1λ1λ2

. (14)

To complete the analysis, we need to findPs,1 as a function ofPavg. Using the power constraint on

regionR1, we can show thatPs,1(1−∆2) = Pavg/2, which leads toPs,1 = PavgPrPs,2λ1λ2(Ps,2γ0−K)

K2(Ps,2γ0+1)
.

With this in mind, the outage probability is now rewritten as a function ofPs,2 as

Πout ≈
K4(Ps,2γ0 + 1)

2λ2
1λ

2
2P

2
r PavgPs,2(Ps,2γ0 −K)

. (15)

Clearly, (15) has a fourth order decay with respect to powerPavg as long asPs,2 is a linear

function of P and whenPr = Pavg. Next, Ps,2 is found as a function ofP . Using the fact that

we are considering an algorithm where each power control region has the same total power, i.e.,
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Ps,2 ·∆2 = Pavg

2
, Ps,2 is the solution to the following

Ps,2 ≈
Pavg

4
+

K

2γ0

+

√
(Pavg/γ0)2 + 2K2/(λ1λ2)− 4PavgK/γ0 + 4K2/γ2

0

4
.

As a result, sincePs,2 depends onPavg, substitution into (15) leads to a fourth order decay of

the outage probability as a function of the power. ¥

From this result, it is clear that, with the use of just one feedback bit, the diversity order has

doubled from two to four. A similar effect was seen in [19], for the case of direct transmission,

where the decay in outage probability was proportional to the number of elements in the power

control codebook. An additional point of interest is the effect of the mean values of the fading

links λ1 andλ2. Increased values of these parameters lead to a decrease in the outage probability.

However, the diversity order is still four. For the case of constant power transmission using the

AF protocol, changes inλ1 andλ2 also do not effect the diversity order [6].

In [6], the authors explored the use of one feedback bit to improve system performance and

proposed a technique known asincremental relaying. This relay protocol makes more efficient

use of the available degrees of freedom by using a feedback bit to indicate the success/failure

of the source transmission to the destination and only relaying when the source transmission

leads to a decoding failure. This results in gains over traditional AF by increasing the rate for

good source-relay conditions. However, it is shown in [6] that such a technique only provides a

diversity order of 2. Our work reveals that it is more efficient to use the feedback information

for power control, which can lead to tremendous power savings over incremental relaying at the

same transmission rate.

D. Analysis and Discussion

In Figure 2, power control with one bit of feedback for the AF protocol is shown. With just

one bit of feedback, fourth order diversity is obtained, compared to a second order diversity for

constant power transmission. At an outage probability of10−2, there is approximately 5dB of
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power savings with just one feedback bit. Furthermore, we observe that, at this same outage

probability, one bit of feedback substantially reduces the gap to the optimal power control

strategy. This motivates the need for future network protocols to allocate a few bits in feedback

packets to allow for power control.

Recall that two possibilities were described for the action of the relay. First, the relay transmits

with a constant power in each time slot. Second, the relay takes the same action as the source

(when they have the same average power constraints). In Figure 2, for the case of 1-feedback

bit, the gains of using a variable relay power are also shown. We see that there is a small gain

from performing this type of power adaptation at the relay.

In Figure 5, for the amplify-and-forward protocol, the effect of increasing feedback bits is

shown. Constant power transmission is compared to the proposed power control strategy with 2

power levels (1 bit feedback). Additionally, the gain from adding one more power control level

is shown, and we see that, for small outage probabilities, much of the gap to the optimal power

control strategy has been bridged. This suggests that only a few bits of feedback are necessary

to extract large savings in power, and further increases in the feedback rate offer diminishing

returns. Also shown in the figure is the performance of a direct transmission system using the

same total power as AF and transmitting at the same rate. Clearly, direct transmission offers only

a first order diversity, whereas AF has double this diversity, which translates into large power

savings.

V. OUTAGE M INIMIZATION WITH NO CSIT

In the previous sections, the potential gains of using the optimal power control strategy were

seen, and also the effects of limited feedback on outage minimization. We observed that only

a few bits of feedback are needed to bridge much of the gap to the optimal CSIT power

control algorithm. We next consider the case where the transmitters have no channel state

information(CSIT) and thus cannot perform temporal power control.
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Even though the transmit powers for the source and relay are fixed, the outage probability can

be minimized by determining the optimal fraction of the total power to be allocated to the source

and relay. In each time slot, we have thatPs + Pr = 2Pavg. The objective is to find aκ ∈ (0, 1)

such that the outage probability is minimized given thatPs = 2Pavgκ and Pr = 2Pavg(1 − κ).

In addition to the derivation of the optimal source-relay power ratioκ∗, we will see how the

practical choice of using equal power at the source and relay performs close to optimal for many

cases of interest. Next, we consider the performance of the amplify-and-forward protocol for the

case of constant power transmission.

Consider the amplify-and-forward protocol and an optimal source-relay power ratioκ∗. The

achievable rate is

RAF (γ, Ps, Pr) =
1

2
log

(
1 + 2γ1Pavgκ

∗ +
4γ2P

2
avgκ

∗γ0(1− κ∗)

1 + 2Pavgκ∗γ0 + 2Pavg(1− κ∗)γ2

)
.

We next characterize the outage probability for the amplify-and-forward protocol in the limit for

large powers and for a givenκ.

Lemma 1:As the average power2Pavg becomes large, the outage probability of the amplify-

and-forward protocol can be approximated as

Pout ≈
{

e2R − 1

2
√

2Pavg

}2 [
1

κλ1

· (1− κ)λ2 + κλ0

κ(1− κ)λ0λ2

]
, (16)

where λi, i ∈ {0, 1, 2} is the mean value of the fading for linki in the relay network and

0 ≤ κ ≤ 1 allocates power between the source and relay.

Proof: The proof is based on asymptotic analysis of the exponential distribution, which was

described in [6]. The total network power is2Pavg. Based on [6], it can be shown that

lim
s→∞

s · Prob[sκγ1 < t] =
t

λ1κ
= f(t),

and

lim
s→∞

s · Prob[f(sκγ0, s(1− κ)γ2) < t] =
t

λ0κ
+

t

λ2(1− κ)
= g(t),
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wheref(x, y) = x·y
x+y+1

. In the above formulations,sκ is the total power used by the source and

s(1− κ) is the power used by the relay. Using Theorem 1 from [7],

lim
s→∞

s2 · Prob[sκγ1 + f(sκγ0, s(1− κ)γ2) < t] =
∫ t

0

g(t− x) · f ′(x)dx =

t2

2κλ1

[
1

κλ0

+
1

(1− κ)λ2

]
.

Substitutings2 = 4P 2
avg and t = e2R − 1, the result follows. ¥

We next investigate how the optimal source power2Pavgκ
∗ is a function of the position of

the relay. To do this, we consider again the scenario where the source and destination are one

unit apart, and the relay is a distance0 ≤ d ≤ 1 from the source. Given a pathloss exponentα,

this leads toλ1 = 1, λ0 = 1
dα andλ2 = 1

(1−d)α . To find the optimal source-relay power ratio, it

suffices to minimize the outage probability of (16) over allκ. Performing the minimization, the

optimal value ofκ is

κ∗ =
(1− d)α − 4dα +

√
(1− d)2α + 8(1− d)αdα

4(1− d)α − 4dα
. (17)

An interesting property of the power ratio is that the solution is independent of the network

power constraint2Pavg. Another interesting point is that the solutionκ∗ ≥ 0.5, meaning that

the relay should never transmit with more power than the source. In Figure 6, the savings in

power by using the optimal power ratio of (17) are seen. By using the optimal ratio, up to 3dB

is saved over equal power allocation between the source and relay. However, we see that for

small distances (d < 0.5), the gains of using the optimal ratio are minimal. As a result, when the

source is close to the destination, using equal power for the source and relay is a good strategy.

VI. CONCLUSIONS

In this work, we have analyzed power control methods to approach the fundamental limits in

the fading relay channel for varying degrees of side information at the source and relay. When
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perfect side information is available at the transmitters, significant energy savings over constant

power transmission can be obtained through optimal power control. However, we showed that

only a few bits of feedback are sufficient to achieve most of the gains of the optimal CSIT

power control policy. This result suggests the importance of designing protocols that incorporate

feedback in future wireless networks, as even limited amounts of feedback will translate to

significant increases in battery life for mobile nodes.

We also analyzed the case where no side information was available at the transmitters.

Interestingly, transmitting with equal power at the source and relay is close to optimal, especially

for relays positioned close to the source. This hints at the importance of the relay’s contribution

in improving system performance, as the power of the relay needs to be similar to the source’s

power in order to minimize the outage.

APPENDIX I: PROOF OFTHEOREM 1

Note thatRAF (γ, Ps,q, x) is a monotonically increasing function ofPs,q, for x ∈ {Pr, ηPs,q}.

This can be verified by confirming that
∂RAF (γ,Ps,q ,x)

Ps,q
> 0. Recall thatG(·) is found by solving

for γ2 in Rgen(γ, Ps,q, x) = R. For anyγ
a

= (γ0, γ1, γ2) lying on G(·), we will next show that

for any γ
b
= (γ0 − ε0, γ1 − ε1, γ2 − ε2), RAF (γ

b
, Ps,q, x) < RAF (γ

a
, Ps,q, x). As a result, since

RAF (·) is monotonically increasing in the source power, to transmit at rateR with new power

P b
s,q, an increase in source power (P b

s,q > Ps,q) is necessary to guaranteeRAF (γ
b
, P b

s,q, x
b) = R,

wherexb ∈ {Pr, ηP b
s,q}.

For AF, considery(γ) = Ps,qγ1+
Ps,qγ0xγ2

1+Ps,qγ0+xγ2
. Let y1(γ) = 1+Ps,qγ1, andy2(γ) = Ps,qγ0xγ2

1+Ps,qγ0+xγ2
.

For y1(γ), clearly 1 + Ps,qγ1 > 1 + Ps,q(γ1 − ε1). For y2(γ), it needs to be shown that

Ps,qγ0x(γ2 − ε2)

1 + Ps,q(γ0 − ε0) + x(γ2 − ε2)
<

Ps,qγ0xγ2

1 + Ps,qγ0 + xγ2

. (18)

After some manipulation, this can be rewritten as

(1 + Ps,q)

(
γ0

ε0

− 1

)
+ (1 + x)

(
γ2

ε2

− 1

)
> −1. (19)
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Since all fading elements are positive, thenεi ≤ γi. As a result, (19) is always satisfied. We have

then shown that1
2
log(y(γ− (ε0, ε1, ε2))) < 1

2
log(y(γ)) which corresponds toRAF (γ

b
, Ps,q, x) <

RAF (γ
a
, Ps,q, x). Consequently, an increase in source power is required to guarantee zero outage

for any channel state lying below the curveG(·).

Proving the second part of the theorem, that points lying aboveG(γ0, γ1,Pq) requires a source

power less thanPs,q and a relay power less thanPr,q, is straightforward. By following similar

steps as above, except now settingγ
b
= (γ0 + ε0, γ1 + ε1, γ2 + ε2), the result follows. ¥

APPENDIX II: PROOF OFTHEOREM 2

Consider the functiong(Pavg, γ0, γ2) =
P 2

avgγ0γ2

1+Pavgγ0+Pavgγ2
. We first will find Pr[g(Pavg, γ0, γ2) <

t]. This can be re-written asPr[1/g(Pavg, γ0, γ2) > 1/t]. Next, note that

Pr[1/g(Pavg, γ0, γ2) > 1/t] = Pr

[
1 + Pavgγ0 + Pavgγ2

P 2
avgγ0γ2

>
1

t

]
= (20)

Pr

[
γ2 <

t(1 + Pavgγ0)

Pavg(Pavgγ0 − t)

]
= (21)

1− exp

(
− t(1 + Pavgγ0)

λ2Pavg(Pavgγ0 − t)

)
. (22)

Next, using the fact thate−x = 1 − x + x2/2 + ..., we can approximatelimPavg→∞(Pavg ·

Pr[g(Pavg, γ0, γ2) < t]) as

lim
Pavg→∞

(Pavg · Pr[g(Pavg, γ0, γ2) < t]) = lim
Pavg→∞

Pavgt(1 + Pavgγ0)

λ2Pavg(Pavgγ0 − t)
=

tPavgγ0

λ2(Pavgγ0 − t)
=

t

λ2

.(23)

Next, considerPr[Pavgγ1 < t]. It can be verified that

lim
Pavg→∞

(Pavg · Pr[Pavgγ1 < t]) = lim
Pavg→∞

(Pavg · (1− e
− t

Pavgλ1 )) =
t

λ1

. (24)

Let a(t) = t/λ1, andb(t) = t/λ2. Using Theorem 1 from [7],

lim
Pavg→∞

P 2
avg · Pr

(
Pavgγ1 +

P 2
avgγ0γ2

1 + Pavgγ0 + Pavgγ2

< t

)
=

∫ t

0

a(t− x)b
′
(x)dx =

t2

2λ1λ2

(25)

Using the fact thatt = e2R − 1, for largeP , we have that

Pr

(
Pavgγ1 +

P 2
avgγ0γ2

1 + Pavgγ0 + Pγ2

< e2R − 1

)
≈

(
e2R − 1

)2

2P 2
avgλ1λ2

. (26)
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Clearly, there is a second order decay of the outage with respect to power for this case. As a

result, a deterministicγ0 does not affect the diversity order.
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Fig. 1. (a) Layout of the relay network with 3 nodes. The source transmits to the destination, and the relay node assists
in the communication process. Communication along the links are corrupted by pathloss along the links in the network and
Gaussian noise at the receivers; (b) Layout of the relay network with the relay node located along a straight line from the
source to the destination. Assuming the fading value is inversely proportional to the distance, thenE[γ0] = 1, E[γ1] = 1

dα and
E[γ2] = 1

(1−d)α .
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Fig. 2. Outage performance vs. total network power for the amplify-and-forward scheme, with d = 0.5, R=1 nats/sec/Hz and
α = 3. For the case of 1 feedback bit, the solid line indicates a constantPr, and a dashed line indicates a variablePr. The
source and relay are given equal average power constraints.

(a)

 
  

P2 P1 π1 

G (γ0,γ1, P1) G (γ0,γ1, P2) 

R1 R2 

γ2 

γ1 

. . . PL 

RL 

G (γ0,γ1, PL) µ2 µL π2 πL 

(b)

 
  

P2 P1 

γB γA γout 

G(γ0, γ1, P1) G(γ0,γ1, P2) 

R1 R2 
γ2 

γ1 

Fig. 3. (a) Structure of power control regions for a fixedγ0. Using log2 L bits of feedback, the space of all (γ1,γ2) is divided
into L subregions. In regionRi, i ∈ {1, ..., L}, power levelPi is used; (b) Structure of power control regions for a fixedγ0

and2 subregions. The functionG(γ0, γ1, P1) defines the outage region such that all points lying below this curve require more
than powerP1 to guarantee zero outage.
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Fig. 4. Structure of power control regions for a fixedγ0 and2 subregions, using large power approximation. RegionsR1 and
R2 are separated by a line,Cl(γ0, γ1,P2). Below the dotted lineCl(γ0, γ1,P1), the power required to invert the channel is
greater thanP1, so the area below the dotted curve defines the outage probability.
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Fig. 5. Effect of more feedback bits on outage performance, for d=0.5,α = 3, R=1 nats/sec/Hz using the AF protocol. The
relay in this case transmits with variable power in each time slot, andPs = Pr. For comparison, the case of constant power
transmission is shown, and also the optimal power control policy when perfect CSIT is available. Additionally the performance
of a direct transmission system using constant power is shown.
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Fig. 6. Savings in power by using the optimal source-relay power ratio vs. equal power among source and relay assuming a
rate R=1 andPout = 10−2. Thed-axis represents the relay’s fractional distance between the source and destination. The savings
in power corresponds to the reduction in average power that is achieved by using the optimal power ratio versus equal power
allocation between the source and relay.
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