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Abstract

In this work, we consider practical methods to approach the theoretical performance limits in the
fading relay channel under different assumptions of transmitter channel knowledge. Specifically, we
consider two degrees of transmitter channel knowledge: (i) perfect feedback is available and power
control is employed, and (ii) no channel state knowledge is available at the transmitters and only spatial
power allocation is possible.

First, when perfect feedback is available, the optimal power control policy determines the ultimate
limits of performance for constant rate transmission in the slow fading environment. However, in practice,
perfect channel knowledge is not possible at the transmitters due to the finite capacity of the feedback
links. We find practical methods to approach this performance limit through the use of power control
with finite rate feedback. The finite rate feedback results are shown for the low complexity, full diversity
amplify-and-forward(AF) protocol. Interestingly, we see that only a few feedback bits are needed to
achieve most of the gains of the optimal perfect feedback power control algorithm.

Second, we consider the performance limit when the transmitters have no channel state knowledge,
and derive the optimal spatial power allocation between the source and relay for a given sum power
constraint for the AF protocol. For most practical cases of interest, equal power allocation between the
source and relay is shown to be nearly optimal. Our work suggests that there is minimal power savings

from using spatial power allocation at the transmitters. To obtain large performance improvements over



constant power transmission, it is imperative to have feedback for each realization of the channel state

to allow for temporal power control.
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. INTRODUCTION

User cooperation is a powerful transmission technique that can improve the throughput over
traditional point-to-point communications in wireless networks [1, 2]. Exploiting channel knowl-
edge at the transmitter for point-to-point communications leads to significant performance im-
provements [3-5]. However, even in the simplest form of cooperation, the relay channel, almost
no attention has been paid to finding algorithms to make use of transmitter channel knowledge.
In order to fully realize the benefits of cooperative transmission, feedback information must be
exploited when it is available.

The objective of this work is to investigate methods to approach the performance limits in
the fading relay channel under different assumptions of network channel state information at the
transmitters (CSIT). The first performance limit considered is the one defined by the optimal
power control policy when perfect network channel state information is available at the source and
relay. However, in practice, having a perfect channel estimate at the transmitters is impractical,
especially in network scenarios. Hence, we consider the effect of finite rate feedback links.
We derive a power control policy based on the rate of the feedback link, and we show how it
can be used to approach the perfect feedback power control limit. Second, when channel state
information is unavailable to the transmitters, we find the optimal performance limit for a given
protocol and provide a simple method to approach this limit.

To approach the performance of the optimal CSIT power control algorithm, we describe a

power control procedure based on a limited feedback channel that is extendable to any number



of feedback bits. Interestingly, we see that with just one or two bits of power control information,
the finite rate feedback algorithm can overcome most of the performance gains that the optimal
CSIT power control policy achieves over constant power transmission. Furthermore, we show a
simple power control policy, where equal average power is given to each power control subregion.
This practical policy allows for efficient computation of the power control regions, and is easily
extendable to any rate of the feedback link. Our results are general and can be extended to
many relay coding protocols. However, we show results based on the amplify-and-forward(AF)
protocol [6], which is an attractive network code due to its simplicity and ability to achieve full
diversity! For the AF technique, through an analysis of the outage probability, we are able to
show that the use of a feedback bit doubles the diversity order over constant power transmission.
The effect of the increased diversity order is a significant savings in power over constant power
transmission for a target frame error rate. Such power savings are of particular importance in
systems requiring energy efficiency, such as ad-hoc and sensor networks [9]. It is therefore
imperative that next-generation network protocols utilize feedback to enable power control, as
it will result in significant battery life improvements.

The second performance limit considered in this work occurs when no channel state knowledge
is available to the transmitters. When no CSIT is available, then temporal power control is not
possible. However, based on the statistics of the links in the network, the source and relay are able
to determine the fraction of the total available power with which to transmit. For the AF protocol,
we derive the optimal spatial power allocation between the source and relay. Interestingly, it is
seen that for relays positioned close to the source, which is a scenario where relaying becomes
feasible, equal power allocation between the source and relay is close to optimal. As a result, in

the absence of CSIT, there is minimal power savings from using spatial power allocation at the

In this work, we consider a more general definition of diversity. A diversity ordet if obtained if for some constadt
and powerP, the outage behaves %% This is somewhat different from the traditional notion of diversity, which is obtained

through the reception of independent paths (i.e. multiple transmit/receive antennas) of the data.



transmitters. Our work suggests that to obtain large performance improvements over constant
power transmission, it is imperative to have feedback for each realization of the channel state
to allow for temporal power control.

The rest of the paper is organized as follows. Section Il provides background regarding the
protocols and models used throughout the paper. Section II.A discusses the general relay network
and channel models. Section I1.B describes the tools used for performance analysis. In Section
II.C, we describe the AF protocol, which is the relay code used in this work. Section IlI
investigates the outage performance of the relay protocol under the assumption that channel
state information is available to the transmitters. Section IV considers power control with finite
rate feedback. Section V looks at the case of no transmitter channel state information, and Section

VI provides concluding remarks.

Il. PRELIMINARIES

A. Network Model

Consider the relay network in Figure 1(a), with one relay node and one source-destination
pair. The relay assists in the communication of data between the source and the destination,
and it does not produce its own data. It is assumed that:limkthe network is attenuated by
fading coefficienth;, wherei € {0, 1,2}. The magnitudes of these coefficients are assumed to
follow a Rayleigh distribution. At both the source and relay, the received signal is corrupted by
additive white Gaussian noise with zero mean and unit variance. The received signal at the relay
is 1, = hor1 + 21, Wherexz; is the relay input and; is the noise at the relay. At the destination,
the received signal ig = hixy + hexo + 2z, Wherex, is the input signal at the relay, andis
the noise at the destination.

In the sequel, we will denote, = |ho|?, 71 = |h1|* andy, = |hs|?. Thenetwork channel state
is defined by the 3-tuple = (70, 71,72), Wherev; follows an exponential distribution with mean

i, i € {0,1,2}. The parametep; captures the pathloss across linkn the network, which is
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a function of the length of the link, and the pathloss exponrerypically, « lies in the range
(2,5).

To consider the effect of the relay nodes positioning, we use the model shown in Figure 1(b).
We assume that the distance between the source and relay is one unit, and the relay is located
in a line between the source and destination. The parametepresents the distance from the
source to the relay, and— d is the distance from the relay to the destination. The mean value
of the fading distribution for the source-relay link is consequenty= di(, and for the relay-
destination link we have, = m. To assess the effects of relay positioning on performance,

for the remainder of this work, we consider the relay model of Figure 1(b).

B. Performance Metric

We consider a block fading model, where the fading coefficientse constant over a block
and are independent from one block to the next. A practical analysis tool for the block fading
environment is the outage probability [13], which for large blocklengths, serves as a lower
bound to the frame error rate, making it a practical tool for the analysis of coded systems.
Outage probability is the probability that the instantaneous achievable rate of the channel is less

than the transmission rate,

Pout(R,7) = ProiR > Ry, (v, Ps(7). P (7)), (1)

where R, is the instantaneous achievable rate of the transmission protocol used. Iy ((1),

is the transmit power of the sourcé,(y) is the transmit power of the relay and is the
attempted rate of transmission. Note that in (1) the source and relay powers have been written
as functions of the instantaneous network channel stateshow that power control is possible

when information regarding the network channel state is available to the transmitters.



C. Relaying Protocol

Many network coding options are available, depending on the complexity and physical lim-
itations of the relay node. An example of a physical limitation which can be used to classify
coding protocols is the problem of 'cheap’ relay nodes, introduced in [14], where transmission
and reception simultaneously in the same frequency band is not possible. In this case, a practical
transmission protocol is the amplify-and-forward (AF) technique, developed in [6]. This is
a computationally efficient protocol since the operation at the relay is simply scaling and
forwarding. Additionally, the source and relay transmissions are orthogonal, which eliminates
any potential interference. Given a source with average pdwey) and a relay with average
power P,(v), the achievable rate of the AF transmission protocol is [6]

4’72Ps (Z)IVOPT (1) )
1+2P,(y) + 2P(1)/)

Rap(: P0). ) = o (14 20R0) + @

Note that in (2), since each transmitter sends data for half the time slot, the source uses power
2P,(v) and the relay uses power’,(y) to guarantee an average powerf~y) + P.(y) per

time slot. Note that calculating the outage probability of AF requires replaging(-) in (1)

with R4r(-). Despite its simplicity, amplify-and-forward has been shown to achieve full diversity

in a system with one relay node [6]. For this reason, the amplify-and-forward protocol is the

relaying protocol studied in this work.

[11. OPTIMAL POWER CONTROL WITH PERFECTCSIT

When the network channel state is available at the source and relay, outage minimization with
power control can provide significant savings in power, as will be seen next. Given a network
channel state of that is perfectly measured at the destination, the source and relay are instructed

to transmit with powers>,(y) and P,(v), respectively. Assuming an arbitrary relay protocol with



an achievable rate aR,.,.(v, Ps(v), P-(7)), the outage probability becomes

Pout(R,7) = Pro(Ryen (v, Ps(7), Pr(7)) < R) =

ELZr{Ryen(v, Ps(7), Pr(7)) < R}, (3)

whereZr(-) is the indicator function. When outage minimization is performed with respect to
an average long term sum power constraint, substantial reductions in outage are possible. The

power constraint can be expressed as

EL[Po(y) + Pr(7)] < 2Pung- (4)

Note that using the sum power constraint in (4) leads to an improved outage performance
compared to the case of individual source and relay power constraints. However, the optimal
power control policy found by using the constraint in (4) will serve as a lower bound on the
outage probability of any finite rate feedback power control algorithm. The following proposition

outlines the optimal power control strategy for the relay channel.
Proposition 1 ( [11]): The optimal power allocation that minimizes the outage probability
for a relaying protocol with achievable rafe,., (v, Ps(v), P-(v)) under a long term sum power

constraint is

P (v), with probability 1, if P} (y) < s*
Pi(v), with probability wy, if P(y) = s*
Pur() =4 " v (5)
0, with probability 1 — wy, if P}(y) = s*
0, with probability 1, if P;(y) > s*.

\

The power levelP.7 () is the sum of the instantaneous source and relay powers. Pigi®the
solution toT'(v, P,(v)) = R, and Py is the short term sum power allocation which guarantees

zero outage when transmitting at a rdte Additionally, w, € (0,1), and

Tl Pal)) = |, max {Roen(3, (), Pr(2)) 2 B(2) + B(2) < 2P(2)} (6)

- - Ps(7),Pr(y

where P;(v) is the instantaneous source power afdy) is the instantaneous relay power.

Furthermores* is chosen such that the average power constraint is satisfied.
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To summarize Proposition 1, minimizing the outage probability and satisfying the average sum
power constraint involves first solving a short term power allocation problem that completely
inverts the effects of the channel, and this is followed by finding a cutoff value for the sum
power that guarantees the average power constraint. The power allocation procedure for the
various relay protocols is similar, except the solutionTdfy, P.;(v)) varies depending on the
form of the achievable rate.

In Figure 2, the outage probability is shown for the optimal power control policy between the
source and relay. The relay is assumed to be at a distante-6f5, which leads to good source-
relay and relay-destination links. The channel gains: € 0, 1, 2 follow a Rayleigh distribution,
and are independent of each other. The pathloss exponenti8. At an outage probability of
1072, we achieve more than 10dB savings in power over constant power transmission through
optimal power allocation. Clearly, this result motivates the need for feedback in relay networks.
In the next section, we show how through a limited feedback link, we can redeem most of the

gains that the algorithm in Proposition 1 achieves over constant power transmission.

IV. POWER CONTROL WITH FINITE RATE FEEDBACK

In this section, we derive a power control algorithm for the relay channel that uses limited
feedback. First, we outline the general procedure, and then we present a low complexity subop-
timal solution. The low complexity solution has the property that it can be easily extended to
an arbitrary number of feedback bits. For the case of one feedback bit, an approximation to the
outage probability is developed, and the diversity gain for the AF protocol is shown to double

over constant power transmission.

A. General Procedure

Consider the destination, which has a perfect estimate of the network channe}.sGiten

M bits of feedback, the space defined by all possible sets ©f quantized intol = oM
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regions. For the network channel statethe region is a volume in the space defined by all
positive (7o, 71,72). The destination, upon measuring the channel state, selects a power-tuple
P, = (P, P.,), from a power control codebook, of size L, whereq € {1,2,...,L}. The

indexq to the selected power-tuple is transmitted to both the source and relay through a noiseless
feedback link. It is assumed that both the source and relay have copiedJgion reception of

the indexgq, the source transmits with powét, , and the relay with powep, ,.

The elements o€ are chosen to maintain the average power constraints of both the source
and relay. We consider the case where both the source and relay have individual average power
constraints. The power control policy described by Proposition 1 involves outage minimization
with a sum power constraint, and serves as a lower bound to the outage for the case of individual
power constraints on the source and relay. As a result, evén-asxo, the power control policy
of Proposition 1 will provide a lower bound on the outage probability of the developed power
control algorithm.

Consider the power control functiofi : R? — R?, which maps the current channel state
7 € R} to a codebook elemerit, € R?. To satisfy the average power constraift,[S(v)] <
(Ps, P.) must hold on a per element basis. The objective of the power control algorithm is to
find aS(y) that minimizes the outage probability while meeting the power constraint. In general,
the elements oP, can differ, chosen to meet individual power constraints of the source and
relay. To simplify the analysis, we impose one of two possible restriction®,Qn The first
restriction is where the relay transmits with a constant pofeim each time slot. This leads
to a power-tuple ofP, = (Ps,, P.). The second restriction is where the relay takes a similar
action as the source, depending on its power constraint. That#s,= nP,, then we impose a
constraint on power-tuple asP, = (P;,,nPs,). We will show later that the second form of
the power-tuple allows for an increase in performance over using a constant relay power. The

results presented next are applicable to both scenarios.



Given M bits of feedback, the space defined by @lh,v1,72) will be divided into L =
2M subregionsR,, ¢ € {1,2,...,L}. If the instantaneous value of falls into regionk,, the
destination indicates to the source and relay to use power-Rypl&he power level$P; ,, P, ,),

q € {1,2,...,L} are chosen to satisfy the long term power constraint, i.e.,

(P, P,) = (Z Psq/ Gl dz,;Pr,q/R f(z)d1> : (7)

where f(v) is the joint probability distribution of the network channel state

In Figure 3(a), for the amplify-and-forward protocol and for a givgn the power control
regionsR, are shown. Although we have shown the spacéypfy,) for a given~,, changingy,
changes the position qf,. The power control regions are in fact volumes in the space defined
by v, where for any particulaty,, a cross-section of the 3-D space is similar to that shown in
Figure 3(a).

One key feature of the power control regions is that in regiyng > 2, the assigned power
P, is the minimum required to guarantee zero outage for any point in the region. This is a
fundamental property of all optimal finite rate feedback power control algorithms [4]. With this
property in mind, assuming a relaying protocol with achievable ftg and transmitting at a

constant rate?, power levelP, , is the solution to
Rgen(l/a Ps,qa $) = R. (8)

Note that in (8)x = P, when the relay power is always constant, and nP, , when the relay
also adapts its power.

From Figure 3(a) observe that for a fixeg the boundary betweeR, andR ., is separated
by a curveG(vo, 71, Pqt+1)- This curve is found by solving fot, in (8). Any (1, 72) along
this curve requires exactly poweks,.; for zero outage, while any other points’Ry; require
instantaneous source and relay powers less thgrand P, ,, respectively, for zero outage. We

state this formally in the following theorem.
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Theorem 1:For the amplify-and-forward protocol, any points lying below the cuiNeg,, 71, Pq)
require source and relay powers greater thapnand P, ,, respectively, to guarantee zero outage.
Furthermore, any points lying above this curve require source and relay powers lesk, than

and P, ,, respectively, to guarantee zero outage.
Proof: See Appendix I.

As a result of Theorem 1, the entire regi®)..; has no outages. This property holds for all
R, q € {2,...,L}. Based on the power constraint, however, a portioRpfwvould be in outage.
Therefore, calculating the outage probability reduces to an analysis of r&gion

RegionR, uses power-tupld; corresponding to a source power Bf, and a relay power
of P,,. The outage probability is the probability that the source power required to invert the
channel is greater thaH, ;. Note that our analysis stems from the properties of the source power,
as the relay power is either constant or a scaled version of the source power. Défirasghe
minimum power to guarantee zero outage for network channel gtateen P* can be written

as the solution of
Rgen(17 P*,l') = R,

wherez = P. when the relay transmits with constant power, or else nP* when the relay
also adapts its power. With the solution & in hand, the outage probability can be expressed

as

Hout - d . 9
L :P*Zps,lf(z) y (9)

Different relaying protocols will have different solutions 6f(vo, v1, P4). Considering the
amplify-and-forward protocol, solving foy, leads to the following

K(1+ Ps,q'YO) - P&q%(l + P&q%)
Pr,q(_K + Ps,q71 + Ps,q'yo)

GAF(%; Y1, Pq) = (10)

where K = ¢*! — 1. It can be easily verified that, = K/P,, — v, for ¢ € {2,..., L}, and
g, = K/P;, for ¢ € {1,..., L}, wherer, and ., are defined in Figure 3(a). The power control
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regions for variabley, can be visualized by considering the effecthgfon pn, and also in the

form of G 4r(-).

B. Suboptimal Power Control Method

In general, solving the regior’g, and the associated power levels is computationally complex.
However, for a more efficient approach, we consider a method similar to [19], where equal total
power is allocated to each subregion [19]. For the case of multiple antenna systems with finite
rate feedback, this technique was shown to be a good solution and close to optimal for large
powers and for increasing bits of feedback. The power of this method is that, instead of jointly
solving for the power control levels, they can be found in a successive fashion, which makes
this algorithm amenable to a large number of feedback bits. The procedure is described next.

First, the power level$P; ;. P, ;) are solved by noting that

P

7= P, - f(y)dy. (12)

The solution determines the power levgls; ;. P, ;) and the region boundarg (o, v1, Py).

Once regionL has been solved, then regidn- 1 can be found. This process is continued until
power levelP; has been found. Solving power levB|, requires knowledge oP.1, and by

the simplifying assumption thaf: = P, , qu f(7)dy. Note that we have used the total power

in each region a$’/L, since the power level for each regi@d, corresponds to the transmit
power of the source, and the relay can either transmit with a constaat a variable power
related to the source power. In either case, the relay’s action is reflected in the algorithm by the
form of G(v,71,Pq) and hence in the solution of regiof®,. In Section IV-D, we will see

how using this suboptimal technique with just a few power levels leads to tremendous savings

in power at a target outage probability over constant power transmission.
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C. Lower Bound on Diversity Order

It was seen in [6] that the amplify-and-forward protocol transmitting at constant power has a
diversity order of two compared to a first order diversity for the single antenna direct transmission
system. We next show that for the case of one bit of feedback, the diversity gain doubles from
two to four for the AF protocol.

To show the behavior of 1-bit of feedback for the amplify-and-forward protocol, we first
consider the effect of the source-relay fading vatlyg,It should be noted that even in the case
of a Gaussian source-relay link with a fixegl amplify-and-forward still exhibits a second order
diversity. This can be shown rigorously by analyzing the asymptotic behavior of the exponential

distribution.
Theorem 2:For the amplify-and-forward protocol with a fixeg), and randonmy; and s,

transmitting at a constant power leads to a second order diversity.
Proof: See Appendix Il
Aside from Theorem 2, the fact that a fixed valueygfdoes not effect the diversity can also
be understood by observing that the destination node still sees two independent copies of the
information, through the random source-destination and the relay-destination links. With this in

mind, we state the following theorem.
Theorem 3:For the amplify-and-forward protocol, &. = P,,, increases, the optimal one

bit network power control offers at least a diversity order of four.

Proof: Assume that the source-relay link is Gaussian, with a fixed source-relay link gain of
Y- As was proven in Theorem 2, this assumption does not affect the diversity order analysis.
Additionally, it is assumed that the relay simply transmits with poviferin each time slot,

as we are seeking a lower bound for diversity order. The analysis for outage probability that
follows assumes large values of SNR. Under such a scenario, the hyperbola shown in Figure 3(b)

intersects the, axis. To compute a lower bound to the outage probability under such a scenario,

13



we approximate the hyperbola as a triangle, as seen in Figure 4. The concavity of the hyperbola
guarantees that the approximate outage analysis will be a lower bound, Bince P;, for

large power constraints. Looking iR}, a line defined a%’;(7o, 71, P1) = dout — V100ut/Yout

defines the outage region. Also, in this figure the Iltig¢yy,v1,P2) = 08 — 118/78 iS the
boundary betweer; and R,. Note thaty,,, = K/P,; and points below this curve are assumed

to be in outage. Alsoj,,; is found by settingy; = 0 in G 4r (70,71, (Ps1, P)), andop is found

by solving forv, in G 4r(70,0, (Ps2, P.)). The outage probability can be written as

Yout C1(70,0,Ps,1)
Hout = / / St e (V15 72)dry1drys. (12)
1= 2=

Denoting the probability that the network stdtg, v,) is in region R, asA,, we can then write

1 o _n [T _x 1 By [0 _x2
Ay = e M e *2dvyy + e M e *2dvyedy,. (13)
A1 M1=7B ~72=0 A1 71=0 v2=C1(v0,71,Ps,2)

Using the second order Taylor approximation to the exponential functionz 1 — = + % it

— 6011,15'7011.1‘,

can be shown thah, =~ pultout,

where~,,, = K/P;;. Therefore, we have the following approximation for the outage probability
for large P; ;

50ut’yout . K2<1 + PS,lfY(]) ~ K?

Hou - - ~ .
T2\ 2P Pi(Pavo— K)Mda  2P.Poidihg

(14)

To complete the analysis, we need to fiig, as a function of?,,,. Using the power constraint on

PavgPrPs 22X A2(Ps,270—K)

regionR;, we can show thab; ; (1-A,) = P,,,/2, which leads td>, ; = R Pranc )

With this in mind, the outage probability is now rewritten as a functionPpf as

K4(Ps 27 + 1)

Hou ’
L= 2)\2)\2P2Pavgps 2(P8,2’)/0 - K)

(15)

Clearly, (15) has a fourth order decay with respect to poWgf as long asP; . is a linear
function of P and wherP, = F,,,. Next, P, is found as a function of’. Using the fact that

we are considering an algorithm where each power control region has the same total power, i.e.,
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Py Ay = ngg, 5,2 1S the solution to the following

Povg K V (Pavg/70)* + 2K2/(MiAs) — 4Pavg K /70 + 4K2 /7

Ps,2 ~
4 2y 4

As a result, sinceP; , depends orP,,,, substitution into (15) leads to a fourth order decay of
the outage probability as a function of the power. [ |

From this result, it is clear that, with the use of just one feedback bit, the diversity order has
doubled from two to four. A similar effect was seen in [19], for the case of direct transmission,
where the decay in outage probability was proportional to the number of elements in the power
control codebook. An additional point of interest is the effect of the mean values of the fading
links A; and \,. Increased values of these parameters lead to a decrease in the outage probability.
However, the diversity order is still four. For the case of constant power transmission using the
AF protocol, changes in\; and A\, also do not effect the diversity order [6].

In [6], the authors explored the use of one feedback bit to improve system performance and
proposed a technique known exremental relaying This relay protocol makes more efficient
use of the available degrees of freedom by using a feedback bit to indicate the success/failure
of the source transmission to the destination and only relaying when the source transmission
leads to a decoding failure. This results in gains over traditional AF by increasing the rate for
good source-relay conditions. However, it is shown in [6] that such a technique only provides a
diversity order of 2. Our work reveals that it is more efficient to use the feedback information
for power control, which can lead to tremendous power savings over incremental relaying at the

same transmission rate.

D. Analysis and Discussion

In Figure 2, power control with one bit of feedback for the AF protocol is shown. With just
one bit of feedback, fourth order diversity is obtained, compared to a second order diversity for

constant power transmission. At an outage probability ®@f?, there is approximately 5dB of
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power savings with just one feedback bit. Furthermore, we observe that, at this same outage
probability, one bit of feedback substantially reduces the gap to the optimal power control
strategy. This motivates the need for future network protocols to allocate a few bits in feedback
packets to allow for power control.

Recall that two possibilities were described for the action of the relay. First, the relay transmits
with a constant power in each time slot. Second, the relay takes the same action as the source
(when they have the same average power constraints). In Figure 2, for the case of 1-feedback
bit, the gains of using a variable relay power are also shown. We see that there is a small gain
from performing this type of power adaptation at the relay.

In Figure 5, for the amplify-and-forward protocol, the effect of increasing feedback bits is
shown. Constant power transmission is compared to the proposed power control strategy with 2
power levels (1 bit feedback). Additionally, the gain from adding one more power control level
is shown, and we see that, for small outage probabilities, much of the gap to the optimal power
control strategy has been bridged. This suggests that only a few bits of feedback are necessary
to extract large savings in power, and further increases in the feedback rate offer diminishing
returns. Also shown in the figure is the performance of a direct transmission system using the
same total power as AF and transmitting at the same rate. Clearly, direct transmission offers only
a first order diversity, whereas AF has double this diversity, which translates into large power

savings.

V. OUTAGE MINIMIZATION WITH NoO CSIT

In the previous sections, the potential gains of using the optimal power control strategy were
seen, and also the effects of limited feedback on outage minimization. We observed that only
a few bits of feedback are needed to bridge much of the gap to the optimal CSIT power
control algorithm. We next consider the case where the transmitters have no channel state

information(CSIT) and thus cannot perform temporal power control.
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Even though the transmit powers for the source and relay are fixed, the outage probability can
be minimized by determining the optimal fraction of the total power to be allocated to the source
and relay. In each time slot, we have tHat+ P, = 2P,,,. The objective is to find & € (0,1)
such that the outage probability is minimized given tat= 2P,,,x and P, = 2P,,,(1 — k).

In addition to the derivation of the optimal source-relay power ratipwe will see how the
practical choice of using equal power at the source and relay performs close to optimal for many
cases of interest. Next, we consider the performance of the amplify-and-forward protocol for the
case of constant power transmission.

Consider the amplify-and-forward protocol and an optimal source-relay powerxatibhe

achievable rate is

L 4 P(12v K" 1—~x"
RAF(Zﬂ PS’ PT) = 5 log (1 + 2’71Pa’vg/f* + 72 9 ,YO( ) ) '

14 2P0k Y0 + 2P00e(1 — )72
We next characterize the outage probability for the amplify-and-forward protocol in the limit for
large powers and for a given

Lemma 1:As the average powerP,,, becomes large, the outage probability of the amplify-

and-forward protocol can be approximated as

21\ 1 (1-
P~ { e } [ ' (1 —K)A2 + KXo 7 (16)
2\/§Pavg KA1 /{(1 - I{)AO)\Q

where \;, i € {0,1,2} is the mean value of the fading for linkin the relay network and

0 < k <1 allocates power between the source and relay.
Proof: The proof is based on asymptotic analysis of the exponential distribution, which was

described in [6]. The total network power 1$°,,,. Based on [6], it can be shown that

lim s - Prolsky; < t] = )\L = f(t),

§—00 1K

and

) t
Slgglos -Prof f(skvo, s(1 — k)ya) < t] = Nor + o —r) = g(t),
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where f(z,y) = xfy?jrl In the above formulations;x is the total power used by the source and

s(1 — k) is the power used by the relay. Using Theorem 1 from [7],

lim s* - Prolsky; + f(sky0, 8(1 — K)y2) < t] =

h / gt —a) () =

t? 1 1
+ .
2:‘{)\1 /1/\0 (1 — /ﬁ)))\g

Substitutings* = 4P7,, andt = ¢*" — 1, the result follows. |

We next investigate how the optimal source powét,,,~* is a function of the position of
the relay. To do this, we consider again the scenario where the source and destination are one
unit apart, and the relay is a distante< d < 1 from the source. Given a pathloss exponent
this leads to\; = 1, Ay = d% and \; = ﬁ. To find the optimal source-relay power ratio, it

suffices to minimize the outage probability of (16) over allPerforming the minimization, the

optimal value ofx is

(1 —d)* —4d* + /(1 — d)> + 8(1 — d)*d°
4(1 — d)™ — 4d° ‘

K =

(17)

An interesting property of the power ratio is that the solution is independent of the network
power constrainRF,,,. Another interesting point is that the solutieri > 0.5, meaning that

the relay should never transmit with more power than the source. In Figure 6, the savings in
power by using the optimal power ratio of (17) are seen. By using the optimal ratio, up to 3dB
is saved over equal power allocation between the source and relay. However, we see that for
small distancesd(< 0.5), the gains of using the optimal ratio are minimal. As a result, when the

source is close to the destination, using equal power for the source and relay is a good strategy.

VI. CONCLUSIONS

In this work, we have analyzed power control methods to approach the fundamental limits in

the fading relay channel for varying degrees of side information at the source and relay. When
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perfect side information is available at the transmitters, significant energy savings over constant
power transmission can be obtained through optimal power control. However, we showed that
only a few bits of feedback are sufficient to achieve most of the gains of the optimal CSIT
power control policy. This result suggests the importance of designing protocols that incorporate
feedback in future wireless networks, as even limited amounts of feedback will translate to
significant increases in battery life for mobile nodes.

We also analyzed the case where no side information was available at the transmitters.
Interestingly, transmitting with equal power at the source and relay is close to optimal, especially
for relays positioned close to the source. This hints at the importance of the relay’s contribution
in improving system performance, as the power of the relay needs to be similar to the source’s

power in order to minimize the outage.

APPENDIX|: PROOF OFTHEOREM 1

Note thatR (v, P4, z) is @ monotonically increasing function @t ,, for z € {P.,nP;,}.
This can be verified by confirming thgff%ﬁ”) > (. Recall thatG(-) is found by solving
for 45 I Ryen (7, Ps g x) = R. FOr anyy = (70, 71,72) lying on G(-), we will next show that
foranyy, = (70 — €0, 71 — €1,72 — €2), Rar(7,, Psg: %) < Rar(7,; Psq. ). As a result, since
Rar(-) is monotonically increasing in the source power, to transmit at Rateith new power

Pb

s7q’

an increase in source powd?ﬁ(l > P, ,) is necessary to guarant@AF(Vb, PP %) =R,

s,q?
wherez® € {P,,nP! }.

. Ps X Ps x
For AF, considey(y) = Poni+ 1351, Letyi(y) = 1+ Py, andys(7) = .

For yi(y), clearlyl + P, ;71 > 1+ P (71 — €1). Forys(y), it needs to be shown that

P57470I(72 - 62) < Ps,q70x72 (18)
1+ Pqu(fyO - 60) + l‘(’72 - 62) 1+ Ps,q’YO + x7y2

After some manipulation, this can be rewritten as

(1+ P,,) (E - 1) +(1+2) (ﬁ - 1) > 1. (19)

€o €2
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Since all fading elements are positive, ther< ;. As a result, (19) is always satisfied. We have
then shown that log(y(y — (¢o, €1, €2))) < 3 log(y(y)) which corresponds t® 4r(7,, Ps g, ) <
RAF(la, P, ., z). Consequently, an increase in source power is required to guarantee zero outage
for any channel state lying below the curgg.).

Proving the second part of the theorem, that points lying alétvg, 71, P) requires a source
power less tharP, , and a relay power less thah.,, is straightforward. By following similar

steps as above, except now sett'ﬂg: (70 + €0, 71 + €1,72 + €2), the result follows. [ |

APPENDIXIl: PROOF OFTHEOREM 2

Consider the functiog (P4, Y0, 72) = Ping 1072

T Posoaot Pavara We first will find Pr{g(Pa.g, 70, 72) <

t]. This can be re-written a®r[1/g(Paug, Y0,72) > 1/t]. Next, note that

1+Pav/70+Pav72 1
Pr(1/qg(P,, >1/t]=P g 2> 2| = 20
T[ /g( 97707’72) /} T‘|: PQQUQ’YO'}/Q t ( )
t(l + Pcw 70) :|
Pr < 4 = 21
|if>/2 Pavg(Pav970 - t) ( )

t<1 + Pav 70)
1- - - . 22
P ( AQPavg(Pavg’yO - t) ( )

Next, using the fact that™® = 1 — z + 2%/2 + ..., we can approximatéimp, ,, .o (Pavg -

Pr[g(Pavgv’YOa’YQ) < t]) as

. . Pa'u t(l + Pav '70) tPav Yo t
lim (P, - Pr|g(Pawg, Yo, <t])= lim 9 g = 9 = —.(23
Pavg—>00( g [g( g Y0 72) ]) Pyyg—00 >\2Pavg<Pavg’YO — t) )\Z(Pavg,.yo _ t) )\2 ( )

Next, considerPr|P,,,71 < t]. It can be verified that

t t

m (Puyg - PriPagy <t]) = lim (Payg- (1 —e Tavstr)) = —. (24)
Pavg—>00 Pavg_’oo A1
Let a(t) = t/A\1, andb(t) = t/\y. Using Theorem 1 from [7],
P07 ! , 2
lim P(?v'Pr(Pav + L <t>:/at—xb r)dx = 25
Payg—o00 9 g1 14 Pavg'YO + Pm,g’}/z 0 ( ) ( ) 2)\1)\2 ( )
Using the fact that = ¢*# — 1, for large P, we have that
P07z (e*F — 1)2

Pr| P+ 9 < e?F — 1) ~N-— 26
( g N 1 + Pavgryo + P/VQ 2P(12vg)\1)\2 ( )
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Clearly, there is a second order decay of the outage with respect to power for this case. As a

result, a deterministie, does not affect the diversity order.
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Fig. 1. (a) Layout of the relay network with 3 nodes. The source transmits to the destination, and the relay node assists
in the communication process. Communication along the links are corrupted by pathloss along the links in the network and
Gaussian noise at the receivers; (b) Layout of the relay network with the relay node located along a straight line from the

source to the destination. Assuming the fading value is inversely proportional to the distancg|[tbes 1, E[vi] = d% and
Ely] = g2g=-
a-a=

/cnnst power

optimal power
control

Pout
5
T

1 bit:feedback
const Pr

1 bit feedback var Pr \

I I I
-5 0 5 10 15 20

Power (dB)

Fig. 2. Outage performance vs. total network power for the amplify-and-forward scheme, with d = 0.5, R=1 nats/sec/Hz and
« = 3. For the case of 1 feedback bit, the solid line indicates a congtanand a dashed line indicates a varialfte The
source and relay are given equal average power constraints.
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Fig. 3. (a) Structure of power control regions for a fixgd Usinglog, L bits of feedback, the space of alji(v2) is divided
into L subregions. In regiofR;, i € {1, ..., L}, power levelP; is used; (b) Structure of power control regions for a fixgd

and?2 subregions. The functiot(yo,~1, P1) defines the outage region such that all points lying below this curve require more
than powerP; to guarantee zero outage.
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v

Fig. 4. Structure of power control regions for a fixegl and 2 subregions, using large power approximation. RegiBasand
R, are separated by a lin€(vo,v1, P2). Below the dotted line’;(vo,v1, P1), the power required to invert the channel is
greater tharP1, so the area below the dotted curve defines the outage probability.

Pout
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= const power — AF b 7
-8~ 1 bit of feedback — AF

& Iog2 3 bits of feedback - AF
-©- optimal PC - AF

=B~ const power - direct
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Fig. 5. Effect of more feedback bits on outage performance, for d=0:5,3, R=1 nats/sec/Hz using the AF protocol. The
relay in this case transmits with variable power in each time slot, Bne= P.. For comparison, the case of constant power

transmission is shown, and also the optimal power control policy when perfect CSIT is available. Additionally the performance
of a direct transmission system using constant power is shown.
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Fig. 6. Savings in power by using the optimal source-relay power ratio vs. equal power among source and relay assuming a
rate R=1 andP,.; = 10~ 2. Thed-axis represents the relay’s fractional distance between the source and destination. The savings

in power corresponds to the reduction in average power that is achieved by using the optimal power ratio versus equal power
allocation between the source and relay.
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