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#### Abstract

In this paper, we show that optimal selection and transmission of a single relay among a set of multiple amplify-and-forward (AF) candidates minimize the outage probability (i.e., outage-optimal) and outperform any other strategy that involves simultaneous transmissions from more than one AF relay under an aggregate power constraint. This outage optimality demonstrates that cooperation benefits are maximized with intelligent scheduling among AF relays.
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## I. Introduction

COOPERATIVE relaying techniques have been proposed as an efficient way to mitigate fading in slow fading wireless environments and have attracted increasing interest [1]-[3]. Although cooperative relaying has focused on simultaneous and in-band transmissions from multiple relays (see, e.g., [3] and references therein), recent asymptotic analysis showed that carefully selected single-relay transmissions incur no performance loss compared to multiple-relay transmissions in terms of the diversity-multiplexing gain tradeoff for both decode-and-forward (DF) and amplify-and-forward (AF) relays [4]. Subsequent finite signal-to-noise ratio (SNR) analysis showed that under an aggregate power constraint, specific single-relay selection among DF relays is globally outageoptimal, i.e., minimizes the outage probability and outperforms techniques based on multiple DF-relay transmissions [5]. Moreover, the optimal rule for single-relay AF transmission was presented-i.e., the opportunistic relay selection that minimizes the outage probability among all single-relay selection rules in AF environments.

In this letter, we show that the optimal rule for single AF transmission in dual-hop Rayleigh Fading channels is also globally outage-optimal among all possible techniques that rely on multiple transmissions of AF relays under an aggregate power constraint. In Section II we present the system and protocol assumptions, and in Section III we formulate

[^0]the problem. A theorem is established to show the outage optimality of single opportunistic AF relaying in Section IV, and its implications are discussed in Section V.

## II. Models and Protocols

We consider a dual-hop scenario where a single source communicates with a single destination through a total number of $K$ relays. In line with prior art, the received signal in a link $(\mathrm{A} \rightarrow \mathrm{B})$ between two nodes A and B is given by $y_{\mathrm{B}}=\alpha_{\mathrm{AB}} x_{\mathrm{A}}+n_{\mathrm{B}}$, where $x_{\mathrm{A}}$ is the signal transmitted at the node $\mathrm{A}, \alpha_{\mathrm{AB}} \sim \mathcal{C N}\left(0, \Omega_{\mathrm{AB}}\right)$ is the channel gain between the link $\mathrm{A} \rightarrow \mathrm{B}$, and $n_{\mathrm{B}} \sim \mathcal{C N}\left(0, N_{0}\right)$ is the additive white Gaussian noise (AWGN) at the node B. ${ }^{1}$ For each link, let $\gamma_{\mathrm{AB}} \triangleq\left|\alpha_{\mathrm{AB}}\right|^{2}$ be the instantaneous squared channel strength, obeying an exponential distribution with $\mathbb{E}\left\{\gamma_{\mathrm{AB}}\right\} \triangleq \Omega_{\mathrm{AB}}$. We further assume that the channel gains for all links are statistically independent and that all terminals have the same noise variance $N_{0}$.

For each relay $k \in \mathcal{S}_{\text {relay }}=\{1,2, \ldots, K\}$, we designate a link from the source to the $k$ th relay by $\mathrm{S} \rightarrow k$ and a link from the $k$ th relay to the destination by $k \rightarrow \mathrm{D}$. If the node A is the source, then $\mathbb{E}\left\{\left|x_{\mathrm{A}}\right|^{2}\right\}=\mathcal{P}_{\mathrm{S}}$, while if the node A is the $k$ th relay, then $\mathbb{E}\left\{\left|x_{\mathrm{A}}\right|^{2}\right\}=v_{k} \mathcal{P}_{\mathrm{R}}$ is the individual relay power, where $v_{k} \in[0,1], \sum_{k=1}^{K} v_{k}=1$, and $\mathcal{P}_{\mathrm{R}}$ is the aggregate relay power. We also define $\eta_{\mathrm{S} k} \triangleq \Omega_{\mathrm{S} k} \mathcal{P}_{\mathrm{S}} / N_{0}$ and $\eta_{k \mathrm{D}} \triangleq \Omega_{k \mathrm{D}} \mathcal{P}_{\mathrm{R}} / N_{0}$, while $R$ denotes the end-to-end spectral efficiency in $\mathrm{bps} / \mathrm{Hz}$.

We consider a two-phase communication protocol where the source can communicate with the destination only through half-duplex relays (no direct path between the source and destination). During the first phase, the source (with no channel knowledge) transmits $N / 2$ symbols and all relays listen, while during the second phase, the relays forward a scaled version $\sqrt{v_{k} \mathcal{P}_{\mathrm{R}}} y_{k} / \sqrt{\mathbb{E}\left\{\left|y_{k}\right|^{2}\right\}}$ of their received signal $y_{k}$ (acquired during the first phase of the protocol), using the same number of symbols. The channel is assumed to remain constant during the two phases (at least $N$-symbol coherence time).

## III. Problem Formulation

The mutual information for multiple AF transmissions with $K$ relays under the aggregate power constraints (with no direct

[^1]\[

$$
\begin{equation*}
\mathbb{P}_{\mathrm{Opp}-\mathrm{AF}}(\text { outage })=\mathbb{P}\{\frac{1}{2} \log _{2}(1+\max _{k \in \mathcal{S}_{\text {relay }}} \underbrace{\frac{\gamma_{\mathrm{S} k} \gamma_{k \mathrm{D}}}{\frac{N_{0}}{\mathcal{P}_{\mathrm{R}}}\left(1+\eta_{\mathrm{S} k}\right)+\gamma_{k \mathrm{D}}}}_{\triangleq W_{k}^{(\mathrm{AF})}} \frac{\mathcal{P}_{\mathrm{S}}}{N_{0}})<R\} \tag{3}
\end{equation*}
$$

\]

path between the source and destination) is given by [5], [6]
$\mathcal{I}_{\mathrm{MR}-\mathrm{AF}}=\frac{1}{2} \log _{2}\left\{1+\frac{\left|\sum_{k=1}^{K} \sqrt{\frac{v_{k} \mathcal{P}_{\mathrm{R}}}{\Omega_{\mathrm{S} k} \mathcal{P}_{\mathrm{S}}+N_{0}}} \alpha_{\mathrm{S} k} \alpha_{k \mathrm{D}}\right|^{2}}{\left(1+\sum_{k=1}^{K} \frac{v_{k} \mathcal{P}_{\mathrm{R}}\left|\alpha_{k \mathrm{D}}\right|^{2}}{\Omega_{\mathrm{S} k} \mathcal{P}_{\mathrm{S}}+N_{0}}\right)} \frac{\mathcal{P}_{\mathrm{S}}}{N_{0}}\right\}$.

For any given power allocation $\left(\mathcal{P}_{\mathrm{S}}, \mathcal{P}_{\mathrm{R}}\right)$, we are looking for the optimal set $\left\{v_{k}\right\}_{k=1}^{K}$ (subject to $\sum_{k=1}^{K} v_{k}=1$ and $0 \leq v_{k} \leq 1$ ) that minimizes the outage probability:

$$
\begin{array}{ll}
\operatorname{minimize} & \mathbb{P}\left\{\mathcal{I}_{\mathrm{MR}-\mathrm{AF}}<R\right\} \\
\text { subject to } & \sum_{k=1}^{K} v_{k}=1  \tag{2}\\
& 0 \leq v_{k} \leq 1, \quad \forall k \in \mathcal{S}_{\text {relay }}
\end{array}
$$

Note that with single opportunistic relaying, we should select a relay that maximizes the argument of the logarithm in (1), yielding the outage probability (3), shown at the top of the page. This minimizes the outage probability among all singlerelay selection rules in AF relay environments. ${ }^{2}$

## IV. Outage Optimality

In the following theorem, we show that the opportunistic single-relay selection in (3) outperforms any other strategy that employs simultaneous, in-band, AF transmissions from more than one relay under the aggregate power constraint.

Theorem 1: For AF relaying with the aggregate power constraint $\mathcal{P}_{\mathrm{R}}$, choosing the "best" relay

$$
\begin{equation*}
b_{\mathrm{AF}}^{*}=\arg \max _{k \in \mathcal{S}_{\text {relay }}} W_{k}^{(\mathrm{AF})} \tag{4}
\end{equation*}
$$

is globally outage-optimal, that is,

$$
\begin{align*}
\mathbb{P}_{\mathrm{MR}-\mathrm{AF}}(\text { outage }) & =\mathbb{P}\left\{\mathcal{I}_{\mathrm{MR}-\mathrm{AF}}<R\right\} \\
& \geq \mathbb{P}_{\mathrm{Opp}-\mathrm{AF}}(\text { outage }) \tag{5}
\end{align*}
$$

Proof: Let

$$
\begin{aligned}
& \mathbf{h}_{1}=\left[\begin{array}{llll}
h_{1,1} & h_{1,2} & \ldots & h_{1, K}
\end{array}\right]^{T} \sim \tilde{\mathcal{N}}_{K}\left(\mathbf{0}, \mathbf{I}_{K}\right) \\
& \mathbf{h}_{2}=\left[\begin{array}{llll}
h_{2,1} & h_{2,2} & \ldots & h_{2, K}
\end{array}\right]^{T} \sim \tilde{\mathcal{N}}_{K}\left(\mathbf{0}, \mathbf{I}_{K}\right)
\end{aligned}
$$

be independent complex $K$-dimensional (column) Gaussian vectors, where the superscript $(\cdot)^{T}$ denotes the transpose and $\mathbf{I}_{K}$ is the $K \times K$ identity matrix. Then, defining the $K \times K$ diagonal matrices

$$
\begin{equation*}
\mathbf{G}_{1}=\operatorname{diag}\left(\sqrt{\eta_{\mathrm{S} 1}}, \sqrt{\eta_{\mathrm{S} 2}}, \ldots, \sqrt{\eta_{\mathrm{S} K}}\right) \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{G}_{2}=\operatorname{diag}\left(\sqrt{\frac{\eta_{1 \mathrm{D}}}{\eta_{\mathrm{S} 1}+1}}, \sqrt{\frac{\eta_{2 \mathrm{D}}}{\eta_{\mathrm{S} 2}+1}}, \ldots, \sqrt{\frac{\eta_{K \mathrm{D}}}{\eta_{\mathrm{S} K}+1}}\right) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{V}=\operatorname{diag}\left(\sqrt{v_{1}}, \sqrt{v_{2}}, \ldots, \sqrt{v_{K}}\right) \tag{8}
\end{equation*}
$$

we can rewrite (1) as

$$
\begin{align*}
\mathcal{I}_{\mathrm{MR}-\mathrm{AF}} & =\frac{1}{2} \log _{2}\left\{1+\frac{\left|\mathbf{h}_{2}^{\dagger} \mathbf{G}_{1} \mathbf{V} \mathbf{G}_{2} \mathbf{h}_{1}\right|^{2}}{1+\mathbf{h}_{2}^{\dagger}\left(\mathbf{V G}_{2}\right)^{2} \mathbf{h}_{2}}\right\} \\
& =\frac{1}{2} \log _{2}\left\{1+\mathbf{h}_{1}^{\dagger} \boldsymbol{\Sigma}_{\left(\mathbf{h}_{2}\right)} \mathbf{h}_{1}\right\} \tag{9}
\end{align*}
$$

where $\dagger$ denotes the transpose conjugate and $\boldsymbol{\Sigma}_{\left(\mathbf{h}_{\mathbf{2}}\right)} \in \mathbb{C}^{K \times K}$ is given by

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\left(\mathbf{h}_{2}\right)}=\frac{\mathbf{G}_{2} \mathbf{V} \mathbf{G}_{1} \mathbf{h}_{2} \mathbf{h}_{2}^{\dagger} \mathbf{G}_{1} \mathbf{V} \mathbf{G}_{2}}{1+\mathbf{h}_{2}^{\dagger}\left(\mathbf{V G}_{2}\right)^{2} \mathbf{h}_{2}} \tag{10}
\end{equation*}
$$

Let $\lambda_{[1]} \geq \lambda_{[2]} \geq \ldots \geq \lambda_{[K]}$ be the ordered eigenvalues of $\boldsymbol{\Sigma}_{\left(\mathbf{h}_{2}\right)}$. Then, since $\boldsymbol{\Sigma}_{\left(\mathbf{h}_{2}\right)}$ is a positive semidefinite matrix of one rank, we have $\lambda_{[2]}=\lambda_{[3]}=\ldots=\lambda_{[K]}=0$ and nonzero positive eigenvalue $\lambda_{[1]}$ equal to

$$
\begin{equation*}
\lambda_{[1]}=\frac{\mathbf{h}_{2}^{\dagger}\left(\mathbf{G}_{1} \mathbf{V G} G_{2}\right)^{2} \mathbf{h}_{2}}{1+\mathbf{h}_{2}^{\dagger}\left(\mathbf{V G}_{2}\right)^{2} \mathbf{h}_{2}} \tag{11}
\end{equation*}
$$

Since $\boldsymbol{\Sigma}_{\left(\mathbf{h}_{2}\right)}$ is Hermitian, there exists a unitary matrix $\mathbf{U} \in \mathcal{U}(K)$ such that $\boldsymbol{\Sigma}_{\left(\mathbf{h}_{2}\right)}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{\dagger}$ and $\boldsymbol{\Lambda}=$ $\operatorname{diag}\left(\lambda_{[1]}, 0,0, \ldots, 0\right)$, where $\mathcal{U}(K)$ denotes a unitary group of $K \times K$ unitary matrices, i.e.,

$$
\mathcal{U}(K)=\left\{\mathbf{U} \in \mathbb{C}^{K \times K}: \mathbf{U U}^{\dagger}=\mathbf{I}_{K}\right\}
$$

Therefore, we have

$$
\left.\left.\begin{array}{l}
\mathbb{P}_{\mathrm{MR}-\mathrm{AF}}(\text { outage })=\mathbb{P}\left\{\mathbf{h}_{1}^{\dagger} \boldsymbol{\Sigma}_{\left(\mathbf{h}_{2}\right)} \mathbf{h}_{1}<2^{2 R}-1\right\} \\
\quad \stackrel{(a)}{=} \mathbb{P}\left\{\mathbf{h}_{1}^{\dagger} \boldsymbol{\Lambda} \mathbf{h}_{1}<2^{2 R}-1\right\} \\
\quad=\mathbb{P}\left\{\left|h_{1,1}\right|^{2} \lambda_{[1]}<2^{2 R}-1\right\} \\
\quad \stackrel{(b)}{\geq} \mathbb{P}\left\{\left|h_{1,1}\right|^{2} \max _{k \in \mathcal{S}_{\text {relay }}}\left(\frac{\frac{\eta_{\mathrm{S} k} \eta_{k \mathrm{D}}}{\eta_{\mathrm{S} k}+1}\left|h_{2, k}\right|^{2}}{1+\frac{\eta_{k \mathrm{D}}}{\eta_{\mathrm{S} k}+1}\left|h_{2, k}\right|^{2}}\right)<2^{2 R}-1\right\} \\
\quad \geq \mathbb{P}\left\{\operatorname { m a x } _ { k \in \mathcal { S } _ { \text { relay } } } \left(\frac{\eta_{\mathrm{S} k} \eta_{k \mathrm{D}}}{\eta_{\mathrm{S} k}+1}\left|h_{1, k}\right|^{2}\left|h_{2, k}\right|^{2}\right.\right. \\
1+\frac{\eta_{k \mathrm{D}}}{\eta_{\mathrm{S} k}+1}\left|h_{2, k}\right|^{2}
\end{array}\right)<2^{2 R}-1\right\},
$$

where $(a)$ follows from the fact that the distribution of the complex Gaussian vector $\mathbf{h}_{1}$ is unitary invariant, i.e.,

$$
\begin{equation*}
\mathbf{U}^{\dagger} \mathbf{h}_{1} \sim \tilde{\mathcal{N}}_{K}\left(\mathbf{0}, \mathbf{I}_{K}\right), \quad \forall \mathbf{U} \in \mathcal{U}(K) \tag{13}
\end{equation*}
$$

while (b) and $(c)$ follow from Lemma 1 in Appendix and (3), respectively.

## V. Discussion

Theorem 1 demonstrates that cooperation is useful even when AF relays choose not to transmit. In fact, this outage optimality reveals that optimal relay selection minimizes the outage probability and outperforms any other strategy that involves simultaneous transmissions from more than one AF relay.

We note that in-band transmissions from multiple relays require a) some type of non-trivial space-time coding, and b) RF-front ends that support simultaneous reception of multiple in-band signals and thus, depart from the conventional lowcost radios treating additional in-band signals as noise. In contrast, selection and single relay retransmission allow the use of existing low-cost radios. The main difficulty in relay selection is the discovery of the optimal relay in a timely fashion with small overhead. Such distributed techniques were proposed and analyzed in [4] and tested with low-cost radios in [6].

Intuitively, the outage optimality of opportunistic AF relaying comes at no surprise. Simultaneous transmissions from more than one AF relays do not necessarily add constructively at the receiver, since each relay transmission arrives at the destination with different phase (the channel gain $\alpha_{\mathrm{AB}}$ between any two points is a complex number). Therefore, the sum is not necessarily greater than the individual transmissions and it is preferable to utilize a single AF relay transmission. Alternatively, the relays could adjust their phase before retransmission in such ways that their signals add in-phase at the destination. ${ }^{3}$

[^2]This is the main idea behind distributed phased-arrays, which a) require complex radio hardware and b) radically deviate from the basic motivation of AF: simplicity of intermediate relays. This work demonstrates that cooperation benefits can be maximized without the need of distributed phased-arrays or any complex radio hardware, but instead, with intelligent scheduling among low-cost AF relays.

## Appendix

Lemma 1 (Bound of Ratio of Scaled Positive Numbers):
For $a_{k}>0, b_{k}>0$, and $c_{k} \geq 0, k=1,2, \ldots, K$, with $\sum_{k=1}^{K} c_{k}=1$, the following inequality holds:

$$
\begin{equation*}
\frac{\sum_{k=1}^{K} a_{k} b_{k} c_{k}}{1+\sum_{k=1}^{K} b_{k} c_{k}} \leq \max _{k \in\{1,2, \ldots, K\}} \frac{a_{k} b_{k}}{1+b_{k}} \tag{14}
\end{equation*}
$$

Proof: Let

$$
\begin{equation*}
k^{*}=\arg \max _{k \in\{1,2, \ldots, K\}} \frac{a_{k} b_{k}}{1+b_{k}} \tag{15}
\end{equation*}
$$

Then, substituting $c_{k^{*}}=1-\sum_{j \neq k^{*}} c_{j}$ and taking into account the fact that all involved terms are nonnegative, the inequality (14) is equivalent to

$$
\begin{equation*}
\sum_{j \neq k^{*}}\left[a_{j} b_{j}-a_{k^{*}} b_{k^{*}}+b_{k^{*}} b_{j}\left(a_{j}-a_{k^{*}}\right)\right] c_{j} \leq 0 \tag{16}
\end{equation*}
$$

The inequality (16) always holds since

$$
\begin{equation*}
a_{j} b_{j}-a_{k^{*}} b_{k^{*}}+b_{k^{*}} b_{j}\left(a_{j}-a_{k^{*}}\right) \leq 0, \quad \forall j \neq k^{*} \tag{17}
\end{equation*}
$$

yielding the desired result (14).

## References

[1] J. H. Winters, "On the capacity of radio communication systems with diversity in Rayleigh fading environment," IEEE J. Select. Areas Commun., vol. 5, no. 5, pp. 871-878, June 1987.
[2] A. Sendonaris, E. Erkip, and B. Aazhang, "User cooperation diversitypart I: system description," IEEE Trans. Commun., vol. 51, no. 11, pp. 1927-1938, Nov. 2003.
[3] J. N. Laneman and G. W. Wornell, "Distributed space-time coded protocols for exploiting cooperative diversity in wireless networks," IEEE Trans. Inf. Theory, vol. 49, no. 10, pp. 2415-2525, Oct. 2003.
[4] A. Bletsas, A. Khisti, D. P. Reed, and A. Lippman, "A simple cooperative diversity method based on network path selection," IEEE J. Sel. Areas Comтип., vol. 24, no. 9, pp. 659-672, Mar. 2006.
[5] A. Bletsas, H. Shin, M. Z. Win, and A. Lippman, "Cooperative diversity with opportunistic relaying," in Proc. IEEE Wireless Commun. and Networking Conf. (WCNC'06), pp. 1034-1039.
[6] A. Bletsas, "Intelligent antenna sharing in cooperative diversity wireless networks," Ph.D. dissertation, Massachusetts Institute of Technology, Cambridge, MA, Sept. 2005; thesis advisors: Professors Andrew B. Lippman and Moe Z. Win.


[^0]:    Manuscript received October 1, 2006. The associate editor coordinating the review of this letter and approving it for publication was Dr. Vladimir Stankovic. This research was supported, in part, by the Kyung Hee University Research Fund in 2006 (KHU-20060610), the Office of Naval Research Young Investigator Award N00014-03-1-0489, the National Science Foundation under Grants ANI-0335256 and ECS-0636519, DoCoMo USA Labs, and the Charles Stark Draper Laboratory Robust Distributed Sensor Networks Program.
    A. Bletsas was with the Media Laboratory, Massachusetts Institute of Technology, 77 Massachusetts Avenue, Cambridge, MA 02139 USA. (email: aggelos@media.mit.edu).
    H. Shin is with the School of Electronics and Information, Kyung Hee University, 1 Seocheon, Kihung, Yongin, Kyungki 446-701, Korea (email: hshin@khu.ac.kr).
    M. Win is with the Laboratory for Information and Decision Systems (LIDS), Massachusetts Institute of Technology, 77 Massachusetts Avenue, Cambridge, MA 02139 USA (email: moewin@mit.edu).

    Digital Object Identifier 10.1109/LCOMM.2007.061589.

[^1]:    ${ }^{1} \mathcal{C N}\left(\mu, \sigma^{2}\right)$ denotes a complex circularly symmetric Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$. Similarly, $\tilde{\mathcal{N}}_{m}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ denotes a complex $m$ variate Gaussian distribution with a mean vector $\boldsymbol{\mu} \in \mathbb{C}^{m}$ and a covariance matrix $\boldsymbol{\Sigma} \in \mathbb{C}^{m \times m}$.

[^2]:    ${ }^{3}$ This is also true for Gaussian relay channels where the channel gain is considered as a real number (no phase).

