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Outage Probability Analysis of
Cognitive Transmissions:

Impact of Spectrum Sensing Overhead
Yulong Zou, Student Member, IEEE, Yu-Dong Yao, Senior Member, IEEE, and Baoyu Zheng, Member, IEEE

Abstract—In cognitive radio networks, a cognitive source node
requires two essential phases to complete a cognitive transmission
process: the phase of spectrum sensing with a certain time
duration (also referred to as spectrum sensing overhead) to detect
a spectrum hole and the phase of data transmission through the
detected spectrum hole. In this paper, we focus on the outage
probability analysis of cognitive transmissions by considering the
two phases jointly to examine the impact of spectrum sensing
overhead on system performance. A closed-form expression of an
overall outage probability that accounts for both the probability
of no spectrum hole detected and the probability of a channel
outage is derived for cognitive transmissions over Rayleigh fading
channels. We further conduct an asymptotic outage analysis in
high signal-to-noise ratio regions and obtain an optimal spectrum
sensing overhead solution to minimize the asymptotic outage
probability. Besides, numerical results show that a minimized
overall outage probability can be achieved through a tradeoff in
determining the time durations for the spectrum hole detection
and data transmission phases. In this paper, we also investigate
the use of cognitive relay to improve the outage performance of
cognitive transmissions. We show that a significant improvement
is achieved by the proposed cognitive relay scheme in terms of
the overall outage probability.

Index Terms—Cognitive radio, spectrum sensing, overhead,
cognitive relay transmission, outage probability.

I. INTRODUCTION

THERE are increasing demands for the wireless radio

spectrum with the emergency of many new wireless

communication networks (e.g., wireless local area networks,

wireless sensor networks, Bluetooth and so on). Meanwhile,

according to the Federal Communications Commission (FCC),

large portions of the licensed wireless spectrum resources are
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under utilized [1]. In order to address this issue, cognitive radio

[2] has been proposed by allowing a cognitive user to access a

spectrum hole (that is a frequency band licensed to a primary

user but not utilized by that user at a particular time and a

specific geographic location [3]), which promotes the efficient

utilization of the licensed spectrum. As stated in [3], cognitive

radio is an intelligent wireless communication system, which

learns from its surrounding environment and adapts its internal

states to statistical variations of the environment.

In cognitive radio networks, a cognitive source node typi-

cally requires two essential phases to complete its transmission

to its destination: 1) a spectrum sensing phase (also known as a

spectrum hole detection phase), in which the cognitive source

attempts to detect an available spectrum hole with a certain

time duration (referred to as spectrum sensing overhead), and

2) a data transmission phase, in which data is transmitted to

the destination through the detected spectrum hole. The two

phases have been studied individually in terms of different

detection [5] - [13] or different transmission [14] - [22]

techniques.

In spectrum sensing, the energy detection [5], [6] and the

matched filter detection [7], [8] have been proposed first and

investigated extensively. It has been shown that the energy

detection can not differentiate signal types, which could lead

to more false detections triggered by some unintended inter-

ference signals [5]. Although the matched filter is an optimal

detector in stationary Gaussian noise scenario, it requires prior

information of the primary user signal, such as the pulse

shape, modulation type and so on [4]. As an alternative, the

cyclostationary feature detector has been presented in [9],

[10], which can differentiate the modulated signal from the

interference and additive noise. The advantage of cyclosta-

tionary detection comes at the expense of high computational

complexities since it requires an extra training process to

extract significant features. Meanwhile, in order to combat

fading effects, a collaborative spectrum sensing approach has

been proposed [11], where the detection results from multiple

cognitive users are pooled together at a fusion center by using

a logic rule. Recently, in [12], [13], the authors have applied

cooperative diversity [16], [17] to the detection of the primary

user and shown that the detection time can be reduced greatly

through the cooperation between the cognitive users.

In the wireless transmission research, a large number of

studies are motivated to combat the large-scale and small-

scale fading. Two wireless transmission technologies, i.e., the
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relay and the diversity techniques, have been proposed [14]

- [23] in order to provide reliable systems with high data-

rates. As stated in [14], the relay technique has been generally

considered as an effective method to improve the capacity

and coverage for next-generation wireless networks. On the

other hand, multiple-input and multiple-output (MIMO) [15]

has been proposed as an effective diversity scheme that can

increase the channel capacity greatly by employing multiple

antennas at both the transmitter and receiver. In [16] - [23],

the authors have put forward the cooperative diversity to

implement virtual multiple antennas through the cooperation

between the source and the relay nodes, which combines

the advantages of the relay and diversity techniques. More

recently, in [28], [29], the cooperative relay technology has

also been explored at the medium access control (MAC) and

higher layers to improve the system throughput of cognitive

radio networks.

Notice that the spectrum hole detection and data transmis-

sion phases can not be designed and optimized in isolation

since they could affect each other. For example, an available

spectrum hole would get wasted if the cognitive source has not

detected the hole within a certain time duration. This decreases

the spectrum hole utilization efficiency. While increasing the

time duration of the hole detection phase improves the detec-

tion probability of spectrum holes, it comes at the expense

of a reduction in transmission performance since less time is

now available for the data transmission. In [24], the authors

have studied a tradeoff in optimizing the performance of

the secondary user under a targeted level of the primary

interference protection. In [25], [26], a sensing-throughput

tradeoff has been investigated for cognitive radio networks,

where the research focus is on the maximization of secondary

throughput under the constraint of primary user protection.

Besides, another optimal spectrum sensing framework has

been explored in [27], where the optimization objective is to

minimize the spectrum sensing time without considering the

transmission link condition and, moreover, only an additive

white Gaussian noise (AWGN) channel is considered for the

sensing performance analysis. However, the transmission link

condition plays an important role in optimizing the cognitive

transmission performance. For example, if a small-scaled

fading term is taken into account for the transmission link, an

outage event may occur given a fixed transmit power and data

transmission rate when the transmission link is in relatively

deep fading. In this case, a longer time duration is needed for

the data transmission phase to reduce the outage probability

satisfying a predefined target.

The main contributions of this paper are described as

follows. First, unlike the separate analysis of the spectrum

hole detection and data transmission phases [5] - [23], we

jointly consider the two parts to examine the impact of the

spectrum sensing overhead on the overall system performance.

Second, we focus on the minimization of outage probability

of secondary transmissions under a required probability of

detection of primary users over Rayleigh fading channels,

differing from [24] - [27] where the research is to either mini-

mize the spectrum sensing time or to maximize the secondary

throughput. Third, we derive a closed-form expression of

the overall outage probability over Rayleigh fading channels,

Fig. 1. (a) Coexistence of a primary wireless network and a cognitive
radio network; (b) the allocation of time durations: hole detection versus data
transmission.

which accounts for both the probability of no spectrum hole

detected and the probability of a channel outage, for cognitive

transmissions. Finally, in order to improve the system perfor-

mance, we propose a cognitive relay transmission scheme and

present its outage probability analysis over Rayleigh fading

channels.

The remainder of this paper is organized as follows. Sec-

tion II describes the system model of cognitive transmission

that considers both the spectrum hole detection and data

transmission phases, followed by the outage analysis in Sec-

tion III, where the corresponding numerical evaluations are

also provided to show the system performance of cognitive

transmission. In Section IV, we propose a cognitive relay

transmission scheme along with its performance analysis.

Numerical results are also presented in this section. Finally,

we make some concluding remarks in Section V.

II. SYSTEM MODEL

Consider a cognitive radio network where a cognitive source

(CS) is sending data to a cognitive destination (CD) over a

spectrum hole unoccupied by a primary user (PU), as shown in

Fig. 1 (a). Specifically, if CS detects an idle licensed frequency

channel (that is not occupied currently by PU), it will use

this channel for its data transmission (secondary data trans-

mission); otherwise, CS will continue detecting the licensed

frequency band to seek an available transmission opportunity.

From Fig. 1, one can see that the whole cognitive transmission

process is divided into two phases: 1) hole detection of the

licensed band and 2) data transmission from CS to CD. The

allocation of time durations between the two phases is depicted

in Fig. 1 (b), where the detection phase and the transmission

phase occupy 𝛼 and 1-𝛼 fractions, respectively, of one time

slot, and 𝛼 is referred to as spectrum sensing overhead that

can be varied to optimize the system performance. Notice that

such a cognitive transmission protocol will be extended to a

cognitive relay network in Section IV.

In Fig. 1 (a), each transmission link between any two

nodes is modeled as a Rayleigh fading process and,

moreover, the fading channel is considered as constant
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during one time slot. The transmit power of PU and CS

are 𝑃𝑝 and 𝑃𝑠, respectively. For notational convenience, let

𝐻𝑝(𝑘, 1) and 𝐻𝑝(𝑘, 2) denote whether or not the licensed

band is occupied by PU in the first and second phases,

respectively, of time slot 𝑘, i.e, 𝐻𝑝(𝑘, 1) = 𝐻𝑝(𝑘, 2) = 𝐻0

represents the band being unoccupied by PU and,

otherwise, 𝐻𝑝(𝑘, 1) = 𝐻𝑝(𝑘, 2) = 𝐻1. A Bernoulli

distribution with parameter Pa is used to model the

random variable 𝐻𝑝(𝑘, 1), i.e., Pr (𝐻𝑝(𝑘, 1) = 𝐻0) = Pa

and Pr (𝐻𝑝(𝑘, 1) = 𝐻1) = 1 − Pa. Moreover, the

transition between 𝐻𝑝(𝑘, 1) and 𝐻𝑝(𝑘, 2) is modeled as

a Markov chain with parameter 1 − exp[−(1− 𝛼)𝜆],
i.e., Pr (𝐻𝑝(𝑘, 2) = 𝐻1∣𝐻𝑝(𝑘, 1) = 𝐻0) =
Pr (𝐻𝑝(𝑘, 2) = 𝐻0∣𝐻𝑝(𝑘, 1) = 𝐻1) = 1 − exp[−(1− 𝛼)𝜆]
and Pr (𝐻𝑝(𝑘, 2) = 𝐻0∣𝐻𝑝(𝑘, 1) = 𝐻0) =
Pr (𝐻𝑝(𝑘, 2) = 𝐻1∣𝐻𝑝(𝑘, 1) = 𝐻1) = exp[−(1− 𝛼)𝜆],
where 𝜆 is the characteristic parameter. Thus, the signal

detected by CS from PU can be expressed as

𝑦𝑠(𝑘) = ℎ𝑝𝑠(𝑘)
√

𝑃𝑝𝜃(𝑘, 1) + 𝑛𝑠(𝑘) (1)

where ℎ𝑝𝑠(𝑘) is the fading coefficient of the channel from PU

to CS at time slot 𝑘, 𝑛𝑠(𝑘) is AWGN with zero mean and the

power spectral density 𝑁0, and 𝜃(𝑘, 1) is defined as

𝜃(𝑘, 1) =

{

0, 𝐻𝑝(𝑘, 1) = 𝐻0

𝑥𝑝(𝑘, 1), 𝐻𝑝(𝑘, 1) = 𝐻1

where 𝑥𝑝(𝑘, 1) is the transmission signal of PU during the first

phase (namely hole detection phase) of time slot 𝑘. Based on

(1), CS will make a decision �̂�𝑠(𝑘) on whether the licensed

band is occupied by PU. Specifically, �̂�𝑠(𝑘) = 𝐻0 consid-

ers that the band is available for secondary transmissions;

�̂�𝑠(𝑘) = 𝐻1 considers the band is unavailable. Therefore,

the signal received at CD from CS can be written as

𝑦𝑑(𝑘) = ℎ𝑠𝑑(𝑘)
√

𝑃𝑠𝛽(𝑘) + ℎ𝑝𝑑(𝑘)
√

𝑃𝑝𝜃(𝑘, 2) + 𝑛𝑑(𝑘) (2)

where ℎ𝑠𝑑(𝑘) and ℎ𝑝𝑑(𝑘) are the fading coefficients of the

channel from CS to CD and that from PU to CD, respectively.

In addition, 𝛽(𝑘) and 𝜃(𝑘, 2) are defined as follows,

𝛽(𝑘) =

{

𝑥𝑠(𝑘), �̂�𝑠(𝑘) = 𝐻0

0, �̂�𝑠(𝑘) = 𝐻1

and

𝜃(𝑘, 2) =

{

0, 𝐻𝑝(𝑘, 2) = 𝐻0

𝑥𝑝(𝑘, 2), 𝐻𝑝(𝑘, 2) = 𝐻1

where 𝑥𝑠(𝑘) and 𝑥𝑝(𝑘, 2) are the transmission signals of CS

at time slot 𝑘 and that of PU at the second phase of time slot

𝑘, respectively.

III. OUTAGE ANALYSIS OF COGNITIVE TRANSMISSIONS

IN RAYLEIGH FADING CHANNELS

In this section, we start with the outage analysis of cognitive

transmissions and then conduct the numerical evaluations to

show the impact of spectrum sensing overhead.

A. Outage Probability Analysis

As is known [31], [16], [19], an outage event occurs when

the channel capacity falls below the data rate 𝑅. Following

(2), the outage probability of cognitive transmissions is given

by (3) at the top of the following page, where the coefficient

1−𝛼 is due to the fact that only 1−𝛼 fraction of a time slot

is utilized for the CS’s data transmission phase. Considering

conditional probabilities, (3) can be expanded as (4) at the

top of the following page, where Λ = [2𝑅/(1−𝛼) − 1]/𝛾𝑠,
𝛾𝑠 = 𝑃𝑠/𝑁0 and 𝛾𝑝 = 𝑃𝑝/𝑁0. For notational convenience,

let Pa = Pr(𝐻𝑝(𝑘, 1) = 𝐻0) be the probability that there is

a hole, Pf = Pr(�̂�𝑠(𝑘) = 𝐻1∣𝐻𝑝(𝑘, 1) = 𝐻0) and Pd =
Pr(�̂�𝑠(𝑘) = 𝐻1∣𝐻𝑝(𝑘, 1) = 𝐻1) be the probability of false

alarm and the probability of detection of the primary-user-

presence, respectively. Accordingly, (4) can be rewritten as (5)

at the top of the following page. Note that there are several

approaches available for the spectrum hole detection, such as

energy detector, matched filter detector and cyclostationary

feature detector as shown in [5] - [13]. Throughout this paper,

we consider the use of an energy detector for the spectrum

sensing performance analysis. Accordingly, considering an

energy detection method and following (1), the output statistic

of energy detector at time slot 𝑘 is given by

𝑇 (𝑦) =
1

𝑁

𝑁
∑

𝑛=1

∣𝑦𝑠(𝑘, 𝑛)∣2 (6)

where 𝑁 = 𝛼𝑇𝑓𝑠 is the number of samples, 𝑇 and 𝑓𝑠 are the

time slot length and sample frequency, respectively. From (6),

the probability of false alarm and the probability of detection,

Pf(𝑘) and Pd(𝑘), of the primary-user-presence at time slot 𝑘
are calculated as

Pf(𝑘) = Pr(�̂�𝑠(𝑘) = 𝐻1∣𝐻𝑝(𝑘, 1) = 𝐻0)

= Pr{𝑇 (𝑦) > 𝛿∣𝐻𝑝(𝑘, 1) = 𝐻0}
(7)

and

Pd(𝑘) = Pr(�̂�𝑠(𝑘) = 𝐻1∣𝐻𝑝(𝑘, 1) = 𝐻1)

= Pr{𝑇 (𝑦) > 𝛿∣𝐻𝑝(𝑘, 1) = 𝐻1}
(8)

where 𝛿 is the energy detection threshold. Using the results of

Appendix A, we obtain

Pout =Pa exp[−(1− 𝛼)𝜆](1 − Pf)[1− exp(− Λ

𝜎2
𝑠𝑑

)]

+ Pa[1− exp(−(1− 𝛼)𝜆)](1 − Pf)

× [1− 𝜎2
𝑠𝑑

𝜎2
𝑝𝑑𝛾𝑝Λ + 𝜎2

𝑠𝑑

exp(− Λ

𝜎2
𝑠𝑑

)]

+ (1− Pa)[1− exp(−(1− 𝛼)𝜆)](1 − Pd)

× [1− exp(− Λ

𝜎2
𝑠𝑑

)]

+ (1− Pa) exp[−(1− 𝛼)𝜆](1 − Pd)

× [1− 𝜎2
𝑠𝑑

𝜎2
𝑝𝑑𝛾𝑝Λ + 𝜎2

𝑠𝑑

exp(− Λ

𝜎2
𝑠𝑑

)]

+ PaPf + (1− Pa)Pd

(9)
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Pout = Pr

{

(1− 𝛼) log

(

1 +
∣ℎ𝑠𝑑(𝑘)∣2 𝑃𝑠 ∣𝛽(𝑘)∣2

∣ℎ𝑝𝑑(𝑘)∣2 𝑃𝑝 ∣𝜃(𝑘, 2)∣2 +𝑁0

)

< 𝑅

}

(3)

Pout =Pr(�̂�𝑠(𝑘) = 𝐻0, 𝐻𝑝(𝑘, 1) = 𝐻0, 𝐻𝑝(𝑘, 2) = 𝐻0) Pr{∣ℎ𝑠𝑑(𝑘)∣2 < Λ}
+ Pr(�̂�𝑠(𝑘) = 𝐻0, 𝐻𝑝(𝑘, 1) = 𝐻0, 𝐻𝑝(𝑘, 2) = 𝐻1) Pr{∣ℎ𝑠𝑑(𝑘)∣2 − ∣ℎ𝑝𝑑(𝑘)∣2𝛾𝑝Λ < Λ}
+ Pr(�̂�𝑠(𝑘) = 𝐻0, 𝐻𝑝(𝑘, 1) = 𝐻1, 𝐻𝑝(𝑘, 2) = 𝐻0) Pr{∣ℎ𝑠𝑑(𝑘)∣2 < Λ}
+ Pr(�̂�𝑠(𝑘) = 𝐻0, 𝐻𝑝(𝑘, 1) = 𝐻1, 𝐻𝑝(𝑘, 2) = 𝐻1) Pr{∣ℎ𝑠𝑑(𝑘)∣2 − ∣ℎ𝑝𝑑(𝑘)∣2𝛾𝑝Λ < Λ}
+ Pr(�̂�𝑠(𝑘) = 𝐻1)

(4)

Pout =Pa exp[−(1− 𝛼)𝜆](1 − Pf) Pr{∣ℎ𝑠𝑑(𝑘)∣2 < Λ}
+ Pa[1− exp(−(1− 𝛼)𝜆)](1 − Pf) Pr{∣ℎ𝑠𝑑(𝑘)∣2 − ∣ℎ𝑝𝑑(𝑘)∣2𝛾𝑝Λ < Λ}
+ (1 − Pa)[1 − exp(−(1 − 𝛼)𝜆)](1 − Pd) Pr{∣ℎ𝑠𝑑(𝑘)∣2 < Λ}
+ (1 − Pa) exp[−(1− 𝛼)𝜆](1 − Pd) Pr{∣ℎ𝑠𝑑(𝑘)∣2 − ∣ℎ𝑝𝑑(𝑘)∣2𝛾𝑝Λ < Λ}
+ PaPf + (1 − Pa)Pd

(5)

where the false alarm probability Pf is constrained to the

detection probability Pd as given below

Pf =

⎧

⎨

⎩

Pd, Pd = 𝑄(−
√
𝑁)

Pd −𝑄(𝑄−1(Pd) +
1

𝜎2
𝑝𝑠𝜅

) exp(𝜉), otherwise

(10)

where 𝜅 = 𝛾𝑝𝑄
−1(Pd) +

√
𝑁𝛾𝑝, 𝜉 = 𝑄−1(Pd)

𝜎2
ps𝜅

+ 1
2𝜎4

ps𝜅
2 , and

the number of samples 𝑁 should satisfy 𝑁 ≥ [𝑄−1(Pd)]
2. As

can be observed from (9), the derived closed-from expression

of outage probability accounts for both the probability of

no available channel detected in the spectrum hole detection

phase and the probability of channel outage occurred in the

subsequent data transmission phase, and thus we call it overall

outage probability. Following (9) and letting 𝛾𝑠 → +∞, we

are able to obtain an overall outage probability floor

Pout,floor = PaPf + (1− Pa)Pd (11)

which can also be explained as follows. Once CS detects a

spectrum hole (no matter it is a correct or a false detection)

in the first phase, a channel outage would not occur in the

subsequent data transmission phase due to 𝛾𝑠 → +∞. In

other words, when 𝛾𝑠 → +∞, the outage occurs only when

CS detects the presence of PU (i.e., no hole is detected)

no matter whether PU really presents or not. Combining (9)

and (10), one can see that the overall outage probability of

the cognitive transmission is a function of {Pa,Pd,Pf , 𝑅,
𝜎2
𝑝𝑠, 𝜎

2
𝑝𝑑, 𝜎

2
𝑠𝑑, 𝛾𝑠, 𝛾𝑝, 𝛼}, where the data rate 𝑅 may often be

set by the system in accordance with the QoS requirement and

the network environment, and the spectrum sensing overhead

𝛼 is a parameter that can be adapted to optimize the system

performance. To obtain a general expression for an optimal 𝛼∗

as a function of the other parameters is very complicated and

infeasible. Here, we consider an asymptotic outage probability

analysis to decide the optimal value 𝛼∗. Considering the case

of Pa = 1 and 𝜆 = 0 and letting 𝛾𝑠 → ∞, we can obtain

from (9) using the Taylor approximation as

Pout
∼= (1− Pf)

Λ

𝜎2
𝑠𝑑

+ Pf (12)

Letting 𝛾𝑝 → ∞, we can similarly apply the Taylor approxi-

mation to (10) and obtain

Pf
∼= Pd − Pd(1 +

𝑄−1(Pd)

[𝑄−1(Pd) +
√
𝑁 ]𝜎2

𝑝𝑠

⋅ 1

𝛾𝑝
)

= − Pd𝑄
−1(Pd)

[𝑄−1(Pd) +
√
𝛼𝑇𝑓𝑠]𝜎2

𝑝𝑠

⋅ 1

𝛾𝑝

(13)

In obtaining the first equation of (13), we have ignored

the term 1/(2𝜎4
𝑝𝑠𝜅

2), since it is a higher-order infinitesimal

compared to the term 𝑄−1(Pd)/(𝜎
2
𝑝𝑠𝜅) for 𝛾𝑝 → ∞. Differ-

entiating (12) with respective to the spectrum sensing overhead

𝛼 yields

∂Pout

∂𝛼
= (1− Pf)

∂Λ

𝜎2
𝑠𝑑∂𝛼

+ (1 − Λ

𝜎2
𝑠𝑑

)
∂Pf

∂𝛼

∼= ∂Λ

𝜎2
𝑠𝑑∂𝛼

+
∂Pf

∂𝛼

(14)

where the second equation is obtained due to the fact that

Pf and Λ are infinitesimal when 𝛾𝑝, 𝛾𝑠 → ∞. Meanwhile,

∂Pf/∂𝛼 and ∂Λ/∂𝛼 are given by

∂Pf

∂𝛼
=

Pd𝑄
−1(Pd)

√
𝑇𝑓𝑠

2𝛾𝑝𝜎2
𝑝𝑠

√
𝛼[𝑄−1(Pd) +

√
𝛼𝑇𝑓𝑠]2

(15)

and
∂Λ

∂𝛼
=

𝑅2𝑅/(1−𝛼) ln 2

(1− 𝑎)2𝛾𝑠
(16)

By substituting ∂Pf/∂𝛼 and ∂Λ/∂𝛼 from (15) and (16) into

(14), the optimal spectrum sensing overhead should satisfy the

following equation

2𝑅/(1−𝛼∗)
√
𝛼∗[

√

𝛼∗𝑇𝑓𝑠 +𝑄−1(Pd)]
2𝜉 + (1 − 𝛼∗)2𝜁 = 0

(17)
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TABLE I
LIST OF THE OPTIMAL SPECTRUM SENSING OVERHEAD 𝛼∗ UNDER THE

DIFFERENT PRIMARY AND SECONDARY TRANSMIT SIGNAL-TO-NOISE

RATIOS (𝛾𝑠, 𝛾𝑝).

wherein 𝜉 and 𝜁 are given by

𝜉 = 𝜎2
𝑝𝑠𝛾𝑝𝑅 ln 4; 𝜁 = 𝜎2

𝑠𝑑𝛾𝑠
√

𝑇𝑓𝑠Pd𝑄
−1(Pd) (18)

An optimal spectrum sensing overhead 𝛼∗ can be easily deter-

mined by using (17). In Table 1, we show the optimal sensing

overhead under different values of the primary and secondary

transmit powers (𝛾𝑠, 𝛾𝑝) with Pd = 0.99, 𝜎2
𝑝𝑠 = 𝜎2

𝑠𝑑 = 1,
𝑅 = 1 bit/s/Hz, 𝑇 = 25 ms and 𝑓𝑠 = 100 kHz. As shown

in the first two columns of Table 1, as the primary transmit

power 𝛾𝑝 increases, the optimal spectrum sensing overhead

𝛼∗ decreases, which is due to the fact that less time duration

is required for the spectrum hole detection phase with an

increasing primary transmit power. From the last two columns

of Table 1, one can also see that the optimal spectrum sensing

overhead increases when the secondary transmit power 𝛾𝑠
increases from 𝛾𝑠 = 30 dB to 𝛾𝑠 = 40 dB. This is because

that as the secondary transmit power increases, less time is

needed for the data transmission phase, thus resulting in a

longer time duration available for the spectrum sensing phase.

B. Numerical Results and Analysis

In this subsection, we focus on the numerical evaluations to

show the impact of spectrum sensing overhead on the overall

outage probability performance. Notice that the primary user

would be interfered by the cognitive user when CS does not

detect the presence of PU given that PU is active. Therefore,

the probability of detection of the primary-user-presence Pd

shall be set to a required threshold by the cognitive system

to guarantee PU’s QoS. Throughout this paper, we will use

Pd = 0.99 for the numerical evaluations.

Fig. 2 depicts the probability of detection versus the prob-

ability of false alarm using (10). It is shown from Fig. 2 that,

under a required detection probability, as the spectrum sensing

overhead 𝛼 increases, the false alarm probability decreases,

i.e., CS can detect the hole of licensed band more accurately.

This result is easy to understand since increasing 𝛼 indicates

the enhancement of the signal energy received at CS from PU,

which thus leads to the detection performance improvement.

Fig. 3 plots (9) as a function of the transmit SNR at

CS 𝛾𝑠 for different spectrum sensing overhead values. The

corresponding outage probability floors for the three cases

(i.e., 𝛼 = 0.1, 𝛼 = 0.2 and 𝛼 = 0.5) are plotted using (8).

Also, the simulated results are provided in this figure by using

a typical link-level simulation. As shown in Fig. 3, the curves
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Fig. 2. The probability of detection versus the probability of false alarm
for different values of the spectrum sensing overhead 𝛼 with 𝛾𝑝 = 10 dB,
𝑇 = 20 ms, 𝑓𝑠 = 100 kHz, and 𝜎2

𝑝𝑠 = 1.
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Fig. 3. Overall outage probability versus the transmit SNR at CS 𝛾𝑠 for
different values of the spectrum sensing overhead 𝛼 with Pa = 0.8, 𝜆 = 0.1,
Pd = 0.99, 𝑅 = 0.5 b/s/Hz, 𝛾𝑝 = 5 dB, 𝑇 = 20 ms, 𝑓𝑠 = 25 kHz,
𝜎2
𝑝𝑠 = 𝜎2

𝑝𝑑
= 0.5, and 𝜎2

𝑠𝑑
= 1.

of the overall outage probability converge to the corresponding

floors in high 𝛾𝑠 regions. The occurrence of outage floor is

due to the fact that when the transmit SNR 𝛾𝑠 is very high,

the overall outage probability is dominated by the probability

of no spectrum hole detected that is independent from 𝛾𝑠.
Moreover, the floors observed are reduced with the increase

of the overhead 𝛼, which is resulted from the improvement of

the detection probability of spectrum holes as the overhead

𝛼 increases. In addition, the simulation results match the

analytical results very well.

In Fig. 4, we show the overall outage probability versus

the spectrum sensing overhead 𝛼 for different values of the

data rate, where the performance curves plotted correspond

to 𝑅 = 0.4 b/s/Hz and 𝑅 = 0.8 b/s/Hz, respectively. All the

curves plotted in Fig. 4 demonstrate that there always exists

an optimal spectrum sensing overhead 𝛼∗, i.e., a minimized
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Fig. 5. (a) Coexistence of a primary wireless network and a cognitive relay
network; (b) The allocation of time durations: Hole detection versus data
transmission.

outage probability can be achieved through a tradeoff in

determining the time durations for the hole detection and

the data transmission phases. It is noted that for any given

parameter set, an optimal spectrum sensing overhead 𝛼∗ can

be determined by minimizing the overall outage probability as

given by (9).

IV. COMBINED COGNITIVE RELAY AND COGNITIVE

TRANSMISSION

In this section, we consider a cognitive relay network as

shown in Fig. 5 (a), where a cognitive relay (CR) assists CS

for the data transmission. Fig. 5 (b) illustrates the proposed

cognitive relay transmission process, which is described in

detail as follows. At the first phase of time slot 2𝑘 − 1, CS

detects the status of the licensed band. If a spectrum hole is

detected, CS transmits its signal to both CR and CD during

the second phase of the same time slot. Next, CR decodes

its received signal from CS during the first phase of time

slot 2𝑘 and, meanwhile, detects whether or not there is a

spectrum hole. If the signal is decoded successfully and a hole

is detected, CR will notify CS and forward its decoded signal

to CD during the next phase. Otherwise, CS will determine

whether or not to repeat its signal transmission directly to CD

depending on its hole detection result at the second phase of

time slot 2𝑘.

As shown in Fig. 6, we present a block diagram of

the general framework for implementation of the proposed

cognitive relay transmission scheme. An original bit stream

are processed in FED (forward error-detecting, e.g., a cyclic

redundancy check (CRC) code) and FEC (forward error-

correcting, e.g., Turbo code) encoders at time slot 2𝑘 − 1,
giving a encoded bit stream that would be transmitted to both

CR and CD when a spectrum hole is detected through the

hole detection module. At the next time slot 2𝑘, CR performs

FEC decoding and FED checking on the received bits. If the

FED check is successful and a spectrum hole is detected, CR

would then transmit the decoded bits to CD. Otherwise, CS

would determine whether or not to repeat the transmission

of the original bits depending on its hole detection result at

time slot 2𝑘. Finally, CD combines the two copies of received

signals by using maximum ratio combining (MRC) method,

and gives an estimated bit stream of the original bits after a

FEC decoder.

Let 𝐻𝑝(2𝑘 − 1) and 𝐻𝑝(2𝑘) denote the statuses of

licensed band at time slots 2𝑘 − 1 and 2𝑘, respectively.

Similarly, let �̂�𝑠(2𝑘 − 1) and �̂�𝑟(2𝑘) be the decision

results made by CS and CR, respectively, as to whether

there is a spectrum hole. For simplicity, we assume here

that the primary traffic status does not change during one

time slot. Notice that following the procedures as stated in

Section III, the analysis can be extended with additional

primary traffic states to the scenario where the primary traffic

status may change between the spectrum hole detection and

data transmission phases, for which similar performance

characteristics can be obtained. Here, we use a Bernoulli

distribution with parameter Pa to model the random

variable 𝐻𝑝(2𝑘 − 1), i.e., Pr (𝐻𝑝(2𝑘 − 1) = 𝐻0) = Pa

and Pr (𝐻𝑝(2𝑘 − 1) = 𝐻1) = 1 − Pa. Moreover,

a Markov chain with a transition probability

Pt = 1 − exp(−𝜆) is used to model the process of

primary traffic arrival/departure in two adjacent time

slots, i.e., Pr (𝐻𝑝(2𝑘) = 𝐻1∣𝐻𝑝(2𝑘 − 1) = 𝐻0) =
Pr (𝐻𝑝(2𝑘) = 𝐻0∣𝐻𝑝(2𝑘 − 1) = 𝐻1) = Pt

and Pr (𝐻𝑝(2𝑘) = 𝐻0∣𝐻𝑝(2𝑘 − 1) = 𝐻0) =
Pr (𝐻𝑝(2𝑘) = 𝐻1∣𝐻𝑝(2𝑘 − 1) = 𝐻1) = 1 − Pt. Besides,

each wireless link as depicted in Fig. 5 is modeled as a

Rayleigh block fading channel, i.e., the channel fading is

invariant during one whole block consisting of two time slots.

A. Signal Modeling and Outage Analysis

Following [16], [19] and considering for practicability, we

would adopt half-duplex relay to model and analyze the

cognitive relay transmission scheme. At time slot 2𝑘− 1, the
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Fig. 6. A block diagram of the general framework for implementation of the proposed cognitive relay transmission scheme.

CS signals received at CR and CD can be expressed as

𝑦𝑟(2𝑘 − 1) =ℎ𝑠𝑟(𝑘)
√

𝑃𝑠𝛽(2𝑘 − 1)

+ ℎ𝑝𝑟(𝑘)
√

𝑃𝑝𝜃(2𝑘 − 1, 2) + 𝑛𝑟(2𝑘 − 1)
(19)

and

𝑦𝑑(2𝑘 − 1) =ℎ𝑠𝑑(𝑘)
√

𝑃𝑠𝛽(2𝑘 − 1)

+ ℎ𝑝𝑑(𝑘)
√

𝑃𝑝𝜃(2𝑘 − 1, 2) + 𝑛𝑑(2𝑘 − 1)
(20)

where

𝛽(2𝑘 − 1) =

{

𝑥𝑠(𝑘), �̂�𝑠(2𝑘 − 1) = 𝐻0

0, �̂�𝑠(2𝑘 − 1) = 𝐻1

𝜃(2𝑘 − 1, 2) =

{

0, 𝐻𝑝(2𝑘 − 1) = 𝐻0

𝑥𝑝(2𝑘 − 1, 2), 𝐻𝑝(2𝑘 − 1) = 𝐻1

where 𝑥𝑝(2𝑘−1, 2) is the transmit signal of PU at the second

phase of time slot 2𝑘−1. As depicted in Fig. 5 (b), there exist

two data transmission cases (dependent on whether or not CR

can decode successfully and detect a spectrum hole) at time

slot 2𝑘, which are denoted by Θ = 1 and Θ = 2, respectively.

If CR succeeds in decoding its received signal and detects a

spectrum hole at time slot 2𝑘, it can be described as (21) at the

top of the following page (in an information-theoretic sense

[31]). where the factor 1/2 in front of log(⋅) is resulted from

a half-duplex relay constraint [16]. Then, at the next phase of

time slot 2𝑘, CR would forward its correctly decoded result

�̂�𝑠(𝑘) = 𝑥𝑠(𝑘) to CD. Thus, the signal received at CD can be

written as

𝑦𝑑(2𝑘,Θ = 1) =ℎ𝑟𝑑(𝑘)
√

𝑃𝑠𝑥𝑠(𝑘)

+ ℎ𝑝𝑑(𝑘)
√

𝑃𝑝𝜃(2𝑘, 2) + 𝑛𝑑(2𝑘)
(22)

where

𝜃(2𝑘, 2) =

{

0, 𝐻𝑝(2𝑘) = 𝐻0

𝑥𝑝(2𝑘, 2), 𝐻𝑝(2𝑘) = 𝐻1

Note that 𝛽(2𝑘 − 1) must be equal to 𝑥𝑠(𝑘) in the case of

CR succeeding in decoding the received signal; otherwise, CR

will not be able to decode successfully. By substituting this

result into (20) and combining that with (22), CD achieves

an enhanced signal version as given by (23), from which the

signal-to-interference-and-noise ratio (SINR) is calculated as

SINRd(Θ = 1)

=
∣ℎ𝑠𝑑(𝑘)∣2 𝛾𝑠 + ∣ℎ𝑟𝑑(𝑘)∣2 𝛾𝑠

∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝 ∣𝜃(2𝑘 − 1, 2)∣2 + ∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝 ∣𝜃(2𝑘, 2)∣2 + 2
(24)

If CR fails to decode its received signal or to detect a spectrum

hole at time slot 2𝑘, such an event can be described as (25). In

this case, CS, instead of CR, would determine whether or not

to repeat the transmission of signal 𝑥𝑠(𝑘) to CD depending on

its hole detection result at time slot 2𝑘. In the case of Θ = 2,
the signal received at CD from CS during the time slot 2𝑘 can

be written as

𝑦𝑑(2𝑘,Θ = 2) =ℎ𝑠𝑑(𝑘)
√

𝑃𝑠𝛽(2𝑘) + ℎ𝑝𝑑(𝑘)
√

𝑃𝑝𝜃(2𝑘, 2)

+ 𝑛𝑑(2𝑘)
(26)

where 𝛽(2𝑘) is defined as

𝛽(2𝑘) =

{

𝑥𝑠(𝑘), �̂�𝑠(2𝑘) = 𝐻0

0, �̂�𝑠(2𝑘) = 𝐻1

Combining (20) and (26) with MRC method, CD can achieve

an enhanced signal version as given by

𝑦𝑑(2𝑘,Θ = 2) = ℎ𝑠𝑑(𝑘)
√

𝑃𝑠𝛽(2𝑘 − 1) + ℎ𝑠𝑑(𝑘)
√

𝑃𝑠𝛽(2𝑘)

+ ℎ𝑝𝑑(𝑘)
√

𝑃𝑝𝜃(2𝑘 − 1, 2) + ℎ𝑝𝑑(𝑘)
√

𝑃𝑝𝜃(2𝑘, 2)

+ 𝑛𝑑(2𝑘 − 1) + 𝑛𝑑(2𝑘)
(27)
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Θ = 1 :
(1− 𝛼)

2
log

(

1 +
∣ℎ𝑠𝑟(𝑘)∣2 𝛾𝑠 ∣𝛽(2𝑘 − 1)∣2

∣ℎ𝑝𝑟(𝑘)∣2 𝛾𝑝 ∣𝜃(2𝑘 − 1, 2)∣2 + 1

)

> 𝑅 and �̂�𝑟(2𝑘) = 𝐻0 (21)

𝑦𝑑(2𝑘,Θ = 1) = ℎ𝑠𝑑(𝑘)
√

𝑃𝑠𝑥𝑠(𝑘)+ℎ𝑟𝑑(𝑘)
√

𝑃𝑠𝑥𝑠(𝑘)+ℎ𝑝𝑑(𝑘)
√

𝑃𝑝𝜃(2𝑘−1, 2)+ℎ𝑝𝑑(𝑘)
√

𝑃𝑝𝜃(2𝑘, 2)+𝑛𝑑(2𝑘−1)+𝑛𝑑(2𝑘)
(23)

Θ = 2 :
(1− 𝛼)

2
log

(

1 +
∣ℎ𝑠𝑟(𝑘)∣2 𝛾𝑠 ∣𝛽(2𝑘 − 1)∣2

∣ℎ𝑝𝑟(𝑘)∣2 𝛾𝑝 ∣𝜃(2𝑘 − 1, 2)∣2 + 1

)

< 𝑅 or �̂�𝑟(2𝑘) = 𝐻1 (25)

from which the corresponding SINR can be calculated as

SINRd(Θ = 2)

=
∣ℎ𝑠𝑑(𝑘)∣2 𝛾𝑠 ∣𝛽(2𝑘 − 1)∣2 + ∣ℎ𝑠𝑑(𝑘)∣2 𝛾𝑠 ∣𝛽(2𝑘)∣2

∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝 ∣𝜃(2𝑘 − 1, 2)∣2 + ∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝 ∣𝜃(2𝑘, 2)∣2 + 2
(28)

Now, we have formulated the signal models for the cognitive

relay transmission, based on which a detailed analysis of the

overall outage probability is presented in the following, and

also a performance comparison with the non-relay transmis-

sion is conducted to illustrate the advantage of the proposed

cognitive relay scheme. According to the coding theorem [31],

an outage event is deemed to occur when the channel capacity

falls below the data rate 𝑅. Thus, we can calculate the overall

outage probability of the cognitive relay transmission as

Pout,relay = Pr

{

1− 𝛼

2
log (1 + SINRd) < 𝑅

}

= Pr

{

1− 𝛼

2
log (1 + SINRd(Θ = 1)) < 𝑅,Θ = 1

}

+ Pr

{

1− 𝛼

2
log (1 + SINRd(Θ = 2)) < 𝑅,Θ = 2

}

= Pr {SINRd(Θ = 1) < 𝛾𝑠Δ,Θ = 1}

+ Pr {SINRd(Θ = 2) < 𝛾𝑠Δ,Θ = 2}
(29)

where Δ = [22𝑅/(1−𝛼) − 1]/𝛾𝑠. Using the results from

Appendix B, we can obtain

Pout,relay = B2(a)+B2(b)+B2(c)+B2(d)+B12(a)−B12(b)
(30)

Closed-form expressions of B2(a), B2(b), B2(c), B2(d),
B12(a) and B12(b) are presented in Appendix B as given

by (B.5), (B.7), (B.8), (B.9), (B.13) and (B.14), respectively.

As can be seen from (30), obtaining a general expression for

an optimal spectrum sensing overhead 𝛼 as a function of the

other parameters is very difficult. However, an optimal 𝛼 value

can be determined through numerical computation.

B. Numerical Results and Analysis

Fig. 7 shows the overall outage probability versus the

transmit SNR 𝛾𝑠 using (9) and (30), respectively, in which

the simulated results are also given by employing a typical

link-level simulation approach. From Fig. 7, one can see that

in low SNR regions, the outage performance of the cognitive

relay scheme performs worse than the non-relay transmission.

This is because that out of consideration for practicability,
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Fig. 7. Outage performance versus the transmit SNR at CS 𝛾𝑠 of the non-
relay and the cognitive relay schemes with Pa = 0.8, 𝜆 = 0.1, Pd,s =
Pd,r = 0.99, 𝛼 = 0.2, 𝑅 = 0.5 b/s/Hz, 𝛾𝑝 = 5 dB, 𝑇 = 20 ms, 𝑓𝑠 =
25 kHz, 𝜎2
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= 1.2.

we adopt a half-duplex relay, rather than a full-duplex relay,

which would degrade the system performance. However, in

higher SNR regions, the benefits achieved overtake the costs

and the performance of cognitive relay transmission outper-

forms the non-relay scheme. Note that in practical wireless

communication systems, the transmit SNR shall be required

to meet a satisfactory QoS and thus overly low transmit SNR

is not practical. Accordingly, the advantage of the cognitive

relay scheme is achieved in practical communication systems.

It is worth mentioning that the overall outage probability floor

of the cognitive relay scheme is reduced noticeably compared

with the non-relay scheme, demonstrating the advantage of

the cognitive relay scheme. Besides, one can see from Fig. 7

that the simulation results match the theoretical results well.

Fig. 8 illustrates the overall outage probability for the

cognitive relay transmission by plotting (30) as a function

of 𝛾𝑠 for different spectrum sensing overhead 𝛼 values. As

shown in Fig. 8, the curves approach to their respective outage

probability floors in high SNR regions and, also, the floors go

down with the increase of spectrum sensing overhead 𝛼. This

is due to the fact that at high 𝛾𝑠 values, the outage probability

is dominantly dependent on the detection probability that can

be improved as the overhead 𝛼 increases. Besides, one can

see from Fig. 8 that in lower SNR regions, the relationship
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for different values of the data rate 𝑅 with Pa = 0.8, 𝜆 = 0.1, Pd,s =
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between the overall outage probability and spectrum sensing

overhead 𝛼 is not simply increasing or decreasing. In Fig.

9, we further show the overall outage probability versus the

spectrum sensing overhead 𝛼. As can be observed from Fig.

9, the optimal values of 𝛼 corresponding to 𝑅 = 0.4 b/s/Hz

and 𝑅 = 0.8 b/s/Hz are approximately equal to 0.3 and 0.15,
respectively. It is pointed out that for any given parameter set,

an optimal spectrum sensing overhead 𝛼∗ can be determined

through numerical computation.

V. CONCLUSION

Cognitive radio has been proposed as an effective means

to promote the utilization of valuable wireless spectrum re-

sources. In this paper, we have presented a comprehensive

analysis for the cognitive transmission, where a cognitive

source first detects the available spectrum holes through spec-

trum sensing and then transmits its data over the detected

holes. A closed-form expression of the overall outage proba-

bility for cognitive transmissions has been obtained to show

the impact of spectrum sensing overhead. Numerical results

have shown that minimum overall outage probability can be

achieved through a tradeoff between the hole detection and

the data transmission phases.

Furthermore, we have proposed a cognitive relay transmis-

sion scheme, in which a cognitive relay is used to assist a cog-

nitive source for the data transmission in an adaptive manner.

In particular, cognitive relay forwards its decoded result only

when it can decode the received signal successfully and can

detect a spectrum hole; otherwise, the cognitive source, instead

of the cognitive relay, would determine whether or not to

repeat the signal transmission depending on its hole detection

result. Also, a closed-form expression of the overall outage

probability has been derived for the proposed cognitive relay

scheme. Numerical evaluations have been conducted to show

the advantage of the cognitive relay transmission scheme.

APPENDIX A

DERIVATION OF (9)

Considering the central limit theorem (CLT), for a large

number 𝑁 , random variable 𝑇 (𝑦) given 𝐻𝑝(𝑘, 1) = 𝐻0

follows a Gaussian distribution with mean 𝑁0 and variance

𝑁2
0 /𝑁 (see the proposition 1 in [25] for proof). Therefore,

the false alarm probability Pf(𝑘) at time slot 𝑘 is obtained

from (7) as

Pf(𝑘) ∼=
∫ +∞

𝛿

√
𝑁√

2𝜋𝑁0

exp[−𝑁(𝑥−𝑁0)
2

2𝑁2
0

]𝑑𝑥

= 𝑄

(

(
𝛿

𝑁0
− 1)

√
𝑁

) (A.1)

where 𝑄(⋅) is defined as

𝑄(𝑥) =
1√
2𝜋

∫ +∞

𝑥

exp(−𝑦2

2
)𝑑𝑦 (A.2)

Without loss of generality, we consider that the primary signal

follows a complex symmetric Gaussian distribution, which

a typical OFDM (orthogonal frequency-division multiplex)

modulated signal [32]. Note that we can similarly extend to the

other modulation types, such as the BPSK, QPSK or 16QAM

modulated primary signal. According to the proposition 2 in

[25], for a large number 𝑁 , random variable 𝑇 (𝑦) given

𝐻𝑝(𝑘, 1) = 𝐻1 follows a Gaussian distribution with mean

(∣ℎ𝑝𝑠(𝑘)∣2𝛾𝑝 + 1)𝑁0 and variance (∣ℎ𝑝𝑠(𝑘)∣2𝛾𝑝 + 1)2𝑁2
0 /𝑁 ,

where ℎ𝑝𝑠(𝑘) is a fading coefficient of the channel from PU

to CS at time slot 𝑘. Hence, the detection probability Pd(𝑘)
at time slot 𝑘 is calculated from (8) as

Pd(𝑘) = 𝑄

(

𝛿
√
𝑁

𝑁0(∣ℎ𝑝𝑠(𝑘)∣2𝛾𝑝 + 1)
−
√
𝑁

)

(A.3)

Given a target detection probability Pd and fading coefficient

ℎ𝑝𝑠(𝑘), the instantaneous false alarm probability Pf(𝑘) is

calculated from (A.1) and (A.3) as

Pf(𝑘) = 𝑄
(

𝜅∣ℎ𝑝𝑠(𝑘)∣2 +𝑄−1(Pd)
)

(A.4)



ZOU et al.: OUTAGE PROBABILITY ANALYSIS OF COGNITIVE TRANSMISSIONS: IMPACT OF SPECTRUM SENSING OVERHEAD 2685

where 𝜅 = 𝛾𝑝𝑄
−1(Pd) +

√
𝑁𝛾𝑝 and 𝑄−1(⋅) is an inverse

𝑄(⋅) function. Notice that RV 𝑋 = ∣ℎ𝑝𝑠(𝑘)∣2 follows an

exponential distribution with parameter 1/𝜎2
𝑝𝑠. Therefore, the

average false alarm probability Pf can be calculated as

Pf =

∫

∞

0

𝑄
(

𝜅𝑥+𝑄−1(Pd)
) 1

𝜎2
𝑝𝑠

exp(− 𝑥

𝜎2
𝑝𝑠

)𝑑𝑥

=

∫∫

Ξ

1

𝜎2
𝑝𝑠

exp(− 𝑥

𝜎2
𝑝𝑠

)
1√
2𝜋

exp(−𝑦2

2
)𝑑𝑥𝑑𝑦

(A.5)

where Ξ =
{

(𝑥, 𝑦)∣0 < 𝑥 < ∞, 𝜅𝑥+𝑄−1(Pd) < 𝑦 < ∞
}

.

Integrating (A.5) first with respect to 𝑥, then with respect to

𝑦, we obtain

Pf =

⎧









⎨









⎩

Pd + [1−𝑄(𝑄−1(Pd) +
1

𝜎2
𝑝𝑠𝜅

)] exp(𝜉), 𝑄(−
√
𝑁) < Pd ≤ 1

Pd, Pd = 𝑄(−
√
𝑁)

Pd −𝑄(𝑄−1(Pd) +
1

𝜎2
𝑝𝑠𝜅

) exp(𝜉), 0 ≤ Pd < 𝑄(−
√
𝑁)

(A.6)

where 𝜉 = 𝑄−1(Pd)
𝜎2
ps𝜅

+ 1
2𝜎4

ps𝜅
2 . From detection theory, for any

reasonable detector, Pf is always smaller than or equal to Pd,

or else it is worse than tossing a coin. Therefore, the number

of samples 𝑁 should satisfy

𝑁 ≥ [𝑄−1(Pd)]
2 (A.7)

which is due to the fact that from central limit theorem, the

number of samples should be sufficiently large so that the out-

put statistic 𝑇 (𝑦) of the energy detector can be approximated

to a Gaussian distribution. Combining (A.6) and (A.7) yields

Pf =

⎧

⎨

⎩

Pd, Pd = 𝑄(−
√
𝑁)

Pd −𝑄(𝑄−1(Pd) +
1

𝜎2
𝑝𝑠𝜅

) exp(𝜉), otherwise

(A.8)

Note that RVs ∣ℎ𝑠𝑑(𝑘)∣2 and ∣ℎ𝑝𝑑(𝑘)∣2 follow the exponential

distribution with parameters 1/𝜎2
𝑠𝑑 and 1/𝜎2

𝑝𝑑, respectively,

and are independent of each other. Thus, the probability

integrals given in (5) can be calculated as

Pr
{

∣ℎ𝑠𝑑(𝑘)∣2 < Λ
}

= 1− exp(− Λ

𝜎2
𝑠𝑑

) (A.9)

and

Pr
{

∣ℎ𝑠𝑑(𝑘)∣2 − ∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝Λ < Λ
}

=

∫∫

Ω

1

𝜎2
𝑠𝑑

exp(− 𝑥

𝜎2
𝑠𝑑

)
1

𝜎2
𝑝𝑑

exp(− 𝑦

𝜎2
𝑝𝑑

)𝑑𝑥𝑑𝑦
(A.10)

where Ω = {(𝑥, 𝑦)∣𝑥− 𝑦𝛾𝑝Λ < Λ}. Eq. (A.10) can be derived

as

Pr
{

∣ℎ𝑠𝑑(𝑘)∣2 − ∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝Λ < Λ
}

= 1− 𝜎2
𝑠𝑑

𝜎2
𝑝𝑑𝛾𝑝Λ + 𝜎2

𝑠𝑑

exp(− Λ

𝜎2
𝑠𝑑

)
(A.11)

Substituting (A.9) and (A.11) into (5) yields (9).

APPENDIX B

CALCULATION OF (17)

The term Pr {SINRd(Θ = 1) < 𝛾𝑠Δ,Θ = 1} given in (29)

can be rewritten as (B.1) at the top of the following page.

By using conditional probabilities, (B.1) can be calculated as

(B.2), where Pf,s and Pd,s are, respectively, the probability of

false alarm and the probability of detection of the primary-

user-presence by CS and, moreover, Pf,r and Pd,r are the

corresponding probabilities of primary user detection by CR.

Similar to (A.9), it is easy to show

Pf,s =

⎧

⎨

⎩

Pd,s, Pd,s = 𝑄(−
√
𝑁)

Pd,s −𝑄(𝑄−1(Pd,s) +
1

𝜎2
𝑝𝑠𝜅𝑠

) exp(𝜉𝑠), otherwise

(B.3)

and

Pf,r =

⎧

⎨

⎩

Pd,r, Pd,r = 𝑄(−
√
𝑁)

Pd,r −𝑄(𝑄−1(Pd,r) +
1

𝜎2
𝑝𝑠𝜅𝑟

) exp(𝜉𝑟), otherwise

(B.4)

where 𝜅𝑠 = 𝛾𝑝𝑄
−1(Pd,s) +

√
𝑁𝛾𝑝, 𝜉𝑠 =

𝑄−1(Pd,s)
𝜎2
𝑝𝑠

𝜅𝑠

+

1
2𝜎4

𝑝𝑠
𝜅2
𝑠

, 𝜅𝑟 = 𝛾𝑝𝑄
−1(Pd,r) +

√
𝑁𝛾𝑝 𝜉𝑟 =

𝑄−1(Pd,r)
𝜎2
𝑝𝑟

𝜅𝑟

+
1

2𝜎4
𝑝𝑟

𝜅2
𝑟

, and the number of samples satisfies 𝑁 ≥
max{[Q−1(Pd,s)]

2, [Q−1(Pd,r)]
2}. Clearly, the first term,

B2(a), as given in (B.2) is given by

B2(a) = Pa(1−Pt)(1 − Pf,s)(1−Pf,r)exp(−
Δ

𝜎2
𝑠𝑟

)𝜛 (B.5)

where parameter 𝜛 is given by

𝜛 =

⎧













⎨













⎩

1− (1 +
2Δ

𝜎2
𝑠𝑑

) exp(− 2Δ

𝜎2
𝑠𝑑

), 𝜎2
𝑠𝑑 = 𝜎2

𝑟𝑑

1− 𝜎2
𝑠𝑑

𝜎2
𝑠𝑑 − 𝜎2

𝑟𝑑

exp(− 2Δ

𝜎2
𝑠𝑑

)

− 𝜎2
𝑟𝑑

𝜎2
𝑟𝑑 − 𝜎2

𝑠𝑑

exp(− 2Δ

𝜎2
𝑟𝑑

), otherwise

(B.6)

Also, the second term, B2(b), in (B.2) is calculated as

B2(b) =
Pt(1− Pd,r)

(1− Pt)(1 − Pf,r)
B2(a)

+ PaPt(1− Pf,s)(1 − Pd,r)exp(−
Δ

𝜎2
𝑠𝑟

)𝜗

(B.7)

where B2(a) is given in (B.5) and the parameter 𝜗 is given

by

𝜗 =

⎧













⎨













⎩

K

H𝑠𝑑

(

K

H𝑠𝑑
+

2Δ

𝜎2
𝑠𝑑

)

exp(− 2Δ

𝜎2
𝑠𝑑

), 𝜎2
𝑠𝑑 = 𝜎2

𝑟𝑑

𝜎2
𝑠𝑑K

(𝜎2
𝑠𝑑 − 𝜎2

𝑟𝑑)H𝑠𝑑
exp(− 2Δ

𝜎2
𝑠𝑑

)

+
𝜎2
𝑟𝑑K

(𝜎2
𝑟𝑑 − 𝜎2

𝑠𝑑)H𝑟𝑑
exp(− 2Δ

𝜎2
𝑟𝑑

), otherwise

where Δ = [22𝑅/(1−𝛼)−1]/𝛾𝑠, K = 𝜎2
𝑝𝑑𝛾𝑝Δ, H𝑠𝑑 = K+𝜎2

𝑠𝑑

and H𝑟𝑑 = K+ 𝜎2
𝑟𝑑. Similarly, the third term, B2(c), in (B.2)

is calculated as

B2(c) =
(1− Pa)(1− Pd,s)(1− Pf,r)𝜎

2
𝑠𝑟

Pa(1− Pf,s)(1− Pd,r)(𝜎2
𝑠𝑟 + 𝜎2

𝑝𝑟𝛾𝑝Δ)
× B2(b)

(B.8)

where B2(b) is given in (B.7). Besides, the fourth term, B2(d),
as given in (B.2) is calculated as

B2(d) = (1− Pa)(1− Pt)(1− Pd,s)(1− Pd,r)

× Pr
{

∣ℎ𝑠𝑟(𝑘)∣
2 − ∣ℎ𝑝𝑟(𝑘)∣

2
𝛾𝑝Δ > Δ

}

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅B9(I)

× Pr
{

∣ℎ𝑠𝑑(𝑘)∣
2 + ∣ℎ𝑟𝑑(𝑘)∣

2 − 2 ∣ℎ𝑝𝑑(𝑘)∣
2
𝛾𝑝Δ < 2Δ

}

⋅ ⋅ ⋅B9(II)
(B.9)
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Pr {SINRd(Θ = 1) < 𝛾𝑠Δ,Θ = 1}
= Pr {SINRd(Θ = 1) < 𝛾𝑠Δ,Θ = 1, 𝐻𝑝(2𝑘 − 1) = 𝐻0, 𝐻𝑝(2𝑘) = 𝐻0}
+ Pr {SINRd(Θ = 1) < 𝛾𝑠Δ,Θ = 1, 𝐻𝑝(2𝑘 − 1) = 𝐻0, 𝐻𝑝(2𝑘) = 𝐻1}
+ Pr {SINRd(Θ = 1) < 𝛾𝑠Δ,Θ = 1, 𝐻𝑝(2𝑘 − 1) = 𝐻1, 𝐻𝑝(2𝑘) = 𝐻0}
+ Pr {SINRd(Θ = 1) < 𝛾𝑠Δ,Θ = 1, 𝐻𝑝(2𝑘 − 1) = 𝐻1, 𝐻𝑝(2𝑘) = 𝐻1}

(B.1)

Pr {SINRd(Θ = 1) < 𝛾𝑠Δ,Θ = 1}
= Pa(1− Pt)(1− Pf,s)(1 − Pf,r) Pr

{

∣ℎ𝑠𝑑(𝑘)∣2 + ∣ℎ𝑟𝑑(𝑘)∣2 < 2Δ, ∣ℎ𝑠𝑟(𝑘)∣2 > Δ
}

+ PaPt(1 − Pf,s)(1− Pd,r) Pr
{

∣ℎ𝑠𝑑(𝑘)∣2 + ∣ℎ𝑟𝑑(𝑘)∣2 − ∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝Δ < 2Δ, ∣ℎ𝑠𝑟(𝑘)∣2 > Δ
}

+ (1− Pa)Pt(1− Pd,s)(1− Pf,r) Pr

{

∣ℎ𝑠𝑑(𝑘)∣2 + ∣ℎ𝑟𝑑(𝑘)∣2 − ∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝Δ < 2Δ,

∣ℎ𝑠𝑟(𝑘)∣2 − ∣ℎ𝑝𝑟(𝑘)∣2 𝛾𝑝Δ > Δ

}

+ (1− Pa)(1 − Pt)(1 − Pd,s)(1 − Pd,r) Pr

{

∣ℎ𝑠𝑑(𝑘)∣2 + ∣ℎ𝑟𝑑(𝑘)∣2 − 2 ∣ℎ𝑝𝑑(𝑘)∣2 𝛾𝑝Δ < 2Δ,

∣ℎ𝑠𝑟(𝑘)∣2 − ∣ℎ𝑝𝑟(𝑘)∣2 𝛾𝑝Δ > Δ

}

(B.2)

where B9(I) is calculated as

B9(I) =
𝜎2
𝑠𝑟

𝜎2
𝑝𝑟𝛾𝑝Δ+ 𝜎2

𝑠𝑟

exp(− Δ

𝜎2
𝑠𝑟

) (B.10)

Furthermore, B9(II) can be derived as

B9(II) = 𝜛 + 𝜗 (B.11)

where the parameter 𝜛 is given by (B.6) and 𝜗 is

𝜗 =

⎧

















⎨

















⎩

K̃

H̃𝑠𝑑

(

K̃

H̃𝑠𝑑

+
2Δ

𝜎2
𝑠𝑑

)

exp(− 2Δ

𝜎2
𝑠𝑑

), 𝜎2
𝑠𝑑 = 𝜎2

𝑟𝑑

𝜎2
𝑠𝑑K̃

(𝜎2
𝑠𝑑 − 𝜎2

𝑟𝑑)H̃𝑠𝑑

exp(− 2Δ

𝜎2
𝑠𝑑

)

+
𝜎2
𝑟𝑑K̃

(𝜎2
𝑟𝑑 − 𝜎2

𝑠𝑑)H̃𝑟𝑑

exp(− 2Δ

𝜎2
𝑟𝑑

), otherwise

where K̃ = 2𝜎2
𝑝𝑑𝛾𝑝Δ, H̃𝑠𝑑 = K̃ + 𝜎2

𝑠𝑑 and H̃𝑟𝑑 = K̃ + 𝜎2
𝑟𝑑.

According to the definition of the case Θ = 2 as given in (25),

we have

Pr {SINRd(Θ = 2) < 𝛾𝑠Δ,Θ = 2}
= Pr {SINRd(Θ = 2) < 𝛾𝑠Δ} ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅B12(a)
− Pr {SINRd(Θ = 2) < 𝛾𝑠Δ,Θ = 1} ⋅ ⋅ ⋅B12(b)

(B.12)

Using conditional probabilities, the terms B12(a) and

B12(b) can be calculated as (B.13) and (B.14), re-

spectively, at the top of the following page. and Note

that we can easily obtain the closed-form expressions

of all the probability integrals as given in (B.13) and

(B.14). We have now derived the closed-form expres-

sions for the terms Pr {SINRd(Θ = 1) <𝛾𝑠Δ,Θ = 1} and

Pr {SINRd(Θ = 2) <𝛾𝑠Δ,Θ = 2} as given in (B.2) and

(B.12), respectively.
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