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Abstract

The Coronavirus Disease-2019 (COVID-19) pandemic persists to have a mortifying 
impact on the health and well-being of the global population. A continued rise in 
the number of patients testing positive for COVID-19 has created a lot of stress on 
governing bodies across the globe and they are finding it difficult to tackle the situ-
ation. We have developed an outbreak prediction system for COVID-19 for the top 
10 highly and densely populated countries. The proposed prediction models forecast 
the count of new cases likely to arise for successive 5 days using 9 different machine 
learning algorithms. A set of models for predicting the rise in new cases, having 
an average accuracy of 87.9%   ± 3.9% was developed for 10 high population and 
high density countries. The highest accuracy of 99.93% was achieved for Ethiopia 
using Auto-Regressive Moving Average  (ARMA) averaged over the next 5 days. 
The proposed prediction models used by us can help stakeholders to be prepared in 
advance for any sudden rise in outbreak to ensure optimal management of available 
resources.

Keywords COVID-19 outbreak prediction · COVID-19 · Machine learning

1 Introduction

The SARS-CoV-2 coronavirus disease (COVID-19) originated in Wuhan, China 
sometime during December 2019. Within a month, more than ten thousand people 
were infected and hundreds died [1]. The initial outbreak caused several deaths, as 
the medical systems were not capable of handling many seriously ill patients. Till 
July 23, 2020 there were 631,680 deaths [2] reported across the world due to this 
pandemic. In a rapidly evolving pandemic, improper analysis and predictions of the 
number of patients results in an inefficient distribution of medical resources. Limited 
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medical facilities and mismanagement of resource allocation can lead to additional 
severe cases and a decline in recovery rates. To cope with this situation, predicting 
the new cases which will arise in the future is very important. This can ensure opti-
mal allocation of medical resources in the affected regions.

Data science in the predictive domain is an emerging field. In this study we have 
incorporated the principles of data science [3] for the prediction of COVID-19 pro-
gression. The outbreak of COVID-19 is a significant challenge for any government, 
with regard to the capacity and management of public health systems to face the 
catastrophic emergency [4]. The prediction model can help hospitals and health-
care management to properly allocate resources, thereby reducing the pressure and 
allowing the situation to be handled with relative ease.

We developed and tested 9 different predictive algorithms for 10 countries. It was 
noticed that the pattern of growth in the number of cases varied from country to 
country. The basic approach for the predictions was to train the models based on 
the dataset provided, but these models were not sufficiently accurate, as they were 
trained on only one class of dataset. As a result, the models were unable to accu-
rately predict the number of new cases and, consequently, the existing techniques 
failed to utilize the resources in an optimized way [5]. Insufficient training data is 
also one of the reasons for the models to have low accuracy.

We tried 9 different standard machine learning (ML) algorithms for predicting 
the number of patients for the next 5 days. After getting a decent accuracy of 85%, 
we implemented these algorithms on datasets of different countries. We selected 10 
countries with the highest population and the highest density for our work. By using 
the data of these countries, we trained standard prediction models using multiple 
ML algorithms and obtained different accuracy for each of the models for differ-
ent countries.The different models gave high accuracy for different countries. How-
ever, there were variations in accuracy because of the different trends of change in 
COVID-19 patients for different countries.

The system flow diagram is shown in Fig. 1. The 9 different machine learning 
(ML) algorithms used were Auto-Regressive Moving Average (ARMA), Auto-
Regressive Integrated Moving Average (ARIMA), Support Vector Regressor (SVR), 
Linear Regressor polynomial (LRP), Bayesian Ridge Regression (BRR), Lin-
ear Regression (LR), Random Forest Regressor (RFR), Holt-Winter Exponential 
Smoothing (HW), and Extreme Gradient Boost Regressor (XGB).  

2  Literature Review

Multiple research works have been carried out to predict the outbreak of COVID-19. 
Vomlel  et al. worked  on the dataset of patients from STEMI  and different classi-
fiers used for predictions were, namely, Logistic Regression, LogitBoost, Decision 
Tree, NBC, Neural Networks, and the two versions of Bayesian Network Classifiers 
[6]. Kumar et al. [7] used the ARIMA model for predicting the outbreak in the top 
15 European countries. Tuli et al. [8] proposed an ML model that can run continu-
ously on Cloud Data Centers (CDCs) for precise prediction of spread and proactive 
development of strategic response by the government and citizens. Robust Weibull 
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models fitted well on their dataset rather than baseline Gaussian models. Petropou-
los et  al. [9] introduced an objective approach to predict continuation of COVID-
19 by live forecasting. They produce ten-days-ahead point forecasts and prediction 
intervals. A susceptible-exposed-infectious-recovered (SEIR) metapopulation model 
was used to predict the spread across all major cities in China, with 95% credible 
intervals [10]. Yang et al. [11] used the modified SEIR model to derive the epidemic 
curve. They used an artificial intelligence (AI) approach, trained on the 2003 SARS 
data, to predict the epidemic. Bhatnagar et al. [12] created a mathematical model for 
predicting the spread of COVID-19 in countries using various types of parameters 
and tested their model on real data of countries.

A segmented Poisson model was incorporated by the power law and the expo-
nential law as proposed by Zhang et al. [13] to study the COVID-19 outbreaks in 
six major western countries. Maier et al. [14] have introduced a parsimonious model 
that captures the infected individuals and also population-wide isolation practices in 
response to containment policies. Li et al. [15] studied the transmission process of 
COVID-19. It used forward prediction and backward inference of the epidemic situ-
ation, and the relevant analysis helped relevant countries to make more appropriate 

Fig. 1  Proposed system flow diagram. The data on the spread of COVID-19 in the top 10 densely popu-
lated countries, viz., India, Bangladesh, the Democratic Republic of Congo, Pakistan, China, Philippines, 
Germany, Indonesia, Ethiopia, and Nigeria were analyzed. The data for all the countries was fed into 9 
different machine learning algorithms to predict the count of new cases for the next 5 days. These pre-
dicted values were compared with the actual values that were found and the accuracy was calculated. The 
best outbreak prediction model was selected for each country depending on the accuracy values obtained
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decisions. Tomar et  al. [16] have used data-driven estimation methods like, long 
short-term memory (LSTM) and curve fitting for prediction for the monthly number 
of COVID-19 cases in India and also the effect of preventive measures like, social 
isolation and lockdown on the spread of COVID-19. Kumar et al. [17] have applied 
cluster analysis, to classify real groups of infectious disease of COVID-19 on a data 
set of different states and union territories in India, based on their high similarity to 
each other.

Wu et  al. [10] forecasted the prediction for only the major cities of China, 
whereas Zhang et al. [13] predicted for six major western countries. On the other 
hand, the proposed methods forecast the count for 10 highly and densely populated 
countries. SEIR, Poisson, ARIMA, and exponential smoothing model were reported 
for COVID-19 count prediction. However, we have incorporated 9 different ML 
algorithms for the prediction and also trained our models with the data of over 100 
days, which was 3 times more than reported in the literature.

3  Methodology

We considered the top 10 countries with high population and high density for our 
outbreak prediction system. Since COVID-19 spreads majorly through human con-
tact, it was imperative to consider only those countries with high density, as well 
as, high population. The dataset of the countries, namely, Bangladesh, India, China, 
Pakistan, Germany, Nigeria, Ethiopia, Democratic Republic of Congo, the Philip-
pines, and Indonesia have been used. Initially, we identified a list of 20 most popu-
lated countries (Supplementary material S.10). Further, we obtained a list of coun-
tries with the highest population density (Supplementary material S.11). From these 
two lists, we identified the top 10 countries having the highest density as well as 
high population count (Table 1). We used 9 different machine learning algorithms 
for predicting the number of patients for the above-specified countries.

The train data to test data partition was 94% and 6%, respectively. The algorithms 
predicted the rise in the number of cases in the next 5 days (Figs. 2, 3) for the coun-
tries specified in Table 1. The testing run-time for these algorithms varied between 2 
and 5 s. The algorithms were tuned by an iterative approach between the normalized 
value of zero and one. For the tuning of individual parameters, partial and full auto-
correlation was used.

3.1  Auto‑regressive Moving Average (ARMA)

The ARMA model is the merger between Auto regressive (AR) and Moving aver-
age (MA) models, namely: the AR model, which tries to explain the momentum 
and mean reversing effects often observed in trading markets and the MA model, 
which tries to capture the shock effects observed in thermal noise. These shock 
effects could be thought of as unexpected events affecting the observation. So first 
we loaded the dataset, and then divided it into a test set and a train set. We trained 
the model based on the train set and test set comprised of values for which we had to 
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make predictions. Then we made an ARMA model that was trained on the training 
data. In ARMA, the values of p and q were put inside the order of the model. These 
values changed depending on what the model fitted the best. Values of p and q are 
normally taken up to 6. The values of p and q varied for different training datasets 
depending on the best fit.

For a given series a0, a1,… a
t
 , to implement the ARMA model we have to find the 

difference between data at different timestamps and make a new series altogether. 
This difference that we take form the d parameter of the model. Let us represent the 

Fig. 2  Prediction plots for the number of COVID-19 patients that would rise in the next 5 days for some 
countries, where an exponential increase in the curve is expected or the rise in the cases would remain 
constant. Various machine learning models were deployed for predicting the outbreak. The black line 
shows the actual data, whereas the other colors represent the predictions obtained using the different ML 
algorithms. The SVR model is inefficient for most of the countries, whereas the ARIMA model gave 
comparatively better results. The predictions for the countries can be seen more clearly from the snip-
pets. a The prediction plot for Indonesia indicates a rise in the curve as predicted by most of the models. 
ARIMA shows a decline in the cases, whereas the ARMA model indicates a rise in the curve. b Predic-
tion plot for Nigeria. Apart from the ARMA model, all the other models predicted an increase in the 
curve. c Prediction plot for Pakistan. SVR indicates a sharp increase in the curve, whereas the other mod-
els show a constant rise in the number of cases. d Prediction plot for Bangladesh. All the models indicate 
a constant rise in the cases, whereas the SVR model shows an abrupt increase in the curve, indicating its 
inefficiency for predicting the outbreak. e Prediction plot for India. The cases in India will increase expo-
nentially as predicted by the models, whereas the LRP model predicted the decline for India
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new time series as z0, z1,… , z
t
 . The newly formed time series is stationary and rep-

resented as z
t
= a(t+1) − a

t
 . Usually the value of d is taken as 0 or 1.The last value of 

the z series will be given by:

Now, if we want to predict the value at k th position, in future ie k > t , we have to 
get the answer in the original series means, we need a value of a

k
 so we have to thus 

convert the ’z’ series into ’a’ series and it will be done as:

(1)zt =

p
∑

i=0

(�izt−i) +

q
∑

j=0

(�j�t−j) + �t

Fig. 3  Prediction for the next 5 days of the number of patients in different countries where cases are 
likely to decrease in the coming days using 9 different machine learning algorithms. The black line repre-
sents the real data obtained and the rest all colors show predictions using different ML models. The pre-
dictions for the countries can be seen more clearly from the snippets. a Prediction plot for Germany.The 
ARIMA and ARMA models indicate that the count will remain constant for the coming days, whereas 
XGB shows a decrease in the cases. b Prediction plot for Ethiopia. XGB shows a rapid decline in the 
number of cases, whereas the ARMA model shows a slight decrease in the curve. c Prediction plot for 
the Philippines. All the algorithms were inefficient in predicting the highly uneven number of cases seen 
in the country. d Prediction plot for China. Training the dataset with some specific values, a few algo-
rithms such as LRP and BRR gave inappropriate results. e Prediction plot for the Democratic Republic of 
Congo. SVR and LRP show an increase in the number of cases
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3.2  Auto Regressive Integrated Moving Average (ARIMA)

ARIMA is a predictive model that predicts future time series based on its past values. 
An ARIMA model is characterized by 3 terms: p, d, and q, where p is the order of the 
auto regressive term, q is the order of the moving average term and d is the number of 
differences required. So first we loaded a dataset, then divided into a test set and a train 
set. We trained the model based on the train set and test set comprised of the values for 
which we had to make predictions. Then we made an ARIMA model that was trained 
on the training data. The values of p, q, and d were put inside the order of the model. 
These values changed depending on what the model fitted the best. Values of p and q 
are normally taken up to 6 and d varied between 0 and 1. The values of p, d, and q var-
ied for different training datasets depending on the best fit.

If there is given a time series l0, l1,… , l
t
 and we want to predict the last term that is 

l
t
 , then let the predicted last term be represented as l̂

t
 . The actual last term will be given 

by:

where 
∑p

i=0
(�ilt−i) is Auto Regressive term, 

∑q

j=0
(�j�t−j) is Moving Average term 

and �
t
 is Error lag. Now for predicting l̂

t
,

(2)ak = zk−1
+ ak−1

= zk−2
+ ak−2

=

k−l
∑

i=1

zk−i + al

(3)lt = �
0
+

p
∑

i=0

(�ilt−i) +

q
∑

j=0

(�j�t−j) + �t

(4)l̂t = �
0
+

p
∑

i=0

(�ilt−i) +

q
∑

j=0

(�j�t−j)

Table 1  Top countries on the 
basis of population and density

Countries Density  (km2) Population

Bangladesh 1116 164,689,383

India 420 1,380,004,385

China 148 1,439,323,776

Pakistan 250 220,892,340

Germany 235 83,783,942

Nigeria 223 206,139,589

Ethiopia 104 114,963,588

Democratic Republic of 
Congo

38 89,561,403

Philippines 320 109,581,078

Indonesia 144 273,523,615
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Only the Error lag term is not present. The values of p and q are determined by ACF 
and PACF, where ACF stands for Auto Correlation Function and PACF stands for 
Partial Auto-Correlation function.

3.3  Linear Regression (LR)

It is a statistical approach for modeling the relationship between a dependent vari-
able and a given set of independent variables. All the values in the dataset were 
plotted. After plotting the points, we created the best-fit line. A best-fit line is the 
one that minimizes the error, i.e., it should have a minimum difference between the 
actual and predicted values. We found the slope of the line and also its y-intercept. 
After getting the equation of the line, we were able to predict the new values, which 
is the number of patients in an individual country. The expression for representing a 
line is given as y = mx + c, where ‘m’ is the slope. The formula for calculating the 
slope is

where x̄ and ȳ are the mean values.

3.4  Linear Regressor Polynomial (LRP)

We used the polynomial feature function provided by sci-kit learn library of machine 
learning, where we can increase the power of the input variable and then fit and 
transform it on any desired model. Firstly, we imported the necessary libraries. We 
then imported the polynomial and linear regression functions from sci-kit learn. We 
instantiated a polynomial feature function with degree = 5 as a parameter. Then 
we fitted and transformed the input variable as well as the list of days for which 
we wanted to make the predictions. After that, we instantiated the linear regression 
model with parameters normalize = True, and fitintercept = False and then fitted 
the model using a new list made by applying polynomial features. Now we can use 
our model for predictions of COVID-19 cases on any particular day by using the list 
made by applying polynomial features to the list of days for which a prediction of 
COVID-19 cases is desired. Polynomial regression is a model based on a mixture of 
dependent and independent variables represented by m and y, respectively, and Fp 
is the polynomial function that tries to add variables of any power we need, which 
gives us the best results with the dataset taken.

(5)m =

∑

(x − x̄)(y − ȳ)
∑

(x − x̄)2

(6)y = �
0
+ �

1
x

2
+ �

3
x

3
+⋯ �

n
x

n

(7)y = �
0
+

m
∑

i=1

�ixi + Fp
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where m = number of independent variables, y = dependent variable, Fp = polyno-
mial function (it tries to add variables of any power we need).

3.5  Bayesian Ridge Polynomial Regressor (BRR)

Bayesian linear regression is an type of linear regression. We have used a poly-
nomial version of Bayesian Ridge Regressor to utilize the important relationship 
between the input variables and target variables, which can further be used for pre-
diction of COVID-19 cases on any random day. We used a randomized search that 
needs dictionaries of parameters having a different range of values as list of values 
and names of parameters as keys that we need to experiment with in our model and 
see which set of parameters gives the best results.

The model was defined with the parameters � , � , and � during the fitting. The 
regularization parameters and � being estimated by maximizing the log marginal 
likelihood. The initial value of the maximization procedure can be set with the 
hyperparameters �_init and �_init. There are four more hyperparameters �1 , �2 , �1 , 
�2 , of the gamma prior distributions over � and � . These are usually chosen to be 
non-informative.

Bayesian Ridge estimates a probabilistic model of the regression problem as 
described above. The prior for the coefficient � is given by a spherical Gaussian:

The priors over � and � are chosen to be gamma distributions, the conjugate prior 
for the precision of the Gaussian. The resulting model is called Bayesian Ridge 
Regression.

3.6  Support Vector Regressor (SVR)

SVR is a powerful algorithm that allows us to choose how tolerant we are of errors, 
both through an acceptable error margin(� ) and through tuning our tolerance of fall-
ing outside that acceptable error rate. Our original training dataset for every country 
was stated in a finite-dimensional state and so the sets to discriminate were not line-
arly separable in that space. To resolve this problem, our original finite-dimensional 
state was mapped into a higher-dimensional space. By doing this we could find the 
prediction of different countries in a non-linear approach. The model is defined as a 
comprehensive evaluation of the gram matrix along with the predictors x(i) and x(j). 
The gram matrix is a n x n dimensional matrix that contains the elements g(i, j). The 
process comprises obtaining a non-linear SVM regression model by replacing the 
dot product of the predictors with a nonlinear kernel function comprising G(x1, x2) 
as �(x1) and �(x2) , where �(x1) comes out to be greater than G(x1, x2) and �(x2) 
comes out to be less than the function modeled.

Some regression problems cannot be described using a linear model, we need 
nonlinear models. To obtain a nonlinear SVM regression model by replacing the 
dot product x

′

1
x

2
 with a nonlinear kernel function G(x1, x2) =< �(x1),�(x2) > , 

where �(x) is a transformation that maps x to a high-dimensional space. Statistics 

(8)p(�|�) = N(�|0, �
−1Ip)
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and Machine Learning Toolbox provides the following built-in semi-definite kernel 
functions.

The Kernel function of linear dot product is as shown:

The Kernel function of Gaussian is:

The Kernel function of Polynomial is:

 where q is in {2,3...}.

3.7  Random Forest Regressor (RFR)

We used random forest regressor (RFR), as it fits several classifying decision trees. 
The sub-sample size was controlled with the maxsamples parameter. We loaded the 
specific model into our training environment and initiated all the parameters to ran-
dom values. We got the same result every time we ran the model on the given data-
set. Then we fitted this model on the dataset so that we could easily predict the num-
ber of COVID-19 cases on any day using our trained model.

The Random forest regressor model comprises parameters such as the number of 
trees, the number of features represented by B and M, respectively. Here the values 
of B and M are less than or equal to the dimensional value d. T(i) represents the tree 
at index i. The tree(i) is constructed in such a way that at each node a random value 
from a subset of features is chosen considering splits on those features only.

where D = observed data point.
The parameters are, B = Number of trees, M = Number of features, x

i
 is d-dimen-

sional vector, B,M ≤ d, T
i
= treeT

i
.

3.8  XGBoost Regressor (XGB)

XGBoost stands for “Extreme Gradient Boosting” and it is an implementation of 
gradient boosting trees algorithm. Firstly, we imported the necessary libraries and 
instantiated XGBoost with nestimators=1000 and fit the model. With this, we pre-
dicted the number of COVID-19 cases on any day we wanted. In these ways, we 
used this model to get the number of COVID-19 cases on any particular day using a 
dataset of actual COVID-19 cases used in training the model.

The model is defined as a comprehensive mix of training losses and regulariza-
tion measures along with squared loss function summed up in an interval varying 
from 1 to n. The purpose of optimizing training loss is because of its assistance 

(9)G(xj, xk) = x�
j
xk

(10)G(xj, xk) = exp(−|(xi − xk)
2|)

(11)G(xj, xk) = (1 + x�
j
xk)

q
,

(12)D = ((x1, y1),………(xn, yn))
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in predictive models, while regularization enhances the generalization of simpler 
models. Additive boosting is with y and � as hyperparameters. Approximation tech-
niques such as Taylor approximation have been used in generating the model.

where

where L(� ) is loss function and 
∑

(ŷi − yi)
2 is the squared loss.

3.9  Holt‑Winters Exponential Smoothing (HW)

In Holt-Winters Exponential Smoothing model we considered the seasonality to 
be additive. The forecasted value for each data element is the sum of the baseline, 
trend, and seasonality components. We use c to denote the frequency of the season-
ality. The value of periods (1/frquecy) also depends on best fit and training. So we 
loaded a dataset, and then divided it into a test set and a train set. We trained the 
model based on the train set and test set comprised of values for which we had to 
make predictions. Then we did exponential smoothing on the training dataset with 
seasonality as additive. This model consists of periods over which we want exponen-
tial smoothing to take place. The value of periods varies depending on the best fit 
and by analyzing the graph of training.

The Holt-Winters seasonal method comprises the forecast equation and three 
smoothing equations, one for the level l

t
 , one for the trend b

t
 , and one for the sea-

sonal component s
t
 , with corresponding smoothing parameters �, � and � . Within 

each period, the seasonal component will add up to approximately zero, i.e., 
∑

S
t
= 0 for a particular period. Mathematically, Holt Winters Additive Model is 

represented as:
Forecast = Estimated level + Trend + Seasonality at most recent time point
Series equation is represented as:

The series has Level (l
t
),Trend (bt) + Seasonality(st) with c seasons.

Level equation is represented as:

(13)Obj =

n
∑

i=1

�(yi, ŷi) +

K
∑

k=1

Ω(fk)

(14)

n
∑

i=1

�(yi, ŷi) = Training Loss

(15)
K
∑

k=1

Ω(fk) = Regularization

(16)L(�) =
∑

(ŷi − yi)
2

(17)Ŷ
t+h|t = l

t
+ hb

t
+ S

t+h−c(k+1)
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The level equation shows a weighted average between the seasonally adjusted obser-
vation (yt − St−c) and the non-seasonal forecast (l

t−1
+ b

t−1
) for time t.

Trend equation is represented as:

The trend equation is identical to Holt’s linear method.
Seasonality equation is represented as:

The seasonal equation shows a weighted average between the current seasonal 
index, (yt − lt−1

− bt−1
) , and the seasonal index of the same season c time periods 

ago. The values of � , � and � usually range between 0 and 1.

3.10  Hardware, Dataset and Software Used

The models were trained on Windows 10 operating system with an 8th generation 
Intel i5 processor and 8 GB of RAM. The dataset was obtained from ourworldin-
data.org [18]. All the models were trained on Google Colaboratory, as well as Spy-
der using Python version 3.6.7 along with the assistance of libraries such as Numpy 
version 1.15, Matplotlib version 3.3.1, Pandas version 1.1.0, Scikit-learn version 
0.23.1, XGBoost version 1.1.1, and Statsmodels version 0.10.2.

4  Results

As shown in Table 2, we used 9 different machine learning algorithms to predict the 
number of patients in 10 highly dense and populated countries. Among all the mod-
els for the various countries (Figs. 2, 3), we achieved the highest accuracy of 99.93% 
for Ethiopia (Fig. 3b and 4c) by using the ARMA model. ARIMA gave an accuracy 
of more than 85% most of the time for almost all countries. Almost all the models 
gave an accuracy of more than 80% at least for one of the 10 countries, except in the 
case of the Philippines (Fig. 3c).

We found different countries to have a different trend of increase or decrease 
in COVID-19 patients. Not every ML algorithm could give a very high accuracy 
for predicting the rise or fall in the cases for each country. Our results showed that 
for Bangladesh (Figs. 2d and 4b), the LRP model showed the highest accuracy of 
86.45%. For India (Figs. 2e and 4a), we got an accuracy of 99.26% using the ARMA 
model. China (Fig. 3d and 5d ) had a prediction value of 82% using the XGB model. 
For Pakistan (Figs. 2c and 5b), the accuracy was 87.91% using the BRR model. For 
Nigeria (Figs. 2b and 4e), the accuracy was 98.06% using the ARMA model. Demo-
cratic Republic of Congo (Figs. 3e and 4d) showed the highest accuracy of 91.96% 
by using the LRP model. Indonesia (Figs. 2a and 5a) demonstrated the highest accu-
racy of 97.72% using the ARIMA model. For Germany (Figs. 3a and 4f), ARIMA 

(18)lt = �(yt − St−c) + (1 − �)(lt−1
+ bt−1

)

(19)b
t
= �(l

t
− l

t−1
) + (1 − �)b

t−1

(20)st = �(yt − lt−1
− bt−1

) + (1 − �)st−c
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Fig. 4  Bar graphs depicting the error percentage and error bar for 5-day prediction by using 9 different 
ML models. The green color bar indicates the model with the least percentage error, i.e., highest percent-
age accuracy. a For India, the ARMA model gave the highest accuracy with an error bar of 0.42. b For 
Bangladesh, the LRP model gave the highest accuracy with an error bar of 3.18 as compared to other 
models. c The ARMA model showed the least percentage error in comparison to other models for Ethio-
pia. d The LRP model gave the least percentage error for the Democratic Republic of Congo. e In the 
case of Nigeria, the ARMA model gave the least percentage error, although the error bar had a value of 
7.76. f For Germany, the ARIMA model gave the least percentage error, while models like BRR and LR 
gave percentage error of more than 50%
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gave an accuracy of 85.39%. Using the SVR model, we got a prediction accuracy of 
50.54% for the Philippines (Figs. 3c and 5c).

Figure 4 shows bar graphs for different error percentages and their correspond-
ing errors for the next 5-day predictions. In the case of India (Fig. 4a), Ethiopia 
(Fig. 4c), and Nigeria (Fig. 4e), the ARMA model gave the highest accuracy for 
the prediction as compared to the other models. For Bangladesh (Fig.  4b) and 
Democratic Republic of Congo (Fig. 4d), the LRP model proved to be effective, 
although the accuracy in the case of Bangladesh was low. In the case of Germany 
(Fig.  4f), the ARIMA model gave the least percentage error, while models like 
BRR and LR gave errors of more than 50%. For Indonesia (Fig. 5a), the ARIMA 
model gave the least percentage error, while the ARMA model was highly inac-
curate, with a very high error percentage. In the case of Pakistan (Fig. 5b), the 
BRR model yielded better accuracy, whereas for the Philippines (Fig. 5c), none 

Fig. 5  Bar Graphs depicting the error percentage and error bar for 5 days prediction using 9 different ML 
models. The green color bar indicates the model with the least percentage error i.e. highest percentage 
accuracy. a For Indonesia, the ARIMA model gave the least percentage error, whereas, it was seen that 
ARMA gave the highest percentage error as compared to other models. b For Pakistan, the BRR model 
proved best for prediction. c For the Philippines, none of the models gave accuracy that was expected. 
The percentage error of all models was more than 40%. d For China, the XGB model proved the best for 
prediction while models like LR and SVR gave an error percentage of more than 70%
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of the models made accurate predictions. The percentage error of all models was 
more than 40%. The XGB model proved best for prediction in the case of China 
(Fig. 5d). A range finder code was written that helps to improve accuracy. This 
code works on a range of predicted numbers from all 9 algorithms, rather than 
actual predictions by the individual algorithms. This combined approach helped 
us to improve accuracy by up to 8%. 

5  Discussions

It was not possible to get the results using all the 9 algorithms for each country as 
there were no specific trends observed. For the Philippines, we got a very low accu-
racy because a sudden drop of around 1400 cases to 0 was seen and in the following 
day, the count increased by 4500. Also because of the change in the government 
rules, the COVID-19 count of the country changed drastically. Due to this change, 
the proposed models were not able to make predictions with high accuracy. Accord-
ing to our dataset for China, a particular day had approximately 2000 patients and 
after that day the rise observed in the number of cases was approximately 13,000. 
The number of total patients was observed to be around 15,000. All of a sudden, 
the number dropped by 11,000 the next day. The declining phase started after the 
drop for about the next 100 days. Due to the peak value, our training dataset had to 
be changed. We considered only those values after the peak where a declining trend 
could be seen. To date, China shows a decline in the curve, and hence we considered 
only the decrement values. The slope for China is decreasing, and hence the values 
after the peak were considered. Also, after considering this, 2 out of the 9 models 
failed to show good accuracy for China. The raw data received from countries like 
China and Philippines were not correct, because the government policies changed 
on February 17, 2020 and July 6, 2020, respectively.

5.1  Comparison with Other Methods

As shown in Table 3, we have compared our methodology with the other meth-
odologies reported in the literature. Most of the literature has used the ARIMA 
model for the outbreak prediction of COVID-19. We have used 9 different ML 
models for the prediction of COVID-19 on the top 10 densely and highly pop-
ulated countries. We achieved the highest accuracy of 99.93%, which was high 
as compared to the other methodologies reported. The highest accuracy was 
achieved by the ARMA model for Ethiopia. Poonia et al. [20] achieved the high-
est accuracy of 95% for India using the ARIMA model forecasting. The ARIMA 
model for India achieved an accuracy of 90.55%, which was high as compared 
to an accuracy of 70% obtained by Gupta et  al. [21] using the ARIMA model 
and Exponential smoothing. In comparison, the SEIR model implemented by Wu 
et al. [10] gave an accuracy of 95% for prediction in Wuhan.
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5.2  Future Scope

Although the overall accuracy achieved was very good, we are still trying to imple-
ment prediction models using different algorithms that could give us higher accu-
racy. We are also planning to get a single standard model that can be used for any 
country, which may be a combination of different algorithms. We are planning to 
develop such ML algorithms that could give us an approximate duration of COVID-
19 as a pandemic.

6  Conclusions

The study presented here outlines several technique of predicting new cases that 
would arise in a few days in the near future in any region during an expanding 
pandemic, so that there is the proper allocation of resources in those regions for 
higher recovery rates. The ARMA model gave the highest accuracy for the pre-
diction of COVID-19 cases for Ethiopia. From the results obtained on all the 
models for all countries, it was found that ARMA proved to be the best model 
for India and Nigeria. ARIMA was best for Indonesia and Germany. LRP for 
Bangladesh and Democratic Republic of Congo. And BRR, XGB, SVR proved 
best for Pakistan, China and the Philippines, respectively. We got an accuracy 
of more than 80% for all the countries except the Philippines by any one of the 
9 ML algorithms. The overall best model for the prediction was ARIMA. Gener-
ating high-accuracy prediction that could help in an optimized use of available 
resources along with pacing up the recovery graphs has been the main aim behind 
this exercise. These regions could potentially benefit from knowing the number of 
resources that they would need based on the predictions of the model. This model 

Table 3  Comparison of 
methodologies reported in 
existing literature

Method Model used Accuracy (%)

Wu et al. [10] SEIR 95

Chintalapudi et al. [19] ARIMA 93.75

Poonia et al. [20] ARIMA 95

Gupta et al. [21] ARIMA 70

Our proposed method ARMA 99.93

ARIMA 97.72

BRR 92.94

HW 95.93

LRP 98.06

LR 92.74

RFR 88.44

SVR 97.59

XGB 89.42
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could help in lowering the cost of dealing with the pandemic and improve the 
recovery process in regions where it is deployed.

Funding information No funding was involved in the present work.

Data availability statement All the data and codes used in this study, as well as, the supplementary mate-
rial can be made available from the corresponding author, upon reasonable request.

Code availability All the codes used in this study, as well as, the supplementary material can be made 
available from the corresponding author, upon reasonable request.

Compliance with Ethical Standards 

Involvement of human participant and animals This article does not contain any studies with animals or 
humans performed by any of the authors. All the necessary permissions were obtained from the Institute’s 
Ethical Committee and concerned authorities.

Information about informed consent No informed consent was required as the studies does not involve 
any human participant.

Author contributions Conceptualization was done by Ninad Mehendale (NM) and Aman Khakharia (AK). 
All the experiments/code executions were performed by, AK, Jash Shah (JS), and Sankalp Jain (SJ). The 
formal analysis was performed by AK, Vruddhi Shah (VS), Mahesh Warang (MW), and NM. Manuscript 
writing- original draft preparation, AK, VS, JS, SJ, and Amanshu Tiwari (AT). Review & editing, AK, VS, 
Prathamesh Daphal (PD), and NM. Visualization work carried out by PD, VS, NM

Ethic statements All authors consciously assure that for the manuscript fulfills the following statements: 
1) This material is the authors’ own original work, which has not been previously published elsewhere. 2) 
The paper is not currently being considered for publication elsewhere. 3) The paper reflects the authors’ 
own research and analysis in a truthful and complete manner. 4) The paper properly credits the meaningful 
contributions of co-authors and co-researchers. 5) The results are appropriately placed in the context of 
prior and existing research.

References

 1. Liu Y, Gu Z, Xia S, Shi B, Zhou XN, Shi Y, Liu J (2020) What are the underlying transmission 
patterns of COVID-19 outbreak?—an age-specific social contact characterization. EClinical-
Medicine 22:100354

 2. Temesgen A, Gurmesa A, Getchew Y (2018) Joint modeling of longitudinal cd4 count and time-
to-death of hiv/tb co-infected patients: a case of Jimma university specialized hospital. Ann Data 
Sci 5(4):659

 3. Olson DL, Shi Y, Shi Y (2007) Introduction to business data mining, vol 10. McGraw-Hill/Irwin, 
Englewood Cliffs

 4. Li J, Guo K, Viedma EH, Lee H, Liu J, Zhong N, Gomes LFAM, Filip FG, Fang SC, Özdemir 
MS et al (2020) Culture vs policy: more global collaboration to effectively combat COVID-19. 
Innovation 1(2):100023

 5. Shi Y, Tian Y, Kou G, Peng Y, Li J (2011) Optimization based data mining: theory and applica-
tions. Springer, Berlin

 6. Vomlel J, Kruzık H, Tuma P, Precek J, Hutyra M (2012) Machine learning methods for mortality 
prediction in patients with st elevation myocardial infarction. Proc WUPES 17(1):204



19

1 3

Annals of Data Science (2021) 8(1):1–19 

 7. Kumar P, Kalita H, Patairiya S, Sharma YD, Nanda C, Rani M, Rahmani J, Bhagavathula AS (2020) 
Forecasting the dynamics of COVID-19 pandemic in top 15 countries in April 2020: Arima model 
with machine learning approach. medRxiv

 8. Tuli S, Tuli S, Tuli R, Gill SS (2020) Predicting the growth and trend of COVID-19 pandemic using 
machine learning and cloud computing. Internet Things 11:100222

 9. Petropoulos F, Makridakis S (2020) Forecasting the novel coronavirus COVID-19. PLoS ONE 
15(3):e0231236

 10. Wu JT, Leung K, Leung GM (2020) Nowcasting and forecasting the potential domestic and inter-
national spread of the 2019-nCoV outbreak originating in Wuhan, China: a modelling study. Lancet 
395(10225):689

 11. Yang Z, Zeng Z, Wang K, Wong SS, Liang W, Zanin M, Liu P, Cao X, Gao Z, Mai Z et al (2020) 
Modified SEIR and AI prediction of the epidemics trend of COVID-19 in China under public health 
interventions. J Thorac Dis 12(3):165

 12. Bhatnagar MR (2020) Covid-19: mathematical modeling and predictions, submitted to ARXIV. 
http://web.iitd.ac.in/~manav /COVID .pdf

 13. Zhang X, Ma R, Wang L (2020) Predicting turning point, duration and attack rate of COVID-19 
outbreaks in major western countries. Chaos Solitons Fractals 135:109829

 14. Maier BF, Brockmann D (2020) Effective containment explains subexponential growth in recent 
confirmed COVID-19 cases in China. Science 368(6492):742

 15. Li L, Yang Z, Dang Z, Meng C, Huang J, Meng H, Wang D, Chen G, Zhang J, Peng H et al (2020) 
Propagation analysis and prediction of the COVID-19. Infect Dis Model 5:282

 16. Tomar A, Gupta N (2020) Prediction for the spread of COVID-19 in India and effectiveness of pre-
ventive measures. Sci Total Environ 728:138762

 17. Kumar S (2020) Monitoring novel corona virus (COVID-19) infections in India by cluster analysis. 
Ann Data Sci 7:1

 18. Max Roser EOO, Ritchie Hannah, Hasell J (2020) Coronavirus pandemic (COVID-19), our world in 
data. https ://ourwo rldin data.org/coron aviru s

 19. Chintalapudi N, Battineni G, Amenta F (2020) COVID-19 disease outbreak forecasting of registered 
and recovered cases after sixty day lockdown in Italy: a data driven model approach. J Microbiol 
Immunol Infect 52(3):396–403. https ://doi.org/10.1016/j.jmii.2020.04.004

 20. Poonia N, Azad S (2020) Short-term forecasts of COVID-19 spread across Indian states until 1 may 
2020. arXiv preprint arXiv :2004.13538 

 21. Gupta R, Pal SK (2020) Trend analysis and forecasting of COVID-19 outbreak in India. medRxiv 
2020.03.26.20044511. https ://doi.org/10.1101/2020.03.26.20044 511

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published 
maps and institutional affiliations.

http://web.iitd.ac.in/%7emanav/COVID.pdf
https://ourworldindata.org/coronavirus
https://doi.org/10.1016/j.jmii.2020.04.004
http://arxiv.org/abs/2004.13538
https://doi.org/10.1101/2020.03.26.20044511

	Outbreak Prediction of COVID-19 for Dense and Populated Countries Using Machine Learning
	Abstract
	1 Introduction
	2 Literature Review
	3 Methodology
	3.1 Auto-regressive Moving Average (ARMA)
	3.2 Auto Regressive Integrated Moving Average (ARIMA)
	3.3 Linear Regression (LR)
	3.4 Linear Regressor Polynomial (LRP)
	3.5 Bayesian Ridge Polynomial Regressor (BRR)
	3.6 Support Vector Regressor (SVR)
	3.7 Random Forest Regressor (RFR)
	3.8 XGBoost Regressor (XGB)
	3.9 Holt-Winters Exponential Smoothing (HW)
	3.10 Hardware, Dataset and Software Used

	4 Results
	5 Discussions
	5.1 Comparison with Other Methods
	5.2 Future Scope

	6 Conclusions
	References


