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ABSTRACT Compressed signal processing (CSP) is a branch of compressive sensing (CS), which gives

a direction to solve a class of signal processing problems directly from the compressive measurements

of a signal. CSP utilizes the information preserved in the compressive measurements of a signal to solve

certain inference problems like: classification, detection, and estimation, without reconstructing the original

signal. It further simplifies the signal processing compared to conventional CS by omitting their complex

reconstruction stage. This, in turn, reduces the implementation complexity of signal processing systems. This

paper investigates the performance of CSP for classification application. After extracting the features from

compressive measurements, these features or the data instances are used for classification purpose. Through

experimental analysis, it has been found that as the CS undersampling factor is increased, the overlapping

among the data instances predominates. This results in a complex decision boundary, which in turn degrades

the classification accuracy at higher undersampling factors. To overcome the above issue, this paper proposes

the use of a machine learning method known as overlap aware learning along with CSP. This generates a

smoother decision boundary and hence improves the classification accuracy at higher undersampling factors.

The simulation results show the trend of improved classification accuracy using the proposed method.

An analysis of the proposed method has been done on different datasets and based on run-time complexity

and complexity vs gain analysis to verify the effectiveness of proposed method.

INDEX TERMS Compressive sensing, compressed signal processing, decision tree classifier, feature

extraction, overlap aware learning, random demodulator.

I. INTRODUCTION

Compressive sensing (CS) is a signal acquisition technique,

which works on the random sensing principle. The output

random samples, also called the compressive measurements,

are extracted from the signal at a rate proportional to its

sparsity. These measurements are independent of the high-

est frequency component present in the signal, as opposed

to the Nyquist sensing mechanism. The various acquisition

strategies supporting CS mechanism are: random demod-

ulator, modulated wideband converter, random modulator

pre-integrator, compressive multiplexer, etc. [1]. Also, the

original signal can be faithfully recovered from the fewer ran-

dom measurements by using CS reconstruction algorithms.

The various CS reconstruction algorithms that are available,

come under: convex optimization, greedy algorithms, thresh-

olding algorithms, combinatorial, non-convex and Bayesian
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approving it for publication was Quan Zou .

approaches. Incubating all these features, the applications

of CS covers a wide range of signal processing tasks like:

compressive imaging, video processing, communication net-

works, biomedical signal processing, pattern recognition,

speech processing, etc. There is a rich literature available

regarding all these aspects of CS, specially, on the recon-

struction aspect, because, CS reconstruction algorithms are

very computationally extensive, consume a lot of power and

their hardware implementation is an extremely laborious task.

So, performance optimization of these algorithms is an active

area of research [1]–[8].

Considering this limitation of CS, researchers have also

put efforts to solve signal processing tasks without recon-

struction. This seemed to be possible due to the fact that

the compressive measurements preserve the signal structure,

which also allows reconstruction. In this regard, the way-out

has been proposed in [9]–[11], to solve the signal process-

ing problems like: classification, detection, and estimation,

directly from compressive measurements. This branch of
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FIGURE 1. Conventional CS scenario for solving an inference task: (a) signal acquisition and (b) solving the requisite signal
processing task using traditional methods from the reconstructed signal.

FIGURE 2. A CSP scenario to solve an inference task.

CS, in which, the signal processing problems are solved

directly in compressed domain, is known by the name of

compressed signal processing (CSP). It offers advantages

like reduced complexity, eases hardware implementation and

saves power as well as time [12]. The CSP is really helpful

in the power-constrained environments like wireless sensor

nodes (WSN), where if, only some inference problem needs

to be solved. Fig. 1 shows the steps involved in process-

ing signals using the conventional CS method for solving

an inference problem, and the corresponding CSP scenario

is shown in Fig. 2. A stage-wise comparison of these two

scenarios clearly indicates that the significant improvement

can be achieved by using CSP for solving the inference tasks

compared to the conventional CS mechanism. CSP can also

support real-timemonitoring inWSN systems by omitting the

complex reconstruction stage, as well as the need to trans-

mit compressive measurements. Only the final status of the

system under supervision can be transmitted by solving the

inference problem from compressive measurements directly

on node. In this scenario, the major challenge that needs to

be addressed for the power-constrained environment is that

the inference problem for the system must be solved from

minimum number of measurements in order to minimize

the power consumption. This can be feasible if the system

performs satisfactorily even with highly undersampled input

signal [12]–[17].

This paper investigates the performance of CSP for the

classification application. It has been found that the classifi-

cation performance degrades with the increasing undersam-

pling and one of the reasons behind this is the increasing over-

lapping among the data instances used for classification. This

paper proposes a method to address the above-mentioned

challenge by combining CSP with a technique from machine

learning known as overlap aware learning. The proposed

method performs superior to the conventional CSP, without

putting any extra burden on the signal acquisition part. The

performance of the proposed method has been tested using

simulations done inMATLAB 2017a, on the vibration dataset

taken from laboratory for dynamics of machines and struc-

tures (Ladisk) [18]. The further organization of this paper is as

follows: section II discusses the conventional CSP technique

along with the related background, the working scenario

in detail for bearing condition monitoring, and its analysis.

Section III describes the proposed solution along with the

motivation and problem description. Section IV presents the

supporting results and related discussion. At last, section V

analyzes the robustness of proposed scheme by verifying

its applicability on different datasets and also by compar-

ing its performance based on run-time complexity with the

conventional techniques. To highlight the achieved gain an

analysis has been presented between increased accuracy and

the differential run-time complexity in this section.

II. CONVENTIONAL CSP TECHNIQUE

In this section, the working scenario of conventional CSP

scheme has been presented in detail along with its back-

ground and the class separability analysis of the feature vec-

tors obtained from compressive measurements.

A. BACKGROUND

This subsection presents the background related to CS acqui-

sition and CSP, which are the main focus of this paper. Let,

x ∈ R
n or Cn be an input signal, ϕ ∈ R

m×n or Cm×n be a

random measurement matrix and y ∈ R
m orCm be the output

measurement vector, where, m ≪ n and u be the undersam-

pling factor, which is given by u = n/m. The mathematical

model for generating CS measurements corresponding to an

input signal is given by (1).

y = ϕx, (1)
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FIGURE 3. The conventional CSP scenario for bearing condition monitoring.

For gathering enough information about the original sig-

nal, the minimum number of CS measurements to be taken

depends upon its sparsity. Their number can be further

reduced by incorporating incoherence among the measure-

ment and sparsifying bases of signal, where sparsifying basis

is the basis, using which the signal can be represented by

fewer significant components. CS basically uses random

matrices as the measurement basis, which are incoherent

with any other basis. A relation between number of measure-

ments (m), sparsity (k) and coherence (µ) for perfect recovery

is given by (2), where c is a positive constant [5], [6], [19].

m ≥ cµ2k log n. (2)

Although the original signal can always be reconstructed

back from compressive measurements, but there are some

signal processing problems which can be directly solved

from compressive measurements, without reconstructing the

original signal back. This directly reduces the reconstruc-

tion cost for solving the problems like classification, esti-

mation and detection. Though, there are different ways by

which the inference task can be solved from compressive

measurements. But, for simplicity, the following discussion

has been presented to understood the basic idea behind

CSP mechanism:

Considering the problem of detection from the compres-

sive measurements. For this, the exact reconstructed coeffi-

cients are not required. But the aim is to collect sufficient

statistics about the components having highest contribution.

The collected statistics can then be compared against certain

threshold to detect the presence or absence of desired com-

ponents in the signal. Consider the example of distinguishing

between two hypotheses:

H0 : y = ϕN

H1 : y = ϕ(x+ N)

where, N ∼ N(0, σ 2In), represents the i.i.d. Gaussian noise.

Here, hypothesisH1 represents the presence of signal x in the

noise that has to be detected. Let Fr and Dr denotes the false

alarm rate and detection rate respectively, then

Fr = P(H1 choosen when H0 is true)

Dr = P(H1 choosen when H1 is true)

Then, the Neyman-Pearson detector is derived to obtain a

decision rule, which maximizesDr . The derived decision rule

d is given by:

d := yT (ϕϕ
T )−1

ϕx. (3)

FIGURE 4. Acquisition of input signal using RD technique of CS.

This can be used as a sufficient statistics for distinguishing

between the two hypotheses. For this, a threshold needs

be derived and then the detection rule can be compared

against this threshold to detect the presence of desired

signal [9]–[16].

B. WORKING SCENARIO OF CONVENTIONAL CSP

TECHNIQUE

This potion describes in detail the steps of conventional

CSPmechanism generally used for classification application,

shown in Fig. 3. Here, this setup has been used for classifying

the bearing condition. The simulations for this purpose are

done on the bearing vibration data set taken from Ladisk [18].

1) SIGNAL ACQUISITION USING CS

The first stage is the compressive acquisition stage. The

CS acquisition of input signal is done using RD technique,

which was proposed by Laska et al. in 2007 [20]. This tech-

nique is chosen because of its relatively simpler and easier

to implement architecture. The first step of RD introduces

randomness in the input signal x(t) by multiplying it with a

pseudorandom sequence of +/ − 1s, as shown in Fig. 4. The

randomized signal x̃(t) is then passed through an integrator,

which accumulates the signal and also serves as a low pass

filter. The low frequency signal so obtained can now be sam-

pled at much lower rate. The final output are the compressive

measurements y[m], which represents a unique signature of

input signal in frequency domain.

The operation of RD in matrix form is represented by (4)

and (5). Here, the matrix P is an n × n diagonal matrix of

pseudorandom sequence. The multiplication of input signal

x[n] with matrix P gives the randomized signal x̃[n]. The

operation of accumulate and dump unit is represented by an

m× n matrix H . This matrix is responsible for accumulating

the samples of randomized signal and also for undersampling

the signal. The number of samples to be accumulated are

decided by the number of ones in a row of H , which is

given by the R = ⌊n/m⌋. After multiplying x̃[n] with this

matrix, the final output obtained is y[m], as given in (5). Also,
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FIGURE 5. Process of feature extraction from compressive measurements.

the productP×H is equivalent to the CSmeasurement matrix

ϕ [20], [21].

P =







p1
. . .

pn






; H =





11 · · · 00 · · · 00 · · ·

00 · · · 11 · · · 00 · · ·

00 · · · 00 · · · 11 · · ·



 (4)

x̃ = Px

y = Hx̃ = ϕx

ϕ = HP







. (5)

In the next stage, the features are extracted from these mea-

surements.

2) FEATURE EXTRACTION FROM COMPRESSIVE

MEASUREMENTS

Although, classification can directly be done from compres-

sive measurements, but this method has certain drawbacks

like: (i). It requires comparatively large amount of compres-

sive measurements to train and test a classifier. The problem

becomes more complicated in case of multiclass classifica-

tion scenario. In such cases, it takes much longer to train and

test a classifier using k-fold cross validation. (ii). The classifi-

cation accuracy obtained is much lower if the classification is

directly done on compressive measurements. In order to over-

come the above shortcomings, the features are extracted from

compressive measurements. This step reduces the training

and testing time and also improves the classification accuracy

significantly. The compressivemeasurements basically repre-

sent a unique signature of the signal contents. This property

can also be utilized to extract the features from compressive

measurements. In this paper, energy retained by the compres-

sive measurements is used as a feature to distinguish among

the different bearing conditions, because each condition or

class is characterized by different energies. The procedure of

extracting features from compressive measurements is shown

in Fig. 5. To extract this type of features, the segment of com-

pressive measurements is first passed through the set of eight

bandpass filters (BPFs), which divides the signal bandwidth

into eight equal bands. To extract information from compres-

sive measurements, the conventional filters are modified with

the help of same random/pseudorandom matrix ϕ, as per (6),

where Bi denotes the i
th conventional BPF and B̂i is the i

th

modified BPF.

B̂i = ϕBiϕ
†. (6)

Let zi be the output of ith conventional filter and ẑi be the

output of ith modified filter, then the above formulation can

be derived as follows:

ẑi = ϕzi

B̂iy = ϕBix

B̂iϕx = ϕBix

B̂iϕ = ϕBi

post-multiplication with ϕ
T (ϕϕ

T )−1

B̂iϕϕ
T (ϕϕ

T )−1 = ϕBiϕ
T (ϕϕ

T )−1

B̂i = ϕBiϕ
†

where, y is the set of compressive measurements which are

also the input of modified filters here and x is the corre-

sponding set of compressive measurements, also the input of

conventional filters. The filtered signal from the eight BPFs

are then passed through the set of eight norm-2 computing

functions. This generates a single feature vector of dimen-

sionality eight corresponding to a segment of compressive

measurements. The process is repeated for all the segments

to generate a set of feature vectors. For obtaining sets of

feature vectors corresponding to different undersampling fac-

tors, the above process is repeated for each undersampling

factor.

3) CLASSIFICATION

The feature vectors obtained in previous step are then used

for classifying the bearing condition. The classification is

done with the help of decision tree classifier, which is

used with its default parameters and a fixed random state.

The classifier is trained and tested using 10-fold cross

validation.

C. SEPARABILITY ANALYSIS OF OBTAINED DATA

This part of paper presents the separability analysis of the

features obtained in previous subsection. This analysis has

been done to identify the complexity of classification problem

in hand. Different measures have been calculated to analyze

the class separability of these data instances, as described

below:

• Fisher’s discriminant ratio: In case of two class clas-

sification problem and for one feature dimension,

the Fisher’s discriminant ratio F1 is given by (7), where,

M1,M2 are the means and σ 2
1 , σ 2

2 are the variances of

given classes.

F1 =
(M1 −M2)

2

σ 2
1 + σ 2

2

. (7)
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FIGURE 6. Measures for separability analysis of data: (a) Fisher’s discriminant ratio (F1), (b) Volume of overlap region (F2), (c) Feature efficiency (F3),
(d) N1-measure, (e) N2-measure, and (f) N3-measure.

FIGURE 7. Effect of increasing undersampling on the: (a) classifier accuracy, (b) overlapping among the features obtained from
compressive measurements.

In case of multidimentional feature vectors, the feature

dimension having maximum F1 value is used deter-

mine the problem complexity. This formulation can

be extended to the case of multiclass classification.

A higher value of F1 indicates the higher separability.

In case of the classification problem considered here,

the variation ofF1with undersampling factor u is shown

in Fig. 6(a). This shows that as the undersampling factor

is increased, the Fisher’s discriminant ratio decreases.

This indicates the trend of increased overlapping among

the data instances with undersampling factor.

• Volume of overlap region: This measure determines the

overlap between the tails of conditional distributions of

two classes. For the ith feature dimension, this mea-

sure can be obtained by first computing the min(fi, cj)

and max(fi, cj) for feature fi and class cj, and then

multiplying their ratio for all feature dimensions as

per (8), as shown at the bottom of the next page.
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A lower value ofF2 indicates the higher separability. For

the feature vectors obtained in the previous subsection,

the F2 measure is plotted for different undersampling

factors, as shown in Fig. 6(b). As the undersampling

factor is increased, the value of F2 increases, which

shows that class separability decreases as the CS under-

sampling is increased.

• Feature efficiency: The feature efficiency is defined as

the fraction of all other points discriminable by a feature.

The maximum value of the feature efficiency calculated

over all the feature dimensions is used to represent

the measure F3. Therefore, a higher value of F3 indi-

cates higher separability. A plot of this measure for the

classification problem in hand is shown in Fig. 6(c).

This shows that with the increasing undersampling

factor, the maximum feature efficiency decreases,

which indicates that the overlapping among the

instances increases with the increasing undersampling

factor.

• N1−measure: This method is based on forming a mini-

mum spanning tree (MST) connecting all data instances

to their nearest neighbors. The ratio of the number of

edges connected to opposite classes to the total number

of edges in MST is known as N1−measure. A lower

value of N1−measure indicates a higher separability of

classes. The N1−measure for the above case is shown

in Fig. 6(d). This measure has an increasing trend, which

indicates that with the increasing undersampling factor,

the data separability decreases.

• N2−measure:Another similarmeasure isN2−measure,

which makes use of euclidean distances between the

nearest neighbors over all data instances instead ofMST.

Then, this measure is computed by taking the ratio of

average of all intra-class nearest neighbor distances to

the average of all inter-class nearest neighbor distances.

This measure should also have a lower value for higher

separability. For the features generated from compres-

sivemeasurements, the values ofN2−measure increases

with increasing undersampling factor, which indicates

separability decreases as the undersampling factor is

increased, as shown in Fig. 6(e).

• N3−measure: This measure accounts for the proxim-

ity of data instances in opposite classes. Smaller the

N3−measure, higher will be the separability. For the

problem addressed here, the values of this measure

also increases with the undersampling factor, as shown

in Fig. 6(f), which shows lower separability at higher

undersampling factors.

Based on all these measures, the separability analysis of the

data under consideration concludes that with the increasing

undersampling factor, all of these measures showed the trend

of reduced separability.

III. PROPOSED CSP BASED SCHEME

This section presents the motivation for the work along with

the problem description. Then the proposed solution for the

problem in hand is presented in the later part.

A. MOTIVATION AND PROBLEM DESCRIPTION

The analysis presented in previous section showed that with

increasing undersampling, the data separability decreases or

in other words, the class overlapping increases. Here, some

observations have been done on the classification results

of this data. This investigation revealed that as the CS

undersampling factor is increased, the classification accu-

racy decreases, as shown in Fig. 7(a). One of the reasons

behind this is that the information preserved by compressive

measurements degrades at higher undersampling factors [1].

A deeper study of this has uncovered the fact that with

the increasing undersampling factor, the feature sets or the

instances belonging to different classes start overlapping. The

resulted graph showing this trend is plotted in Fig. 7(b).

At lower undersampling factors, the overlapped instances

are also less. But, as the undersampling factor is increased,

there is a rapid increase in the number of instances getting

overlapped. This drastically hampers the classification accu-

racy at higher undersampling factors, as shown in Fig. 7(a).

This happens because the classifier is trained on the class

overlapped data, which is obtained after higher undersam-

pling and in order to achieve high training accuracy on this

data, the classifier tries to accommodate all the overlapped

instances for learning the decision boundary. Due to this,

a complex decision boundary is learned on the data, which

leads to its over-fitting. This, in turn, decreases the testing

accuracy, as smoother boundaries are more preferable than

complex ones [22], [23]. So, there is a need to search the way

out to tackle the above problem.

B. WORKING SCENARIO OF PROPOSED CSP BASED

SCHEME

In this part, the proposed solution to tackle the above prob-

lem is described in detail. The authors propose the use of

overlap aware learning along with CSP to handle this over-

lapping issue and also to improve classification accuracy

at higher undersampling factors. The proposed scheme for

bearing condition monitoring is shown in Fig. 8. The first

two steps of this scheme i.e., compressive acquisition and

feature extraction are already described in section II. After

feature extraction, the procedure and application of overlap

F2 =
∏

i

MIN (max(fi, c1),max(fi, c2)) −MAX (min(fi, c1),min(fi, c2))

MAX (max(fi, c1),max(fi, c2)) −MIN (min(fi, c1),min(fi, c2))
. (8)
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FIGURE 8. The proposed scheme for improving the performance of CSP for classification.

FIGURE 9. Overlap aware learning scheme.

aware learning on these features are described in detail in this

section.

1) CLASSIFICATION USING OVERLAP AWARE LEARNING

The classification problem that needs to be handled here is the

multiclass classification problem. Along with this, the other

problem that has been tackled in this paper is the problem of

overlapped instances that arose in the compressive measure-

ments with the increasing undersampling factor. The severity

of this problem is defined on the basis of number of instances

that actually belong to different classes and have minor dif-

ferences in their attributes. Identification of these attributes is

necessary to distinguish their classes. Such instances seem to

belong to more than one class because it is very difficult to

capture the minor differences present in their attributes. This

problem degrades the classifier performance [24].

This paper has proposed the use of overlap aware learning

along with CSP for overcoming the problem of overlapped

instances and for improving the classifier performance. The

overlap aware learning scheme is shown in Fig. 9. Here,

the refined dataset is obtained from the training dataset by

finding and handling the overlapped instances. This has been

achieved here by making use of a decision tree classifier. The

main parameters used for this classifier along with a fixed

random state in the experiments are as:

• Criterion = ‘‘gini’’: function used to measure the split-

ting quality.

• Splitter = ‘‘best’’: strategy used to decide about the split

at each node.

• MaxDepth = None: setting to expand the nodes until all

the obtained leaves become pure.

• MinSamplesSplit= 2: sets that a minimum of 2 samples

are required to split an internal node.

• MinSamplesLeaf = 1: sets that a minimum of 1 sample

is required to become a leaf node.

To correctly classify an instance using this classifier, the mea-

sure of subconcept ratio (SCR) is used to partition the

feature space. Here, the nodes of decision tree represent

the concepts and the leaves represents the subconcepts.

Then, SCR is given by (9), where numerator represents

the number of instances belonging to different classes in a

FIGURE 10. Classification using extracted features.

FIGURE 11. A visualization of effect of overlap aware learning on
artificial data having overlapped instances: (a), (b) complex boundaries
obtained using conventional learning, and (c), (d) simpler decision
boundaries obtained using overlap aware learning.

subconcept and k is the total number of instances in that

subconcept.

SCR(x) =
| x ′′ ∈ subconcept(x) ∧ class(x ′′) 6= class(x) |

k
.

(9)

For finding the overlapped instances using this classifier,

the classifier is first trained up to an intermediate level. The

output of classifier at this time contains overlapped instances.

To identify those instances, the classifier is again trained

using the same data up to the end level. At this time output of
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FIGURE 12. Four conditions of bearing vibration signal taken from Ladisk: (a) signal with axial fault, (b) signal with contamination in lubricant fault,
(c) new bearing vibration signal and (d) signal with radial fault.

classifier gives the exact class of each instance. A compari-

son of outputs of both the experiments gives the overlapped

instances. Keeping all other conditions same, the above

experiments are repeated for different undersampling factors.

This gives the number of overlapped instances for different

undersampling factors. The handling of these overlapped

instances is done by discarding these instances. This gives the

refined dataset, which is then used to train the classifier using

10-fold cross-validation, as shown in Fig. 10. Now, the deci-

sion boundary learned on this refined dataset is a smoother

boundary, which enhances the testing performance of classi-

fier [23]–[25]. To visualize the above discussion, a demon-

stration has been presented on two artificial datasets with

different extent of overlapping using the decision tree clas-

sifier, as shown in Fig. 11. Both of these are two-class classi-

fication problems. Depending upon the extent of overlapping

between the classes, the boundary obtained is more compli-

cated. On these datasets, a non-linear decision tree classifier

is trained using the conventional method and the resulted

decision boundaries are shown in Fig. 11(a) and (b). Then,

the overlapped instances are identifiedwith decision tree clas-

sifier using the same settings like that in the main experiment.

All the identified instances are then removed to obtain the

simpler decision boundaries, as shown in Fig. 11(c) and (d).

The classifier trained using this method is used for classifi-

cation purpose. On the main dataset, for comparing the per-

formance of proposed method, the classifier has been trained

using both the methods, i.e., conventional and proposed. The

trained classifier is then tested on the unrefined main dataset.

A comparison of the classification accuracies obtained is

presented in the next section.

IV. RESULTS AND DISCUSSION

The applicability of proposed scheme has been verified using

the simulations done on bearing vibration dataset taken from

Ladisk [18]. The simulations have been performed using

MATLAB 2017a. In the initial part of simulations, the com-

pressive measurements have been obtained from the raw

vibration dataset and then the features have been extracted

from these measurements. The second part of simulations is

about processing these features for finding and handling the

overlapped instances. After this, a refined dataset has been

obtained from the feature vectors generated in previous step.

On this refined dataset, the decision tree classifier is trained

using 10-fold cross-validation.

For simplicity, only four types of bearing conditions,

as shown in Fig. 12, have been studied for evaluating the

performance of proposed scheme. The dataset is processed

by dividing it into segments of length 500 each, which is

equivalent to the 0.1 second epoch of the signal. For obtaining

the compressive measurements, the undersampling factors

used are 2, 5, 10, 15, 20, 25, and 30. The corresponding

compressive measurements obtained are of length 250, 100,

50, 25, 20, and 16, respectively. All the required specifi-

cations for experimentation are listed in Table 1. For the

feature extraction stage, the coefficients of eight BPFs are

used to obtain the eight filter matrices, Bi, of size 500× 500.

For this, the filter coefficients are arranged in a row and

zeros are appended after the coefficients to make the row

size as 500. The subsequent rows of the filter matrix are

then generated from this row by using circular right shift

operation. Now, in order to use these filter matrices and to

match the filter dimensions with the segment of compressive
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TABLE 1. The parameters or the specifications used or obtained in experiments.

measurements, the modified filter matrices B̂i are obtained

from Bis, as per (6). After multiplying B̂i with a segment

of compressive measurements, their norm-2 is computed to

obtain a single feature vector of dimensionality eight as per

Fig. 5. For the total signal length taken here, the overall

dimensionality of the feature vector obtained is 1600 × 8.

From these feature vectors, a refined dataset is obtained

by finding and handling the overlapped instances. Then,

the decision tree classifier is trained on this dataset. To par-

tition the feature space using this classifier, the number of

instances in the subconcept taken are proportional to the

undersampling factor used. This gives the advantage of using

same random state for all the experiments while achieving

the desired performance. The classifier is first trained up

to an intermediate level which is selected as level four and

then till end. The difference between the instances obtained

at two levels helps in identifying the overlapped instances.

The identified overlapped instances are then discarded to

obtain a smoother decision boundary. The trained classifier is

then tested on the unrefined dataset. For comparison purpose,

the classifier is trained and tested using conventional learning

also. The accuracies obtained for these two cases for different

undersampling factors are presented in Table 2. At lower

undersampling factors like 2 and 5, the number of overlapped

instances are less, but at higher undersampling factors like

10, 15, 20, 25, and 30 the number of overlapped instances

are more. Therefore, better improvement in accuracy can

be seen at higher undersampling factors. The increase in

accuracy obtained using the proposed scheme compared

to conventional method is shown in Fig. 13. This is the

improvement that can be obtained by proposed scheme on this

vibration dataset and this scheme is helpful in case of other

datasets also. The other reason for reduced accuracy at higher

undersampling factors is that the information preserved

by compressive measurements decreases with increasing

undersampling.

Another performance measures used for comparing

the classifier performance for proposed and conventional

schemes are: precision, recall, and F-measure, which are

calculated using following equations:

Precision (P) =
TP

TP+ FP
× 100, (10)

Recall (R) =
TP

TP+ FN
× 100, (11)

F-measure (F) =
2TP

2TP+ FP+ FN
× 100, (12)

where, TP stands for true positive, FP for false posi-

tive and FN for false negative. The parameter wise com-

parison of these three measures for the conventional and

proposed schemes for different undersampling factors are

shown in Fig. 14. The results show that the use of overlap

aware learning for training a classifier improves its perfor-

mance in classifying the features extracted from compressive
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TABLE 2. Performance comparison of conventional and proposed method in classifying the features extracted from compressive measurements for
different undersampling factors.

FIGURE 13. Performance of proposed scheme: (a) comparison of accuracies of two schemes i.e., conventional and proposed, for
different undersampling factors, (b) increase in accuracy obtained for different undersampling factors using the proposed method.

FIGURE 14. Comparison of classifier performance using: (a) precision, (b) recall and (c) F-measure, in classifying the features obtained from compressive
measurements for conventional and proposed method for different undersampling factors.

measurements for higher undersampling factors. Plots of

these three metrices look similar because the values of these

metrices obtained using conventional method were changing

in similar fashion as the undersampling factor is increased

and then accordingly the performance gain is obtained by

proposed method.
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TABLE 3. Analysis on EEG epileptic seizure dataset: performance comparison of conventional and proposed method in classifying the features extracted
from compressive measurements of EEG epileptic seizure dataset for different undersampling factors.

FIGURE 15. Analysis on EEG epileptic seizure dataset: (a) comparison of accuracies of two schemes i.e., conventional and proposed,
for different undersampling factors, (b) increase in accuracy obtained for different undersampling factors using the proposed
method.

V. ANALYSIS OF PROPOSED SCHEME

The analysis of proposed scheme has been done to verify its

effectiveness. To ensure the applicability of proposed method

on other datasets, its analysis has been done on the datasets

having entirely different characteristics than vibration data.

Another analysis has been done on the run-time computa-

tional complexity of proposed and conventional schemes to

highlight the advantage of proposed scheme.

A. ANALYSIS ON DIFFERENT DATASETS

The datasets that have been analyzed are EEG epileptic

seizure dataset and EEG mental arithmetic tasks dataset.

These datasets have been taken from physionet [26]. Apart

from some signal specific changes, all the other experimental

settings are same as that in the main experiment.

1) EEG EPILEPTIC SEIZURE DATASET

The performance of proposed method is evaluated on the

EEG signal with epileptic seizures. This signal is taken from

physionet’s CHB-MIT database [27]. This signal is processed

under the same conditions as that in the main experiment.

Some signal specific changes are done like: the total signal

length of 942080 is divided into 1840 segments containing

512 samples each, which is equivalent to two-second epoch

of the signal. The undersampling factors used are 2, 4, 8,

16, and 32, a multiple of segment length. The filter matrices

are redesigned as per the length of signal segment. After

filtering and norm-2, the size of feature vectors obtained is

1840 × 8. The decision tree classifier with the same settings

as in the main experiments is used for finding and handling

overlapped instances from the classifier data. This is done to

obtain a refined dataset for the classifier, which can further

be used for detecting the presence of seizures in the EEG

signal. The simulation settings and results of this analysis are

summarized in Table 3. Here also, the number of instances in

the subconcept are kept proportional to undersampling factor,

to achieve the desired performance. As shown, the number of

overlapped instances identified increases with the undersam-

pling factor and accordingly the performance improvement

is obtained at higher undersampling factors. A compar-

ison of classification accuracies obtained on these fea-

tures using conventional and proposed methods is shown
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FIGURE 16. Analysis of classifier performance using: (a) precision, (b) recall and (c) F-measure, in classifying the features obtained from compressive
measurements of EEG epileptic seizure signal for conventional and proposed method for different undersampling factors.

TABLE 4. Analysis on EEG mental arithmetic task dataset: performance comparison of the conventional and proposed methods in classifying the features
extracted from compressive measurements of EEG epileptic seizure dataset for different undersampling factors.

in Fig. 15(a) and the corresponding accuracy improvement

obtained using proposed method is shown in Fig. 15(b). It has

been observed that an improvement of around 3% has been

achieved by the proposed method in detecting the epilep-

tic seizures from the EEG signal as compared to the con-

ventional method. A performance comparison based on the

parameters derived from confusion matrix as per (10), (11),

and (12), is also presented in Fig. 16. This shows that

the proposed scheme performs better than the conventional

CSP scheme.

2) EEG MENTAL ARITHMETIC TASKS DATASET

Another dataset on which the proposed scheme has been

evaluated is the EEG mental arithmetic tasks dataset taken

from physionet [28]. This signal is also processed under the

same conditions as that in the main experiment. The total

signal length taken is 930000 samples, which is divided into

1860 segments containing 500 samples each. This choice of

segment size is equivalent to one second epoch of the signal.

Here, the undersampling factors used are 2, 5, 10, 15, 20, 25,

and 30, which are a multiple of segment length. The filter

matrices are used as per the length of signal segment. After

filtering and computing norm-2 of these signal segments,

the size of feature vectors obtained is 1860 × 8. Here also,

the decision tree classifier with the same settings as in the

main experiments is used for finding and handling overlapped

instances from the classifier data. This is done to obtain a

refined dataset for classifier, which can further be used to

distinguish the EEG of mental arithmetic task from normal

EEG. The simulation settings and results of this analysis are

summarized in Table 4. Here also, the number of instances in

the subconcept are kept proportional to undersampling factor,

to achieve the desired performance. As shown, the number of

overlapped instances identified increases with the undersam-

pling factor and accordingly the performance improvement

is obtained at higher undersampling factors. A comparison

of classification accuracies obtained on these features using

conventional and proposed methods is shown in Fig. 17(a)

and the corresponding accuracy improvement obtained using

proposed method is shown in Fig. 17(b). It has been observed

that an improvement of around 8% has been achieved by

proposed method in detecting the EEG activity during mental

arithmetic task as compared to the conventional method.

A performance comparison based on the parameters derived

from confusion matrix as per (10), (11), and (12), is also
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FIGURE 17. Analysis on EEG mental arithmetic task dataset: (a) comparison of accuracies of two schemes i.e., conventional and
proposed, for different undersampling factors, (b) increase in accuracy obtained for different undersampling factors using the
proposed method.

FIGURE 18. Analysis of classifier performance using: (a) precision, (b) recall and (c) F-measure, in classifying the features obtained from compressive
measurements of EEG mental arithmetic task signal for conventional and proposed method for different undersampling factors.

presented in Fig. 18. This shows that the proposed scheme

performs better than the conventional CSP scheme.

B. ANALYSIS OF RUN-TIME COMPLEXITY

The run-time complexity analysis of proposed and conven-

tional schemes has been done to highlight the advantages of

proposed scheme over the conventional ones. All the three

datasets used above have been analyzed for run-time com-

plexity to prove the generality of proposed approach. The

run-time is measured in seconds (s). The stage-wise compar-

ative analysis of run-time complexity for the three datasets

viz. vibration [18], EEG seizure [27] and EEG mental arith-

metic task [28] has been presented in Tables 5, 6 and 7,

respectively. For each dataset, the proposed method has been

compared against the conventional CS schemewhich requires

reconstruction and the conventional CSP scheme which uses

conventional classification. Here, u is the undersampling

factor, CS-Acq is the CS acquisition, CS-Rec is the CS

reconstruction, and FE is the feature extraction. The columns

named CS-Acq gives the run-time of CS acquisition step,

which is same for all the three schemes. The column named

CS-Rec gives the run-time of CS reconstruction stage, which

is present only in case of conventional CS scheme. Similarly,

the columns named FE reports the time required for extracting

the features. In case of conventional CS, this time is more

because the features are extracted from the CS reconstructed

signal of length n, compared to the CSP based schemes where

features are extracted directly from compressive measure-

ments of length m. Therefore, the time required for feature

extraction stage for both the CSP based schemes i.e., conven-

tional and proposed, is same. corresponding to each segment

a single feature vector is generated after the feature extraction

stage, hence the equal number of feature vectors are obtained

after the feature extraction stage. Therefore, the training

time, which reflects the learning complexity of the classifier,

is nearly same for all the three schemes.

It has been found that for most of the stages, the run-time

complexity decreases with undersampling factor for all the
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TABLE 5. Performance comparison of conventional and proposed methods based on run-time complexity analysis for vibration data.

TABLE 6. Performance comparison of conventional and proposed methods based on run-time complexity analysis for EEG epileptic seizure dataset.

TABLE 7. Performance comparison of conventional and proposed methods based on run-time complexity analysis for EEG mental arithmetic task dataset.

three datasets. In case of conventional CS, the complexity of

reconstruction stage dominates the complexity of all the other

stages. Compared to the conventional CSP, there is a minor

increase in the run-time complexity of proposed method due

to addition of overhead of overlap aware step before classifier.

This minor increment in complexity can only be seen at lower

undersampling factors. At higher undersampling factors like

25 and 30, classification using conventional method becomes

complicated due to the presence of more number of over-

lapped instances. As opposed to this, the proposed method

results in a smoother decision boundary by removing the

overlapped instances. This makes the classification process

easier, which in turn compensates the overhead of overlap

aware step and makes the proposed method more efficient

than the conventional schemes for higher undersampling fac-

tors like 25 and 30, as shown in Tables 5, 6 and 7. So, it can be
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FIGURE 19. Analysis of proposed method based on obtained performance gain and the differential run-time for the three datasets: (a) vibration dataset,
(b) EEG epileptic seizure dataset, and (c) EEG mental arithmetic task dataset, for different undersampling factors.

TABLE 8. Performance comparison of conventional and proposed method in classifying the features extracted from compressive measurements for
different undersampling factors using neural network classifier.

inferred that the CSP based methods reduce the implementa-

tion complexity of signal processing systems compared to the

conventional CS based method. Also, the proposed method

is able to achieve higher accuracy (refer Tables 2, 3, and 4)

than the conventional CSP scheme for comparable run-time

complexity.

C. COMPLEXITY VS GAIN ANALYSIS

In this section, an analysis has been done to weight the

obtained classification performance gain over the required

extra execution time. The analysis has been done for all the

three datasets used in this paper viz. vibration dataset [18],

EEG seizure dataset [27], and EEG mental arithmetic

task dataset [28]. The graphs have been plotted between

the performance gain, i.e., increase in classification accu-

racy obtained, and the differential run-time, i.e., difference

between run-times of proposed and conventional CSP meth-

ods. The resulted graphs are shown in Fig. 19(a), (b), and (c),

respectively for the three datasets. All these graphs show that

as the undersampling factor is increased, the performance

gain increases and the differential run-time decreases. For

u = 2, the run-time of proposed method is 8-10 ms more

than the conventional CSP basedmethod and the performance

gain is also less. As the value of u increases the difference

in run-times decreases and the performance gain increases.

This happens because the at higher undersampling factors,

the overlapping is high and the effect of proposed method is

more visible. For more higher undersampling factors the dif-

ferential run-time goes negative, indicating proposed method

takes less time than the conventional CSP based method,

while the performance gain achieved is also high. The reason

behind this is the smoother decision boundary resulted by the

use of overlap aware technique.

In case of EEG epileptic seizure dataset, u = 32 seems to

be an odd point, which is actually not an odd point. At u

= 32, the run-time complexity of conventional CSP based

method is 0.7258 s and that of proposed method is 0.7254 s,

as per Table 6. The proposed method takes 0.4 ms less time

than the conventional CSP based method. Table 6 also shows

that at u = 32, for the same acquisition and feature extrac-

tion time, the classification using overlap aware technique is

taking less time than the conventional learning. For a 3.05%

improvement in the accuracy, the overlap aware technique is

taking 0.4 ms less time at u = 32 for this dataset. For u = 16,

the improvement obtained in accuracy is 2.88%, for which

the overlap aware technique is taking 1.6 ms less time than
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FIGURE 20. Performance of proposed scheme using neural network: (a) comparison of accuracies of two schemes i.e., conventional
and proposed, for different undersampling factors, (b) increase in accuracy obtained for different undersampling factors using the
proposed method.

FIGURE 21. Analysis of neural network classifier performance using: (a) precision, (b) recall and (c) F-measure, in classifying the features obtained from
compressive measurements of vibration signal for conventional and proposed method for different undersampling factors.

the conventional learning. The main focus of the work is to

achieve an improvement in accuracy at higher undersampling

factors for reasonable run-time, this is what Fig. 19 shows.

D. ANALYSIS USING NEURAL NETWORK CLASSIFIER

In this section, another analysis has been done to see the effect

of using neural network classifier in-place of the decision tree

classifier. The main parameters used for this classifier are as:

• HiddenLayerSizes = (8,4): The 1st element represents

the number of neurons in each hidden layer and the 2nd

element represents the number of hidden layers used in

the network.

• Solver = ‘‘adam’’: stochastic gradient-based weight

optimizer.

• Alpha = 0.00001: ℓ2-regularization parameter.

• BatchSize = ‘‘auto’’ = min(200, num-of-samples): sets

the size of mini-batches to either 200 or to the number

of samples whichever is minimum.

• LearningRate = 0.001: defines the initial learning rate,

which controls the step-size for updating the weights.

• MaxIter = 200: maximum number of iterations until

convergence.

• Tol = 1e-4: tolerance for the optimization to stop the

training.

With this settings, the results obtained for the vibration

dataset [18] are shown in Fig. 20. Here, the input signal

size used and the corresponding feature set dimensions are

shown in Table 8. The results show an improvement with the

increasing undersampling factor using the proposed method.

An improvement near to 2% has been obtained using the

neural network classifier. The classifier performance has also

been compared using the parameters like precision, recall,

and F-measure, which are derived from confusion matrices

as per (10), (11), and (12). The results obtained are shown

in Fig 21, which are in accordance with the obtained improve-

ment. Another performance analysis has been done based on

run-time complexity as shown in Table 9. This shows that
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TABLE 9. Performance comparison of conventional and proposed methods based on run-time complexity analysis for vibration data.

with the increasing undersampling factor, the run-time com-

plexity of proposed approach decreases, which is an added

advantage.

VI. CONCLUSION AND FUTURE SCOPE

CSP is an emerging aspect of CS, in which work has been

done on solving some signal processing problems directly

from compressive measurements. The biggest advantage in

solving the signal processing tasks directly from compressive

measurements is that it had made it possible to omit the

complex CS reconstruction step, when solving the problems

like classification, detection, estimation, etc. This drastically

reduced the overall complexity, speed and power consump-

tion in processing the signal for these applications. It has also

opened the opportunities for efficient hardware designs for

tackling these problems in real-time scenarios. This paper

has studied the performance of CSP in solving classification

problems. It has been found that classification accuracy is

hampered at higher undersampling factors due to overlapping

among the features extracted from compressive measure-

ments. Maintaining good classification accuracy at higher

undersampling factors is a crucial need of today’s on node

condition monitoring systems in order to minimize the power

consumption. A solution to the above problem has been pro-

posed using overlap aware learning for training a classifier.

The simulation results showed that the CSP based methods

reduce the implementation complexity of signal processing

systems compared to the conventional CS based method.

Also, the proposed scheme enhances the classification accu-

racy than conventional CSP scheme for comparable run-time

complexity. Further, the work has been analyzed from differ-

ent aspects like applicability on different datasets, run-time

complexity, complexity vs gain analysis and using different

classification scheme. All the results obtained agree that the

proposed method performs better than the conventional CSP

based method at higher undersampling factors.

This work opens a research direction for the signal process-

ing applications, in which overlapping among data instances

is highly predominant. For such applications, the proposed

scheme can give significant improvement. This work can be

further extended to implement it in hardware for real-time

condition monitoring, so that, the cost and overall perfor-

mance of the system can be optimized. Also, other ways can

be sought to come up with the best method to handle the over-

lapped instances, which can further improve the performance

of CSP based classification applications.
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