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Abstract
We present the results of the 2nd edition of
the Discriminating between Similar Lan-
guages (DSL) shared task, which was or-
ganized as part of the LT4VarDial’2015
workshop and focused on the identifica-
tion of very similar languages and lan-
guage varieties. Unlike in the 2014 edi-
tion, in 2015 we had an Others category
with languages that were not seen on train-
ing. Moreover, we had two test datasets:
one using the original texts (test set A),
and one with named entities replaced by
placeholders (test set B). Ten teams partic-
ipated in the task, and the best-performing
system achieved 95.54% average accuracy
on test set A, and 94.01% on test set B.

1 Introduction

Identifying the language of an input text is an im-
portant step for many natural language processing
(NLP) applications, especially when processing
speech or social media messages. State-of-the-art
language identification systems perform very well
when discriminating between unrelated languages
on standard datasets. For example, Simões et al.
(2014) used TED talks and reported 97% accuracy
for discriminating between 25 languages. Yet, this
is not a solved problem, and there are a number
of scenarios in which language identification has
proven to be a very challenging task, especially in
the case of very closely-related languages. For ex-
ample, despite their good overall results, Simões et
al. (2014) had really hard time discriminating be-
tween Brazilian and European Portuguese, which
has made them propose to “remove the Brazilian
Portuguese and/or merge it with the European Por-
tuguese variant” to increase system’s performance.

So far, researchers in language identification
have focused on the following challenges:

• Increasing the coverage of language identi-
fication systems by extending the number of
languages that are recognizable, e.g., Xia et
al. (2010) trained a system to identify over
1,000 languages, whereas Brown (2014) de-
veloped a language identification tool able to
discriminate between over 1,300 languages.

• Improving the robustness of language iden-
tification systems, e.g., by training on multi-
ple domains and various text types (Lui and
Baldwin, 2011).

• Handling non-standard texts, e.g., very
short (Zubiaga et al., 2014) or involving
code-switching (Solorio et al., 2014).

• Discriminating between very similar lan-
guages (Tiedemann and Ljubešić, 2012), lan-
guage varieties (Zampieri et al., 2014), and
dialects (Sadat et al., 2014; Malmasi et al.,
2015).

It has been argued that the latter challenge is
one of the main bottlenecks for state-of-the-art
language identification systems (Tiedemann and
Ljubešić, 2012). Thus, this was the task that we
focused on in our shared task on Discriminating
between Similar Languages (DSL), which we or-
ganized as part of the LT4VarDial’2015 workshop
at RANLP’2015.

This is the second edition of the task. The at-
tention received from the research community and
the feedback provided by the participants of the
first edition motivated us to organize this second
DSL shared task, where we made two important
changes compared to the first edition.



First, in order to simulate a real-world language
identification scenario, we included in the testing
dataset some languages that were not present in
the training dataset. Moreover, we included a sec-
ond test set, where we substituted the named enti-
ties with placeholders to make the task more chal-
lenging and less dependent on the text topic and
domain.

The remainder of this paper is organized as fol-
lows: Section 2 discusses related work, Section 3
describes the general setup of the task, Section 4
presents the results of the competition, Section 5
summarizes the approaches used by the partici-
pants, and Section 6 offers conclusions.

2 Related Work

Language identification has attracted a lot of
research attention in recent years, covering a
number of similar languages and language va-
rieties such as Malay and Indonesian (Ranaivo-
Malançon, 2006), Persian and Dari (Malmasi and
Dras, 2015a), Brazilian and European Portuguese
(Zampieri and Gebre, 2012), varieties of Man-
darin in China, Taiwan and Singapore (Huang and
Lee, 2008), and English varieties (Lui and Cook,
2013), among others. This interest has eventually
given rise to special shared tasks, which allowed
researchers to compare and benchmark various ap-
proaches on common standard datasets. Below we
will describe some of these shared tasks, including
the first edition of the DSL task.

2.1 Related Shared Tasks

There have been a number of language identifica-
tion shared tasks in recent years. Some were more
general, such as the ALTW language identification
shared task (Baldwin and Lui, 2010), while others
focused on specific datasets or languages. Yet, the
DSL shared task is unique as it is the only one to
focus specifically on discriminating between simi-
lar languages and language varieties, providing a
standardized dataset for this purpose.

The most closely-related shared task is the
DEFT 2010 shared task (Grouin et al., 2010),
which targeted language variety identification.
However, it focused on French language varieties
only, namely on texts from Canada and France.
Moreover, it featured a temporal aspect, asking
participants to identify when a given text was writ-
ten. This aspect is not part of our DSL shared task,
as we focus on contemporary texts.

Another popular research direction has been
on language identification on Twitter, which
was driven by interest in geolocation prediction
for end-user applications (Ljubešić and Kranjčić,
2015). This interest has given rise to the Tweet-
LID shared task (Zubiaga et al., 2014), which
asked participants to recognize the language of
tweet messages, focusing on English and on lan-
guages spoken on the Iberian peninsula such as
Basque, Catalan, Spanish, and Portuguese. The
Shared Task on Language Identification in Code-
Switched Data held in 2014 (Solorio et al., 2014)
is another related competition, where the focus
was on tweets in which users were mixing two or
more languages in the same tweet.

2.2 The First Edition of the DSL Task

For the first edition of the task, we compiled
the DSL Corpus Collection (Tan et al., 2014), or
DSLCC v.1.0, which included excerpts from jour-
nalistic texts from sources such as the SETimes
Corpus1 (Tyers and Alperen, 2010), HC Corpora2

and the Leipzig Corpora Collection (Biemann et
al., 2007), written in thirteen languages divided
into the following six groups: Group A (Bosnian,
Croatian, Serbian), Group B (Indonesian, Malay),
Group C (Czech, Slovak), Group D (Brazilian Por-
tuguese, European Portuguese), Group E (Penin-
sular Spanish, Argentine Spanish), and Group F
(American English, British English).

In 2014, eight teams built systems and sub-
mitted results to the DSL language identification
shared task (eight teams participated in the closed
and two teams took part in the open condition),
and five participants wrote system description pa-
pers. The results are summarized in Table 1, where
the best-performing submissions, in terms of test-
ing accuracy, are shown in bold.

Team Closed Open
NRC-CNRC 0.957 -
RAE 0.947 -
UMich 0.932 0.859
UniMelb-NLP 0.918 0.880
QMUL 0.906 -
LIRA 0.766 -
UDE 0.681 -
CLCG 0.453 -

Table 1: DSL 2014 results: accuracy.

1Published as part of OPUS (Tiedemann, 2012).
2http://www.corpora.heliohost.org/



The best accuracy in the closed submission
track of the 2014 edition of the DSL shared task
was achieved by the NRC-CNRC (Goutte et al.,
2014) team, which used a two-step classification
approach: they first made a prediction about the
language group the target text might belong to, and
then they selected a language from that language
group. Members of this team participated again in
2015 under the name NRC.

The RAE team (Porta and Sancho, 2014) used
‘white lists’ of words that are used exclusively in
a particular language or language variety.

The QMUL team (Purver, 2014) used a lin-
ear support vector machines (SVM) classifier with
words and characters as features. They further
paid special attention to the influence of the cost
parameter c on the classifier’s performance; this
SVM parameter is responsible for the trade-off be-
tween maximum margin and classification errors
at training time.

Two other participating teams, UMich (King et
al., 2014) and UniMelb-NLP (Lui et al., 2014),
used Information Gain as a selection criterion
(Yang and Pedersen, 1997) to select a subset of
features, trying to improve classification accuracy.
The UniMelb-NLP team experimented with dif-
ferent classifiers and features, and eventually ob-
tained their best results using their own software,
langid.py (Lui and Baldwin, 2012).

The UMich and UniMelb-NLP teams compiled
and used additional training resources and were
the only teams to submit open submissions. How-
ever, the performance of these open submissions
were worse than what they achieved in their closed
submissions: accuracy dropped from 93.2% to
85.9% for UMich, and from 91.8% to 88.0% for
UniMelb-NLP.

This worse performance of the open submis-
sions was quite surprising. We had a closer look,
and we hypothesized that this could be due to the
abundance of named entities in our datasets. For
example, participating systems could learn that a
text that talks about Brazilian places, companies,
politicians, etc. is likely to be in Brazilian Por-
tuguese. These are legitimate features, but they
are about the topic of the text and do not reflect
linguistic characteristics, which we were hoping
participants would focus on. Thus, in the 2015
edition of the task, we created two test sets, one
containing the original texts, and one where we
substituted the named entities with placeholders.

3 Task Setup

In this section, we describe the general setup of
the DSL 2015 shared and unshared task tracks, the
changes in v2.0 of the DSLCC dataset compared
to v1.0, and the task schedule.

3.1 The Shared Task Track

The setup of the 2015 DSL Shared Task is simi-
lar to the one for the 2014 edition. However, we
created a new updated v2.0 of DSLCC (Tan et al.,
2014), extending it with new languages. We pro-
vided participants with standard splits into training
and development subsets, and we further prepared
two test sets, as described in Section 3.3 below.
As in 2014, teams could make two types of sub-
missions (for each team, we allowed up to three
runs per submission type; in the official ranking,
we included the run with the highest score only):

• Closed submission: Using only the DSLCC
v2.0 for training.

• Open submission: Using any dataset other
than DSLCC v2.0 for training.3

3.2 The Unshared Task Track

Along with the Shared Task, this year we proposed
an Unshared Task track inspired by the unshared
task in PoliInformatics held in 2014 (Smith et al.,
2014). For this track, teams were allowed to use
any version of DSLCC to investigate differences
between similar languages and language varieties
using NLP methods. We were interested in study-
ing questions like these:

• Are there fundamental grammatical differ-
ences in a language group?

• What are the most distinctive lexical choices
for each language?

• Which text representation is most suitable to
investigate language variation?

• What is the impact of lexical and grammati-
cal variation on NLP applications?

Although eleven teams subscribed for the Un-
shared Task track, none of them ended up submit-
ing a paper for it. Therefore, below we will only
discuss the Shared Task track.



Language/Variety ISO Code
Bosnian bs
Croatian hr
Serbian sr
Indonesian id
Malay my
Czech cz
Slovak sk
Brazilian Portuguese pt-BR
European Portuguese pt-PT
Argentine Spanish es-AR
Castilian Spanish es-ES
Bulgarian bg
Macedonian mk
Others xx

Table 2: DSLCC v2.0: the languages included in
the corpus grouped by similarity. Others is a mix-
ture of Catalan, Russian, Slovene, and Tagalog.

3.3 The DSLCC v2.0 Dataset

Version 2.0 of DSLCC (Tan et al., 2014) contains
a total of 308,000 examples divided into fourteen
language classes with 22,000 examples per class.
Each example is a short text excerpt of 20–100
tokens,4 sampled from journalistic texts colected
from the same sources as in DSLCC v1.0. The
fourteen classes are shown in Table 2; they rep-
resent thirteen languages and language varieties
and one mixed class with documents written in
four other languages, namely: Catalan, Russian,
Slovene, and Tagalog.5 We included the mixed
Others class in order to emulate a real-world lan-
guage identification scenario in which ‘unknown’
but similar languages might appear, thus making
the task more challenging.

We partitioned the 22,000 examples for each
language class into three parts as follows: 18,000
examples for training, 2,000 for development, and
2,000 for testing. We then further subdivided each
test set into two test sets, A and B, each containing
1,000 instances per language. We kept the texts in
test set A unchanged, but we preprocessed those
in test set B by replacing all named entities with
placeholders.6

3Training on DSLCC v1.0 also makes a submission open.
4In DSLCC v1.0, texts could be longer than 100 tokens.
5For the Unshared Task track, we further made available

DSLCC v2.1, which extended DSLCC v2.0 with Mexican
Spanish and Macanese Portuguese data.

6The script we used to substitute named entities with
placeholders is available here: https://github.com/
Simdiva/DSL-Task/blob/master/blindNE.py

We substituted the named entities with place-
holders in order to avoid topic bias in classification
and to evaluate the extent to which proper names
can influence classifiers’ performance.

As an example, here we show a Portuguese and
a Spanish text: first the original texts, then ver-
sions thereof with named entities substituted by
placeholders #NE#.

(1) Rui Nobre dos Santos explica que “a em-
presa pretende começar a exportar para
Angola e Moçambique, em 2010”, objec-
tivo que está traçado desde 2007 “mas que
ainda não foi possı́vel concretizar”, e au-
mentar as exportações para o Brasil.

(2) El jueves pasado se conoció que Schok-
lender habı́a renunciado a su cargo, según
la prensa local por una pelea con su her-
mano, que también trabaja en la entidad,
al parecer por desacuerdos en el manejo de
los fondos para la construcción de vivien-
das populares.

(3) Compara #NE# este sistema às in-
dulgências vendidas pelo #NE# na #NE#
#NE# quando os fiéis compravam a
redenção das suas almas dando dinheiro
aos padres.

(4) La cinta, que hoy se estrena en nuestro
paı́s, competirá contra #NE# la #NE#, de
#NE#, #NE#, de #NE#, #NE#, de #NE#
á, #NE# above all, de #NE#, y con la
ganadora del #NE# de #NE#, #NE# A
#NE# #NE#, de #NE#.

3.4 Shared Task Schedule

The second DSL shared task was open for two
months, spanning from May 20, 2015, when the
training data was released, to July 20, 2015, when
the paper submissions were due. Teams had just
over a month to train their systems before the re-
lease of the test data. The schedule of the DSL
shared task 2015 is shown in Table 3.

Event Date
Training set released May 20, 2015
Test set released June 22, 2015
Submissions due June 24, 2015
Results announced June 26, 2015
Paper submissions due July 20, 2015

Table 3: The DSL 2015 Shared Task schedule.



Team Closed (Normal) Closed (No NEs) Open (Normal) Open (No NEs) System Description Paper
BOICEV X X - - (Bobicev, 2015)
BRUNIBP X - - - (Ács et al., 2015)
INRIA X - - - -
MAC X X - - (Malmasi and Dras, 2015b)
MMS* X X - - (Zampieri et al., 2015)
NLEL X X X X (Fabra-Boluda et al., 2015)
NRC X X X X (Goutte and Léger, 2015)
OSEVAL - - X X -
PRHLT X X - - (Franco-Salvador et al., 2015)
SUKI X X - - (Jauhiainen et al., 2015a)
Total 9 7 3 3 8

Table 4: The participating teams in the DSL 2015 Shared Task.

4 Results

In this section, we present the results of the 2nd

edition of the DSL shared task.7 Most of the par-
ticipating teams used DSLCC v2.0 only, and thus
took part in the closed submission track. Yet,
three of the teams collected additional data or used
DSLCC v1.0, and thereby participated in the open
submission.

4.1 Submitted Runs

A total of 24 teams subscribed to participate in the
shared task, 10 of them submitted official runs,
and 8 of the latter also wrote system descrip-
tion papers. These numbers represent a slight in-
crease in participation compared to the 2014 edi-
tion, which attracted 22 teams, 8 submissions, and
5 system description papers.

Table 4 gives information about the ten teams
that submitted runs, indicating the tracks they par-
ticipated in. The table also includes references to
their system description papers, when applicable.
As one of the members of the MMS team was a
shared task organizer, we have decided to mark the
team with a star; and we do so in all tables. Still,
this team did not have any unfair advantage, and
competed under the same conditions as the rest.

4.2 Closed Submission

As in 2014, most teams chose to participate in the
closed submission: 9 out of 10. All these 9 teams
submitted runs for test set A, and their results are
shown in Table 5. We can see that the best result
was 95.54% accuracy, achieved by the MAC team,
followed very closely by MMS and NRC, which
both achieved 95.24% accuracy.

7More detailed evaluation results can be found at
https://github.com/Simdiva/DSL-Task/
blob/master/DSL2015-results.md

Rank Team Accuracy
1 MAC 95.54

2-3 MMS* 95.24
2-3 NRC 95.24
4 SUKI 94.67
5 BOBICEV 94.14
6 BRUNIBP 93.66
7 PRHLT 92.74
8 INRIA 83.91
9 NLEL 64.04

Table 5: Closed submission results for test set A.

Seven of the nine teams who took part in the
open submission submitted runs for test set B; the
results are shown in Table 6. We can see a drop
in accuracy, which is to be expected. Once again,
the MAC team performed best with 94.01% ac-
curacy, followed by SUKI and NRC with 93.02%
and 93.01%, respectively.

Rank Team Accuracy
1 MAC 94.01
2 SUKI 93.02
3 NRC 93.01
4 MMS* 92.78
5 BOBICEV 92.22
6 PRHLT 90.80
7 NLEL 62.78

Table 6: Closed submission results for test set B.

4.3 Open Submission

Three teams participated in the open submission
track: NRC, NLEL, and OSEVAL. Their results
are shown in Table 7. Unlike DSL 2014 (see Ta-
ble 1), two of these teams, NRC and NLEL, man-
aged to achieve better accuracy in the open sub-
mission than in the closed one on test set A.8

8OSEVAL did not participate in the closed submission.



Rank Team Accuracy
1 NRC 95.65
2 NLEL 91.84
3 OSEVAL 76.17

Table 7: Open submission results for test set A.

This could be related to the availability of
DSLCC v1.0 as an obvious additional resource.
The NRC system description paper indeed con-
firms that they used DSLCC v1.0 (Goutte and
Léger, 2015), and points out that this yielded 10%
error reduction and 0.4% absolute boost in accu-
racy. In contrast, teams that submitted open sub-
missions to the 2014 edition did not have access to
such a well-matching additional resource.

The open submission results for test set B are
shown in Table 8: we can see once again improved
performance for NLEL and NRC.9

Rank Team Accuracy
1 NRC 93.41
2 NLEL 89.56
3 OSEVAL 75.30

Table 8: Open submission results for test set B.

4.4 Results per Language

Not all language pairs and groups of languages
are equally difficult to distinguish from the rest.
We wanted to have a closer look at this, and thus
we plotted for each language the mean accuracy
across all submissions and the interquartal range,
excluding outliers: accuracy results for test sets A
and B in the closed submission track are shown in
Figures 1 and 2, respectively.

We can see that, on test set A, systems per-
formed very well when discriminating between
the languages in the following pairs: Bulgarian–
Macedonian, Czech–Slovak, and Indonesian–
Malay. On test set B, distinguishing between In-
donesian and Malay was difficult, maybe because
there were many country-specific named entities
in Indonesian and Malay texts, which were help-
ing to discriminate between them on test set A.
Overall, the most challenging groups are Bosnian–
Croatian–Serbian, as well as the Spanish and the
Portuguese varieties, which corroborates the find-
ings of the first edition of the DSL shared task.

9Note, however, that NLEL reported having a bug, which
is an alternative explanation for the low performance of their
closed submission runs.

5 Approaches

The participants used a variety of classifiers and
features, which, in our opinion, confirms the DSL
shared task as a very fruitful scientific endeavor
for both organizers and participants.

The best system in the closed submission was
that of the MAC team (Malmasi and Dras, 2015b).
They used an ensemble of SVM classifiers, and
features such as character n-grams (n=1,2,...,6)
and word unigrams and bigrams.

The NRC team (Goutte and Léger, 2015) in-
cluded members of the NRC-CNRC team, which
won the DSL closed submission track in 2014.
Both in 2014 and now, they used two-stage clas-
sification, which first predicts the language group,
and then chooses between languages or varieties
within this group. The team achieved very strong
results this year, ranking second in the closed sub-
mission on test set A, third on test set B, and first
in the open submission on both test sets A and
B. Two other participants used two-stage classi-
fication: NLEL (Fabra-Boluda et al., 2015) and
BRUniBP (Ács et al., 2015).

The MMS team experimented with three ap-
proaches (Zampieri et al., 2015), and their best run
combined TF.IDF weighting and an SVM classi-
fier, which was previously successfully applied to
native language identification (Gebre et al., 2013).

The SUKI team (Jauhiainen et al., 2015a) used
token-based backoff, which was previously ap-
plied to general-purpose language identification
(Jauhiainen et al., 2015b).

The BOBICEV team applied prediction by par-
tial matching, which had not been used for this
task before (Bobicev, 2015).

Finally, the PRHLT team (Franco-Salvador et
al., 2015) used word and sentence vectors, which
is to our knowledge the first attempt to apply them
to discriminating between similar languages.

6 Conclusion

The second edition of the DSL shared task, with
its focus on similar languages, continues to fill an
important gap in language identification research.
It allows researchers to experiment with different
algorithms and methods and to evaluate their sys-
tems for discriminating between related languages
and language varieties. Compared to the first edi-
tion, this year we observed an increase in team par-
ticipation, which shows the continuous interest of
the research community in this task.
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Figure 1: Accuracy per language: closed submission, test set A.
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Figure 2: Accuracy per language: closed submission, test set B.

In total, 24 teams registered to participate, and
10 made submissions. The best-performing sys-
tem in the closed submission track was that of
MAC (Malmasi and Dras, 2015b), and it achieved
95.54% accuracy on test set A and 94.01% on test
set B, using an ensemble of SVM classifiers. The
winner in the open submission track NRC (Goutte
and Léger, 2015) achieved 95.65% accuracy on
test set A, and 93.41% on test set B, using two-
stage classification.

Unlike the 2014 edition, in 2015 we had the
Others category with languages not seen on train-
ing. Moreover, we had a second test set, where
named entities were replaced by placeholders.

Comparing the results for the two test sets,
(i) the original vs. (ii) the one with placeholders,
has shown that the accuracy on the latter dropped
by about 2% absolute for all teams. However, the
impact of substituting named entities was not as
great as we had imagined, especially for language
groups for which the accuracy was already close
or equal to 100% (except for Indonesian–Malay).
This suggests that closely-related languages and
language varieties have distinctive properties that
classifiers are able to recognize and learn.

For a possible third edition of the DSL Shared
Task, we would like to explore the possibility to
include dialects in the dataset. The case of Ara-
bic is particularly interesting, and has already at-
tracted research attention (Sadat et al., 2014). Un-
fortunately, Arabic dialects do not have official
status and thus are not common in journalistic
texts; thus, we would need to compile a hetero-
geneous dataset including other genres as well.

Another interesting aspect, which we did not
study explictly in the first two editions of the DSL
Shared Task (even though the instances in v1.0 and
v2.0 of DSLCC did have different length distribu-
tions), but which we would like to explore in the
future, is the influence of text length on the clas-
sification performance. See (Malmasi et al., 2015)
for a relevant discussion.
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