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Abstract

We present the pilot edition of the 
GermEval Shared Task on the Identifica-
tion of Offensive Language. This shared 
task deals with the classification of German 
tweets from Twitter. It comprises two tasks, 
a coarse-grained binary classification task 
and a fine-grained multi-class classification 
task.

The shared task had 20 participants submit-
ting 51 runs for the coarse-grained task and 
25 runs for the fine-grained task. Since this 
is a pilot task, we describe the process of ex-
tracting the raw-data for the data collection 
and the annotation schema. We evaluate 
the results of the systems submitted to the 
shared task. The shared task homepage can 
be found at https://projects.cai. 
fbi.h-da.de/iggsa/

1 Introduction

Offensive Language is commonly defined as hurt-
ful, derogatory or obscene comments made by one 
person to another person. This type of language 
can be increasingly found on the web. As a conse-
quence, many operators of social media websites 
no longer manage to manually monitor user posts. 
Therefore, there is a pressing demand for methods 
to automatically identify suspicious posts.

The GermEval Shared Task on the Identification 
of Offensive Language is intended to initiate and 
foster research on the identification of offensive 
content in German language microposts. Offensive 
comments are to be detected from a set of German 
tweets. We focus on Twitter since tweets can be 
regarded as a prototypical type of micropost.

The shared task was endorsed by two of the spe-
cial interest groups of the German Society for Com-
putational Linguistics and Language Technology 
(GSCL): the Interest Group on German Sentiment

Analysis (IGGSA) as well as the Interest Group on 
Social Media Analysis.

This paper will give a short overview on related 
work in §2. We will then describe the task in §3 
and the data in §4. 20 teams participated in the 
shared task. We describe the participants and their 
approaches in §5 and give an overview of the results 
in §6.

For a detailed summary of related work on the de-
tection of abusive language, we refer the reader to 
Schmidt and Wiegand (2017). In the following, we 
will briefly comment on related shared tasks and 
datasets in German language. We will also pro-
vide some information on the GermEval evaluation 
campaign.

• Kaggle’s Toxic Comment Classification Chal- 
lenge1 is a shared task in which comments
from the English Wikipedia are to be classi-
fied. There are 6 different categories of toxity
to be identified (i.e. toxic, severe toxic, ob-
scene, insult, identity hate and threat). These
categories are not mutually exclusive.

• The shared task on aggression identification2 
includes both English and Hindi Facebook
comments. Participants have to detect abusive
comments and to distinguish between overtly
aggressive comments and covertly aggressive
comments.

• The shared task on Automatic Misogyny Iden-
tification (AMI)3 is jointly run by IberEval4

1https://www.kaggle.com/c/ 
jigsaw-toxic-comment-classification-challenge

2https://sites.google.com/view/trac1/ 
shared-task

3https://amievalita2018.wordpress.com 
https://amiibereval2018.wordpress.com

4https://sites.google.com/view/ 
ibereval-2018

2 Related Work
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and EVALITA5. It exclusively focuses on the 
detection of misogynist tweets on Twitter. 
There are two subtasks. Task A addresses 
the identification of misogynist tweets, while 
Task B focuses on the categorization of misog-
ynist tweets (i.e. Discredit, Derailing, Dom-
inance, Sexual Harassment & Threats o f Vi-
olence, Stereotype & Objectification, Active 
and Passive). Both IberEval and EVALITA 
include a task on English tweets. IberEval 
also includes a task on Spanish tweets while 
EVALITA also includes a subtask on Italian 
tweets.

We are not aware of any shared task on the de-
tection abusive language that includes German lan-
guage data. With regard to publicly-available Ger-
man datasets for this task, we only know of Ross 
et al. (2016) who present a dataset of about 500 
tweets which has been annotated regarding hate 
speech. The authors employed a binary catego-
rization scheme. While the dataset from Ross et 
al. (2016) may be too small for some data-hungry 
learning-based approaches, we hope that the Ger-
man dataset we introduce in this shared task is 
sufficiently large (i.e. more than 8,000 tweets) even 
for those approaches.

GermEval is a series of shared task evaluation 
campaigns that focus on Natural Language Pro-
cessing for the German language. So far, there 
have been three iterations of GermEval, each with 
a different type of task: named entity recognition 
(Benikova et al., 2014), lexical substitution (Tris-
tan Miller et al., 2015) and aspect-based sentiment 
analysis in social media customer feedback (Wo- 
jatzki et al., 2017). GermEval shared tasks have 
been run informally by self-organized groups of 
interested researchers.

3 Task Description

Participants were allowed to participate in one or 
both tasks and submit at most three runs per task.

3.1 Task 1: Coarse-grained Binary 
Classification

Task 1 was to decide whether a tweet includes some 
form of offensive language or not. The tweets had 
to be classified into the two classes OFFENSE and 
OTHER. The OFFENSE category covered abusive 
language, insults, as well as merely profane state-
ments.

5http://www.evalita.it/2018

3.2 Task 2: Fine-grained 4-way Classification

The second task involved four categories, a non-
offensive OTHER class and three sub-categories 
of what is OFFENSE in Task 1. In the case of 
PROFANITY, profane words are used, however, 
the tweet does not want to insult anyone. This typi-
cally concerns the usage of swearwords (Scheiße, 
Fuck etc.) and cursing (Zur Holle! Verdammt! etc.). 
This can be often found in youth language. Swear-
words and cursing may, but need not, co-occur with 
insults or abusive speech. Profane language may 
in fact be used in tweets with positive sentiment 
to express emphasis. Whenever profane words are 
not directed towards a specific person or group of 
persons and there are no separate cues of INSULT 
or ABUSE, then tweets are labeled as simple cases 
of PROFANITY.

In the case of INSULT, unlike PROFANITY, the 
tweet clearly wants to offend someone. INSULT is 
the ascription of negatively evaluated qualities or 
deficiencies or the labeling of persons as unworthy 
(in some sense) or unvalued. Insults convey dis-
respect and contempt. Whether an utterance is an 
insult usually depends on the community in which 
it is made, on the social context (ongoing activity 
etc.) in which it is made, and on the linguistic 
means that are used (which have to be found to be 
conventional means whose assessment as insulting 
are intersubjectively reasonably stable).

And finally, in the case of ABUSE, the tweet 
does not just insult a person but represents the 
stronger form of abusive language. By abuse we 
define a special type of degradation. This type of 
degrading consists in ascribing a social identity to 
a person that is judged negatively by a (perceived) 
majority of society. The identity in question is seen 
as a shameful, unworthy, morally objectionable or 
marginal identity. In contrast to insults, instances 
of abusive language require that the target of judg-
ment is seen as a representative of a group and it 
is ascribed negative qualities that are taken to be 
universal, omnipresent and unchangeable charac-
teristics of the group. (This part of the definition 
largely co-incides with what is referred to as abu-
sive speech in other research.) Aside from the cases 
where people are degraded based on their member-
ship in some group, we also classify it as abusive 
language when dehumanization is employed even 
just towards an individual (i.e. describing a person 
as scum or vermin etc.).

2
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3.3 Evaluation Metrics

We evaluate the classification performance by the 
common evaluation measures precision, recall, and 
Fl-score. These measures are computed for each 
of the individual classes in the two tasks. For each 
task, we also compute the macro-average precision, 
recall and F1-score. We also compute accuracy. We 
rank systems by their macro-average scores. We do 
not use accuracy since in both tasks the class dis-
tribution is fairly imbalanced. Accuracy typically 
rewards correct classification of the majority class.

An evaluation tool computing all of the above 
evaluation measures on the two tasks of the shared 
task was provided by the organizers prior to the 
release of the training data. It is publicly available 
and can be downloaded via the webpage of the 
shared task.

4 Data Set

As a source for our data collection, we chose Twit-
ter. Thus we are able to make our collection pub-
licly available. Unlike existing corpora, Twitter 
also contains a much higher proportion of offen-
sive language (Wiegand et al., 2018).

4.1 Data Collection

Much care was taken in sampling the tweets for 
our gold standard. Although a natural sample of 
tweets would represent the most unbiased form of 
data, we decided against it. A sample of a few 
thousand tweets would have resulted in just too few 
occurrences of offensive language as the propor-
tion of offensive tweets is known to be generally 
low (Schmidt and Wiegand, 2017). We also de-
cided against sampling by specific query terms (as 
Waseem and Hovy (2016) suggest) since our ini-
tial experiments showed that using offensive query 
terms, such as Idiot or Schmarotzer, greatly re-
duced the variety of offensive terms occurring in 
the retrieved tweets.6

Instead, we sampled tweets from the timeline of 
various users. In total, we considered about 100 
different users. We started by heuristically identi-
fying users that regularly post offensive tweets. By 
sampling from their timeline, we obtained offen-
sive tweets that exhibited a more varied vocabulary 
than we would have obtained by sampling by pre-
defined query terms. It also enabled us to extract

6Our observation was that the overwhelming proportion 
of retrieved tweets would contain just the query words as 
offensive terms.

a substantial amount of non-offensive tweets since 
only very few users exclusively post offensive con-
tent.

Although this extraction process prevents the 
dataset from becoming biased towards specific top-
ics trending at the point in time when the extrac-
tion is run (a problem one typically faces when 
extracting data from the Twitter-stream), we still 
found certain topics dominating our extracted data. 
Most of the extracted offensive tweets concerned 
the situation of migrants or the German govern-
ment. The tweets not considered offensive, how-
ever, often addressed different topics. For example, 
the politician names Maas and Merkel and the com-
mon noun Flüchtlinge ‘refugees’ were almost ex-
clusively observed in offensive tweets. Since these 
high-frequency words undoubtedly do not repre-
sent offensive terms, we decided to debias our data 
collection by sampling further arbitrary tweets con-
taining these terms. We specifically sought tweets 
from across the entire political spectrum. We also 
deliberately included tweets from users that regu-
larly post highly-critical tweets with respect to the 
above topics. Otherwise, our data collection would 
allow classifiers to score well that simply infer of-
fensive content by observing a negative polarity co-
occurring with particular topics (e.g. Maas, Merkel 
or Flüchtlinge).

When sampling tweets from Twitter, we also 
imposed certain formal restrictions on the tweets 
to be extracted. They are as follows:

(1) Each tweet had to be written in German.

(2) Each tweet had to contain at least five ordinary 
alphabetic tokens.

(3) No tweet was allowed to contain any URLs.

(4) No tweet was allowed to be a retweet.

All of these restrictions are mainly designed to 
speed up the annotation process (cf. §4.2) by re-
moving tweets that are not relevant to the gold 
standard. (2) was included to remove tweets that 
just function as an advertisement or spam. We 
wanted to exclude URLs (3) since our data collec-
tion should be self-contained to the degree possi- 
ble.7 We avoid retweets since they represent a form 
of reported content where it is often difficult to de-
cide whether the views expressed in the reported 
content are shared by the user retweeting or not.

7The offensive nature of tweets with an URL often only 
becomes visible by taking into account their linked content.
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In splitting our data collection into training and 
test set, we made sure that any given user’s com-
plete set of tweets was assigned to either the train-
ing set or the test set. In this way, we wanted to 
avoid that classifiers could benefit from learning 
user-specific information. For example, if a user, 
who very often posts offensive tweets has a very 
idiosyncratic writing style and his/her tweets were 
distributed across training and test set, then a classi-
fier could exploit the knowledge about the writing 
style in order to infer offensive language. Such a 
classifier would not really have learned to detect 
offensive language but a very specific writing style 
which, beyond that given dataset, would not be of 
any use for detecting offensive language.

The data collection was also divided up in such a 
manner that the training and test sets have a similar 
class distribution. This is one of the major pre-
requisites for supervised learning approaches to 
work effectively.

4.2 Annotation

Each tweet of the resulting data collection with an 
overall size of 8541 tweets was manually annotated 
by one of the three organizers of the shared task. 
All annotators are native speakers of German.

In order to measure inter-annotation agreement, 
a sample of 300 tweets were annotated by the three 
annotators in parallel. We removed all tweets that 
were marked as HUNH or EXEMPT at least by one 
annotator. HUNH was used for incomprehensible 
utterances. We do not require that a sentence is 
perfectly grammatically well-formed and correctly 
spelled to be included in our data. However, if a 
sentence is so erroneous that the annotator does 
not understand its content, then this sentence was 
labeled as HUNH and removed. This label also 
applies if the sentence is formally correct but the 
annotator still does not understand what is meant 
by this utterance. Tweets that are EXEMPT from 
the subtyping annotation involve tweets which only 
contain abuse or insults that represent the view of 
somebody other than the tweeter, utterances which 
depend on non-textual information, utterances that 
are just a series of hashtags and/or usernames, even 
if they indicate abusive speech (e.g. #crimigrants 
or #rapefugees), or utterances that are incomplete.

On the remaining 240 tweets, an agreement of 
k  = 0.66 was measured. It can be considered sub-
stantial (Landis and Koch, 1977). All remaining 
tweets of the gold standard were only annotated by

one of the three annotators.
Table 1 displays the class distribution among the 

training and the test set. It comes as no surprise that 
non-offensive tweets represent the majority class. 
The most frequent subtype of offensive language 
are cases of abuse followed by (common) insults. 
By far the smallest category are profane tweets.

4.3 Data Format
Our data is distributed in the form of tab-separated 
value files. An example row representing one tweet 
is shown in Table 2. As the task is focused only 
on the linguistic aspect of offensive language, each 
tweet is represented only by its text in column 1. 
Meta-data contained in Twitter’s json files was not 
used. The text column is followed by the coarse-
grained label in column 2 and the fine-grained label 
in column 3. Note that we applied no preprocessing 
to the tweet text with one exception: as shown in 
Table 2, line breaks were replaced with the special 
5-character string |L B R | so that each tweet could 
be stored on one line.

5 Participants and Approaches

Overall, we had 20 teams participating in the shared 
task. All teams participated in Task 1 and 11 of 
them took part in Task 2.

Across both tasks, the teams made use of a vari-
ety of approaches. Below, we identify some major 
trends and commonalities between the teams. For 
a detailed description of the systems, we refer read-
ers to the dedicated system description papers.

5.1 Preprocessing

Tokenization 9 teams mention tokenization as a 
preprocessing step in their papers. Most used tok- 
enizers adapted to social media: 3 teams used the 
TweetTokenizer in nltk (Bird et al., 2009), one team 
used the SoMaJo social media tokenizer (Proisl and 
Uhrig, 2016), one team used twokenize (Owoputi 
et al., 2013) and one team developed an extension 
of the tokenizer of Baziotis et al. (2017). Of the 
others, one team used the tokenizer in spaCy8, one 
team split based mostly on punctuation and the last 
team did not give any details about its tokenizer.

POS-Tagging 6 teams used POS-Tagging. In 
most cases, the POS-tags were not produced by a 
stand-alone tagger but derived from a more com-
plex software tool such as spaCy, the TextBlob9

8https://spacy.io/
9https://github.com/sloria/TextBlob
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training set test set
categories freq % freq %
coarse-grained OFFENSE 1688 33.7 1202 34.0

OTHER 3321 66.3 2330 66.0
fine-grained ABUSE 1022 20.4 773 21.9

INSULT 595 11.9 381 10.8
PROFANITY 71 1.4 48 1.4
OTHER 3321 66.3 2330 66.0

total 5009 100.0 3532 100.0

Table 1: Class distribution on training and test set.

@Ralf_Stegner Oman Ralle..dich mag ja immer noch keiner. 
Du willst das die Hetze gegen dich aufhort? |LBR| Geh in 
Rente und verzichte auf die 1/2deiner Pension

OFFENSE INSULT

Table 2: Data format

package or the ParZu dependency parser (Sennrich 
et al., 2013).

Lemmatization and stemming 5 systems used 
lemmatization. Three teams used spaCy, and one 
team each used the TreeTagger (Schmid, 1995) and 
ParZu. 2 teams used stemming.

Parsing Only two teams used parsing, one the 
ParZu parser (Sennrich et al., 2013) and the other 
the mate-tools parser (Bjorkelund et al., 2010).

5.2 Lexical Resources

While 8 teams used no task-specific lexicon, 8 other 
teams used one or more publicly available lexicons, 
and 7 teams created a new lexicon.10 9 teams used 
polarity lexicons, chief among them PolArt (Klen- 
ner et al., 2009), PolarityClues (Waltinger, 2010) 
and SentiWS (Remus et al., 2010), and 8 teams 
used dictionaries containing swearwords, slurs or 
offensive words. Several teams expanded avail-
able polarity of swearword lexicons. One team 
translated and post-edited the English dictionary of 
abusive terms provided by Wiegand et al. (2018).

5.3 Word Vectors

15 teams used pre-trained word embeddings in their 
systems. The most commonly used vectors were 
those provided by spinningbytes (word2vec, fast-
text) on the one hand and those provided by the 
organizers (word2vec) on the other hand. Some

10The publicly available lexicons used were often ones that 
the shared task organizers had pointed out on the shared task’s 
web pages.

teams trained on tweet collections of their own. 
Two teams pursuing a cross-lingual or translation 
approach used multi-lingual word embeddings, the 
aligned languages being German and English in 
both cases. One team used embeddings only for 
the purpose of lexicon expansion but not as a fea-
ture fed to their classifier.

5.4 Classifiers

The classifiers used involve a fairly broad variety 
of familiar non-neural types as well as (variations 
on) recent neural network-type classifiers. Among 
the non-neural types, SVMs were the most com-
mon type. 12 teams used a flavor of SVM, either 
as a baseline or their main system. Logistic regres-
sion was used by 7 teams, in two cases as a meta-
classifier. Decision Trees were used by 2 teams 
and 1 team used a Naive Bayes classifier. Among 
the neural network classifiers common recent ar-
chitectures are found: CNN (10 teams), LSTM 
and variants (11 teams), GRU (6 teams), as well as 
combinations of these.

6 Submissions and Results

The full set of results for both tasks is available at 
the shared task website.

A high-level summary of the results is given 
in Table 3, which provides summary statistics on 
the macro-average F1 score that was used as the 
official ranking criterion in the shared task. As the 
table shows, the scores achieved span a substantial 
range: more than 25% points in the case of the 
coarse task and more than 20% points in the case

5



of the fine-grained task.

6.1 Coarse-grained Classification

We received 51 different runs from 20 teams for 
the binary classification into OFFENSE vs OTHER. 
For lack of space, we only show the best 15 runs 
in Table 4. As a baseline, we also included the 
performance of majority-class classifier always pre-
dicting the majority class OTHER.

6.2 Fine-grained Classification

We received 25 different runs from 10 teams for the 
fine-grained task that distinguishes three sub-types 
of offensive language from OTHER. We report the 
best 10 submissions in Table 5. As a baseline, 
again, we included the performance of majority- 
class classifier always predicting the majority class 
OTHER.

6.3 General Conclusions Drawn from the 
Evaluation

6.3.1 System Design
Given the diversity of approaches and the large 
number of participating groups in this shared task, 
it is difficult to draw general conclusions about the 
effectiveness about specific types of features.

With regard to the choice of classifiers, there is 
a competition between traditional feature-based su-
pervised learning (typically represented by SVMs) 
and the more recent deep learning methods. Un-
doubtedly, most top performing systems in both 
shared tasks employed deep learning (e.g. spM-
MMP, uhhLT, SaarOffDe, InriaFBK), yet the top 
performing system in Task 1 and the second-best 
performing system in Task 2 (i.e. TUWienKBS) ex-
clusively employed traditional supervised learning. 
This team even explicitly states in its participation 
paper that the usage of deep learning did not im-
prove their results. This makes us wonder whether 
the frequent occurrence of such methods in top 
performing systems is just a result of the current 
popularity of deep learning algorithms and whether 
traditional engineering is not similarly effective (at 
least for the classification task in GermEval 2018). 
We also note that there was quite a bit of varia-
tion among the specific deep learning approaches 
used. It was not necessarily the most complex 
approach that produced the best results. For exam-
ple, SaarOffDe with its straightforward approach 
of using RNNs and CNNs produced top scores. 
The scores of systems employing complex transfer-

learning (e.g. spMMMP, InriaFBK or uhhLT) are 
not necessarily better.

Although overall it may not always be a crucial 
aspect of system design, the usage of ensemble 
classification seems to very often improve classifi-
cation approaches (e.g. Potsdam, RuG, SaarOffDe, 
TUWienKBS, UdSW).

With regard to traditional feature engineering, 
the features found effective very much reflect the 
insights of recent research on English data, partic- 
ulary the extensive study presented in Nobata et 
al. (2016). Several submissions include a combi-
nation of word embeddings, character n-grams and 
some form of (task-specific) lexicon. Both HaUA 
and UdSW report that high performance scores can 
already be achieved with a classifier solely rely-
ing on a lexicon. Yet both groups show that such 
classifiers can be outperformed by classifiers using 
additional (typically more generic) features, e.g. 
character n-grams.

The usage of datasets from other languages (typ-
ically English) to augment the training data pro-
vided by GermEval may be a very popular idea 
(e.g. InriaFBK, hpiTM, UdSW, spMMMP), how-
ever, the results of this shared task do not support 
systematic effectiveness.11 There are two issues 
that may stand in the way. Firstly, the definition 
of abusive language varies throughout the different 
datasets. Secondly, the predominant type of abuse 
may be different: Not every English dataset on abu-
sive language detection similarly has so many abu-
sive comments towards migrants as the GermEval 
dataset.

6.3.2 Task and Data
Overall, we can conclude that the task of iden-
tifying offensive language on German tweets is 
doable. However, with the highest F-scores up to 
76% F1-score on Task 1 and 52% on Task 2, the 
task is clearly far from solved. If we consider the 
large span of different F1-scores within the same 
task (i.e. 27% points on Task 1 and 20% points on 
Task 2), we also have to acknowledge that building 
classifiers that achieve top scores is not a trivial 
undertaking.

The overall performance scores achieved on Task 
2 are considerably lower than on Task 1. This does 
not come as a surprise as Task 2 is considerably 
more difficult, having 4 instead of 2 classes. More-

11UdSW reports that no matter how crosslingual informa-
tion is added to a classifier, the performance compared to a 
monolingual classifier drops.
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task # teams # runs min max median mean sd
coarse 20 51 49.03 76.77 69.15 66.35 8.45
fine 11 25 32.07 52.71 38.76 39.71 5.00

Table 3: Summary statistics for overall macro-F1 scores in the two tasks

over, for some classes, particularly PROFANITY 
there are simply too few instances in the dataset 
(Table 1).

On several comparable English datasets, much 
higher classification scores have been reported 
(Agrawal and Awekar, 2018; Badjatiya et al., 2017). 
Again, there may be several reasons for that. Ger-
man is undoubtedly more difficult than English. 
Due to its higher degree of inflection and com-
pounding, the issue of data sparseness is more 
prominent. Additionally, we took great efforts in re-
moving biases from the dataset allowing classifiers 
to overfit (§4.1). For example, we found that if we 
were to eliminate the constraint that tweets in train-
ing and test data have to originate from different 
users, performance of supervised classifiers would 
increase by approximately 7% points in F1-score.

Although a proper error analysis is beyond the 
scope of this overview paper, we inspected the 
output of the best performing systems and found 
that while offensive utterances that contain predic-
tive keywords, also referred to as explicit offense 
(Waseem et al., 2017), are mostly detected, offen-
sive utterances that lack such keywords, also re-
ferred to as implicit offense (Waseem et al., 2017), 
are mostly missed. Examples (5)-(9) display some 
of the latter tweets. Clearly, many of these cases 
require world knowledge and thus remain out of 
reach for systems that solely employ text classifica-
tion.

(5) Ich verstehe immer weniger, warum die 
Polen, Tschechen und Ungarn unsere vor-
bildliche Migrationspolitik nicht mitmachen 
wollen. Ist es denen nicht langweilig mit 
Weihnachtsmärkten so ganz ohne Barrieren, 
Polizisten und Nagelbomben?

(6) Sei mal ehrlich, wie sollen man Frauen noch 
ernst nehmen?

(7) Zion wird sein Ntirnberg jetzt erleben!

(8) Wenn wir Gluck haben, wird China die Welt 
beherrschen. Wenn wir Pech haben, der Islam.

(9) Da zeigt sich leider mal wieder dass uns der 
Fall der Mauer nicht nur viel Gutes gebracht

hat sonder eben auch @RenateKuenast. #fall- 
dermauer

A final aspect of the task design and evaluation 
that leads to significantly lower scores on the fine-
grained task is the combination of macro-F1-based 
scoring and the inclusion of a very low-frequency 
class among the labels, namely PROFANITY. Per-
formance on that class was low even for the overall 
best teams (cf. Table 5), dragging down the macro- 
F1 score. By comparison, the accuracy for the 
fine-grained task is only about 6% lower than for 
the coarse-grained task.

7 Conclusion

In this paper, we described the pilot edition of the 
GermEval Shared on the Identification of Offen-
sive Language. The shared task comprises two 
tasks, a coarse-grained binary classification task 
and a fine-grained multi-class classification task. 
20 groups submitted to the former task while 10 
groups submitted to the latter task.

Our results show that both tasks are doable 
but difficult and far from solved. In terms of 
features and classifiers, there is no clear winner. 
While many deep-learning approaches produce 
good scores, traditional supervised classifiers may 
produce similar scores. Word embeddings, char-
acter n-grams and lexicons of offensive words are 
popular features, but a robust system does not nec-
essarily have to include all three components. En-
semble methods mostly help. The effectiveness 
of crosslingual methods is debatable. Implicitly 
offensive language seems particularly difficult.

Though much care was taken in creating the an-
notated data of the shared task, it is not clear in 
how far the top performing systems in our shared 
task overfit to the dataset we created. Therefore, an 
obvious extension to this task that could shed more 
light onto the question of generalization would con-
sist of including data from additional domains.

We introduced a new dataset of 8,000 annotated 
tweets as part of this shared task. All this data 
has been made publicly available to the research 
community via the shared task website.
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