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Abstract—Wireless Mesh Networks (WMNs) introduce a new 

paradigm of wireless broadband Internet access by providing 

high data rate service, scalability, and self-healing abilities at 

reduced cost. Obtaining high throughput for multi-cast 

applications (e.g. video streaming broadcast) in WMNs is 

challenging due to the interference and the change of channel 

quality. To overcome this issue, cross-layer has been proposed 

to improve the performance of WMNs. Network coding is a 

powerful coding technique that has been proven to be the very 

effective in achieving the maximum multi-cast throughput. In 

addition to achieving the multi-cast throughput, network coding 

offers other benefits such as load balancing and saves 

bandwidth consumption. This paper presents a review the 

fundamental concept types of medium access control (MAC) 

layer, routing protocols, cross-layer and network coding for 

wireless mesh networks. Finally, a list of directions for further 

research is considered.  
 

Index Terms—Wireless mesh networks, multi-cast multi- radio 

multi- channel, medium access control, routing protocols, 

channel assignment, cross layer, network coding. 
 

I. INTRODUCTION 

Nowadays, wireless mesh networks (WMNs) are 

actively investigating with related applications and 

services. There are several new applications of WMNs 

such as digital home, broadband Internet access, building 

automation, health and medical systems, emergency and 

disaster networking, etc. Also, there are many 

applications of WMNs by using a multi-cast transmission, 

for instance, the distribution of financial data, distance 

education, audio/video conferencing, and IP TV. The 

major components of a wireless mesh network include 

wireless mesh routers, wireless mesh clients, such as; 

(PCs, laptops, PDAs, and cell phones), and access points 

(AP) or gateways that act like both as Internet routers and 

wireless mesh routers. The mesh routers in WMNs 

provide multi-hop connectivity from one host to another, 

or to the Internet via the access points.  Wireless mesh 

routers can be access points of wireless local area 

network (WLAN), source nodes of wireless sensor 

network, or base stations (BS) of cellular network [1]. Fig. 

1 shows one example for WMNs infrastructure. Mesh 

router is generally much more powerful than client in 

terms of computation and communication capabilities, 
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and have a continuous power supply. They normally stay 

in static and supply connections and services to mesh 

clients. 

 

Figure 1. Wireless mesh networks infrastructure 

The routers automatically establish and maintain mesh 

connectivity among themselves, making WMNs 

dynamically self-organized and self-configured networks. 

These features bring many benefits to WMNs such as low 

installation cost, large-scale deployment, reliability, and 

self-management [2], [3]. Although there are many 

existing documented works on WMNs, there are some 

challenges needed to be resolved for all protocol layers. 

In MAC layer, the challenges are effective channel 

allocation, efficient spectrum utilization among multiple 

radios, scheduling of flows for maximum resource 

utilization, seamless mobility between heterogeneous 

WMNs, provisioning of multiple QoS metrics, etc. 

WMNs also need the development of MAC protocols in a 

multi-radio multi-channel architecture that satisfied QoS 

metrics requirements such as end-to-end delay, packet 

loss ratios, link quality, interference, bandwidth and delay 

jitter. 
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The various research challenges of routing protocol for 

WMNs are mentioned as follows: propose modern 

routing metrics for new applications, design multi-

channel routing protocols that is scalable, efficient, 

reliability that satisfied QoS metrics. Furthermore, many 

applications need multi-casting capability. For example, 

in a community or citywide network, video distribution is 

a common application [1]-[3]. To date; much research 

work has been done in multi-casting over wired, but little 

research has been carried out in multi-casting WMNs for 

example; load balancing algorithm and multi-path routing, 

security (authentication and privacy reliability), finally, 

determine and select the location of the additional mesh 

gateways that maximizes the network capacity. 

The first paper presented a survey of WMNs is for 

Akyildiz et al. in 2005 [2]. The authors have been 

presented a detailed investigation of the current state of 

protocols and algorithms for WMNs. Also they have 

discussed the open research issues and a research 

challenges in all protocol layers of WMNs. Then, 

Akyildiz et al extended their work in [2] and provide a 

more detailed study on recent advances and open research 

issues in WMNs [3]. Such as, system architectures, 

applications, and critical factors influencing protocol 

design of WMNs. On the other hand, they present 

theoretical network capacity, protocols and open research 

issues for WMNs are. In addition, industrial practice, 

testbeds, and current standard activities related to WMNs 

are highlighted. Khan et al. [4] gives a basic overview of 

WMNs and details of IEEE 802.11s while focusing more 

on the hybrid wireless mesh protocol (HWMP). Mojtaba 

et al. [5] provide a technical overview of concept; 

technology and architecture of WMNs. Zou et al. present 

the state of the art in security for WMNs. Also, various 

possible threats to security and representative solutions to 

these threats in WMNs are introduced and analyzed. In 

addition, the challenges in the security for WMNs are 

discussed [6].  

This paper presents a review of topics that related to 

wireless mesh networks such as the current state of MAC 

layer, routing protocols, cross-layer and network coding 

in multi-cast multi-radio multi-channel. In spite of all 

open research problems, we believe that WMNs will be 

one of the most promising technologies for next-

generation wireless networks.  

The rest of the paper is organized as follows. Section II 

describes the MAC protocol, and Section III provides the 

details of routing protocols. Section IV presents the cross-

layer and network coding in multi-cast multi-radio multi-

channel, and finally, we conclude the paper in Section V. 

II. MEDIUM ACCESS CONTROL (MAC) PROTOCOL 

FOR WIRELESS MESH NETWORKS 

The MAC protocol is a process of sharing single 

communication medium among multiple users with 

quality of service constraints such as throughput, packet 

loss ratio, delay, delay jitter, bit rate, and bit error rate. 

MAC protocols can be classified into two major types, 

depending on the coordination scheme, centralized MAC 

and the distributed MAC. For the first one, the 

communication process is controlled and coordinated by 

a central node (e.g., AP and BS), and all other nodes can 

communicate only under the permission of a central node. 

The distributed MAC is preferred in multi-hop wireless 

networks because the network itself is distributed in 

essence. On the other hand, if a centralized MAC is used 

for multi-hop wireless networks, it lacks enough 

efficiency owing to the need for maintaining the 

centralized control among multiple nodes. This is also 

due to the scalability problem of the MAC protocol. As a 

result, distributed MAC is extremely necessary for 

mobile ad-hoc networks (MANETs) and besides for 

WMNs. However, it is obvious that designing a 

distributed MAC is a much more challenging task than 

designing a centralized MAC [7]-[9]. 

Based on literature review, MAC protocols are 

classified into four different perspectives. The first one is 

classified according to the functionality of the protocols, 

and the problems are resolved such as collision avoidance 

that included (request to send, clear to send (RTS/CTS) 

handshake-based MAC, receiver initialized MAC, 

dual/multiple-channel-based MAC), energy conservation, 

interference resistance and rate adaptation [1]. The 

second classification depends on the session initiator. 

There are sources (sender) initialized, and destination 

(receiver) initialized MAC. The third classification 

depends on channel division. They are classified into a 

single channel and dual or multiple channels MAC. The 

fourth way of classification is single-radio and multiple-

radio. Other researcher's mix between the third and the 

fourth classifications, as single-channel single-radio 

MAC protocols, multi-channel single-radio MAC 

protocols, and multi-channel multi-radio MAC protocols. 

In this paper, we focus on the last classification as shown 

in Fig. 2.   

 

Figure 2. Classification of MAC protocol for WMNs 

A. Single-Channel Single-Radio MAC Protocols 

In this type of classification, many schemes have been 

proposed such as CSMA/CA improvements, TDMA over 

CSMA/CA and CDMA MAC, more details explain as 

follows:  

1) CSMA/CA improvements 

The MAC for WLANs is usually implemented based 

on carrier sense multiple accesses with collision 
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avoidance (CSMA/CA). In addition, this method can be 

used in WMNs. In order to improve the performance for 

WMNs, many schemes have been proposed to fine-tune 

parameters of CSMA/CA such as contention window size 

and modify backoff parameters. In literature [10], a 

dynamically tuned contention window has been proposed 

to improve the protocol capacity of IEEE 802.11 network. 

A distributed algorithm that enables each station to tune 

its backoff algorithm at the run-time is proposed. 

Simulation results in [10] demonstrated that this scheme 

could effectively improve throughput performance of 

CSMA/CA. Different nodes can use different backoff 

time instead of binary exponential backoff time and can 

assign different minimum and maximum contention 

windows [2]. In literature [11], the author has proposed to 

limit the number of retransmissions of a data frame by a 

source depending on the application requirements. The 

authors in [11] have studied how to tune the 802.11 MAC 

protocol according to multimedia applications’ 
requirements such as end-to-end delay and packet loss 

rate. The author has used a mathematical model technique 

to determine the optimal value of this parameter 

(expected average end-to-end delay or a maximum packet 

loss rate) for multimedia applications. However, an actual 

experimentation is needed to evaluate the performance of 

the proposal in an actual test bed network. Another 

scheme has been proposed to improve the performance of 

CSMA/CA in WMNs by improving the virtual carrier 

sense and a new carrier sensing mechanism called DVCS 

(Directional Virtual Carrier Sensing) for wireless 

communication using directional antennas is proposed in 

[12]. From the simulation results in [12], it has been 

shown that DVCS can improve network capacity by a 

factor of 3 to 4 for an Ad-hoc network with 100 nodes 

when compared to omnidirectional carrier sensing 

scheme. 

2) TDMA over CSMA/CA 
Instead of setting different parameters of CSMA/CA 

to improve the performance CSMA/CA. The authors in 

the literature [13] proposed new system architecture 

to integrate TDMA with CSMA/CA. This new MAC 

protocol consists of the following major functions. 

Instead of the hardware level retransmission in an 802.11 

MAC, a software retransmission is proposed. Based on it, 

packet reception and transmission can be limited to a 

particular time slot. As a result, crossing salt - boundaries 

are avoided. Furthermore, for a coordinate packet 

transmission in different nodes in the network distributed 

scheduling, the scheme is developed and the QoS was 

considered at the time-slot allocation of this scheduling 

scheme. On the other hand, in [14] a multichannel mode 

has been proposed to improve the performance of TDMA 

over CSMA/CA, because the complexity cost of 

developing a distributed and cooperative MAC with 

TDMA, and the compatibility of TDMA MAC with 

existing MAC protocols a few TDMA protocols have 

been proposed for WMNs. 

B. Multi-Channel Single-Radio MAC Protocols 

A single-channel MAC protocol (such as IEEE 

802.11 DCF) does not work well in a multi-channel 

environment where nodes may dynamically switch 

channels [15]. Multiple channels can be used to resolve 

the capacity limitation by interference, because the 

interference range is much larger than the communication 

range in the single channel. This causes to drop the 

network capacity as the number of hops or as the number 

of nodes increased. Multiple radios on the same node can 

be implemented as multiple NICs or one NIC on which 

multiple radios reside via system-on-chip (SoC) or radio-

on-chip (RoC) technique. 
There are three different hardware platform's 

categories to implement multi-channel MAC, multi-

channel single-transceiver, and multi-channel multi-

transceiver and multi-radio 
are several single-radio multi-

-
TDMA over CSMA/CA MAC protocol has actually been 

implemented and applied in mesh networks [14]. In 

literature [15], a multi-channel MAC (MMAC Protocol) 

was proposed for Ad-hoc wireless networks that utilize 

multiple channels dynamically to improve performance. 

The main goal of MMAC is to solve the multichannel 

hidden node problem. It solves this problem by 

synchronizing the RTS/CTS based channel negotiation 

process among all nodes. In this case, channel for 

different pairs of communicating nodes will not interfere 

with each other. The proposed protocol enables hosts to 

utilize multiple channels by switching channels 

dynamically, thus increasing network throughput, 

especially when the network is highly congested. The 

proposed protocol requires only one transceiver for each 

host, while other multi-channel, the MAC protocols 

require multiple transceivers for each host. The 

simulation results in [15] showed that the MMAC 

achieved higher throughput and lower average packet 

delay than IEEE 802.11 MAC. However, the overall 

design of MMAC is far from a practical MAC protocol 

that can be applied to WMNs. 

In addition, there are several problems that have not 

been solved in this protocol. For example in [15], the 

RTS/CTS is an optional function of DCF, whereas, it is 

assumed that RTS/CTS always work in IEEE 802.11 

DCF. A large channel switching time which most time 

may be more than 224s causes noticeable delay, and as 

such, leads to significant performance degradation of a 

multi-channel MAC protocol. Moreover, a large number 

of hops and nodes in the network also present a serious 

difficulty in achieving synchronization between the nodes. 

C. Multi-Radio MAC Protocols 

There are two advantages of multi-radio MAC 

protocols over a single-radio MAC protocol. These 

advantages are obvious as the same node can have 

simultaneous communications on different radios. The 
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first advantage is that the multi-radio MAC can achieve 

higher network capacity and throughput than a single-

radio MAC, while on the second count, the multi-radio 

MAC protocol does not need to switch channels on a 

wireless radio [3]. Several researchers have proposed 

multi-radio communications for WMNs, but most of 

them do not consider how the MAC protocol was 

designed. On the other hand, other researcher’s have 

focused on how the channels are assigned on different 

radios. One of the protocols that was proposed is a multi-

radio unification protocol (MUP) for IEEE 

802.11 Wireless Networks [17]. The main goal is to 

optimize local spectrum usage via intelligent channel 

selection in a multi-hop wireless network. This protocol 

enables scalable multi-hop wireless networks. Nodes in a 

MUP enabled multi-radio multi-hop network to achieve a 

70% increase in throughput and 50% improvement in 

delay. 
However, there are several issues remain unresolved 

such as; the channel switching mechanism is not justified; 

RTT measurement does not reflect traffic load; the 

hidden node issue is not solved. The MAC addresses of a 

neighbor may not be always detected, channel allocation 

on each NIC is not optimal, and packet rearrange is 

needed when channels are switched [3]. A channel 

assignment algorithm, TICA  (Topology-controlled 

Interference aware Channel-assignment Algorithm) to 

improve the network throughput by minimizing 

interference is proposed in [18].  
In literature [19], a new MAC algorithm which 

can increase the RTS success rate called List-Based 

Medium Access Control (LBMAC) is proposed to resolve 

the Head-of-Line (HOL) blocking problem. HOL 

blocking problem is considered as one of the major 

reasons for degradation of the performance in wireless 

mesh networks (WMNs). By using this algorithm based 

on the CSMA/CA algorithm, the backoff time reduced. 

The results show that a higher throughput and a lower 

time delay are feasible and realizable using a LBMAC 

algorithm than IEEE 802.11 MAC protocol. This is done  

by scheduling packets based on an address list and 

reducing the increase rate of backoff time. A 

joint channel/radio assignment and time scheduling 

algorithm for multiple radio (multiple channel access 

capable WMNs) was proposed in [20]. This scheme 

eliminates the interference between wireless routers and 

achieves a traffic-wise resource allocation, and as a result 

improves the overall achievable network throughput 

while accounting for data traffic requirements. The 

proposed scheme is referred to as traffic aware 

interference-free scheduling (TAIFS). It used to increase 

channel utilization and improves the network capacity. 

The TAIFS exploits the channel switching capability of 

the radio interfaces. Furthermore, it has a given set of 

active paths and active link loads. In addition to get the 

maximum capacity of the links with respect to their 

traffic loads, the TAIFS distributes the time and channel 

resources among the active links. The authors in  [20] 

focus on link scheduling and channel 

assignment algorithms rather than on routing techniques.  
A channel assignment problem for multi-channel 

multi-interface (radio) WMNs has been studied in [21], 

and the main goal is to find a fixed channel assignment 

which maximizes the number of bidirectional links that 

can be activated simultaneously, subject to interference 

constraints  [21]. Furthermore, it is to find the maximum 

network connectivity as well as the minimum network 

interference. The author presented an optimization model 

for channel assignment algorithm using multi-objective 

genetic algorithms (MOGAs) with simulations on NS2. 

In [22], the author imported the NSGA-II for channel 

allocation on, and good results were achieved in 

improving the network throughput. In literature [23], the 

proposed multi-channel MAC protocol was designed and 

modified based on literature [24] to reduce the 

interference range and also, eliminate the hidden terminal 

problems for multi hop wireless mesh networks. 
There are two types of channels in multi-radio multi-

channel wireless networks. The first one is the 

control channel for passing system control and channel 

setup messages. The second type is the data channel 

which is for data frame transmission after a connection 

has been established successfully. The control channels 

should always be on, but those for the data channels can 

be switched on when needed. The main design goal in [23] 

is to offer a platform for resolving channel assignments 

in different wireless hops in a communication network. 

It resolves the interference range issue, and hence link-

layered terminal problems. The results show that the 

proposed MAC design had a better throughput 

performance. Review of existing works demonstrated 

extensively that using multiple radios with multiple 

channels will sufficiently lead to enhanced capacity and 

improved throughput, yet with a decrease in interference 

of WMNs. However, there is a attendant problem of cost 

and power consumption at the mesh point of view. 

Consequently, the number of the mesh routers had to be 

increased in order to adequately compensate for the 

shortcomings. One possible solution to maintain a 

balance between interference, performance, and cost is to 

use a multiple channel with fewer radios such 

that switching among multiple channels is a possibility 

rather than the use of channel per radio. In literature [25], 

a channel-switching method, called the traffic-

aware switching scheme (TRASS) which is proposed for 

a mesh point with a limited number of radios. To avoid 

packet loss during channel switching, the TRASS uses 

the existing IEEE 802.11 mechanisms such as hybrid-

coordination function-controlled channel access and 

power saving method [25]. TRASS selects the next 

channel according to the radio utilization of each channel 

during its previous staying periods. The results 

demonstrated a (2, 1), i.e., two-channel single-radio, over 

(1, 1) throughput improvement of 75%. 
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III. ROUTING PROTOCOLS FOR WIRELESS 

MESH NETWORKS 

Several advantages of WMNs include flexible network 

architecture, easy deployment and configuration, self-

healing, and self-organization. For these reasons, it is a 

more flexible solution to provide wireless network access 

and for that it is becoming popular. At the same time, 

routing in WMNs is considered as an interesting research 

area. There are several challenging tasks in the WMNs 

routing, and it’s receiving considerable attention 
from researchers in recent times [26]. More importantly, 

WMNs nodes are fixed and do not need batteries to 

operate. Therefore, WMNs routing protocols must focus 

on reliability and performance improvement rather than 

mobility or energy consumption. Accordingly, this has 

led to the development and improvement of different 

routing protocols for WMNs. On the contrary, it is quite 

difficult to determine, which routing protocol performs 

best under a number of different network scenarios and 

applications, such as traffic, load balance, capacity, delay, 

and increasing node density. 
In this paper, we try to provide an overview of 

routing protocols that have been proposed in previous 

literatures. In a large network, route updates consume 

part of the available bandwidth and increase channel 

congestion. Consequently, the traditional distance vector 

and link state routing protocols do not scale in large 

mobile ad hoc networks (MANETs) [27], [28]. To 

overcome these problems which are associated with the 

link state and distance vector  protocols, a number of 

routing protocols have been proposed for MANETs. 
Ad-hoc routing protocols for WMNs are classified 

into three kinds: (1) proactive (table-driven), (2) reactive 

(on demand), and (3) hybrid [27]-[29]. Fig. 3 shows a 

summary classification of routing protocol for WMNs. In 

general, proactive routing protocols such as OLSR 

(Optimized Link State Routing) [30] and DSDV 

(Destination-Sequenced Distance Vector) [31] are more 

suitable for a stationary network. In these types of 

protocol, the routes to all destinations are determined at 

the startup, and maintained by using a periodic path 

update process. However, reactive routing protocols such 

as AODV (Ad hoc On-demand Distance Vector) [32], 

DYMO (Dynamic MANET On-demand Routing) [33], 

and DSR (Dynamic Source Routing) [34] are better for 

mobile networks with a high mobility [35]. The routes are 

determined only when they are required by the source 

using a route discovery process. In contrast, 

hybrid routing protocols, such as ZRP (Zone Routing 

Protocol) [36] and ZHLS (Zone-Based Hierarchical Link-

State) [37] combine the basic properties of the first two 

classes of protocols into one. For several applications, a 

client in WMNs is mobile, but it can vary between being 

mobile and being stationary. Therefore, use the hybrid 

routing approach with the ability to adapt client mobility 

can improve the performance and scalability of WMNs 

by partitioning a network into several different zones. 

A.  Proactive Routing Protocols (Table-Driven)  
This type of protocol operates like a traditional 

routing protocols on wired networks. This means the 

routes maintain at least one route to any destination in 

the network. Typical of these routing protocols, every 

node in a network ensures a routing table to store route 

information so that the routes are always available when 

needed. The main advantage of this category of the 

protocol is to enable the node quick access to route 

information and also, to establish a session promptly. 

However, they have serious disadvantages of increasing 

routing overhead and waste bandwidth. This is because 

each node periodically sends the routing information 

throughout the entire network, and as such, keeps the 

routing information in different tables. These tables are 

periodically updated if the network topology changes. 

 

 

Figure 3. Classification of routing protocol for WMNs 
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There are several different proactive protocols 

for example, Topology Broadcast reverses Path 

Forwarding (TBRPF) [38], Destination-Sequenced 

Distance Vector (DSDV) [39], Wireless Routing Protocol 

(WRP) [40], Global State Routing (GSR) [41], Fisheye 

State Routing (FSR) [42], Source-Tree Adaptive Routing 

(STAR) [43], Multimedia Support Mobile Wireless 

Networks (MMWN) [44], Distance Routing Effect 

Algorithm For Mobility (DREAM) [45], Cluster-head 

Gateway Switch Routing (CGSR) [46], Hierarchical State 

Routing (HSR) [47] and Optimized Link State Routing 

(OLSR) [30]. In this paper, the authors are positively 

disposed to OLSR.  

B.  Optimized Link State Routing (OLSR)  
OLSR is a type of proactive protocols [30], [48], which 

is a point-to-point routing protocol, operatively based on 

the traditional link state routing protocol. In this protocol, 

each node in the network maintains topology and the 

routing information of the network by periodically 

exchanging the link state messages. One good thing about 

this protocol is that it reduces the size of control message 

and so is the number of rebroadcasting nodes during each 

route update. It does that by using multipoint replaying 

(MPR) strategy [30]. Each node in the network selects a 

set of neighboring nodes to retransmit its packets during 

each topology update. This set of nodes is called the 

multipoint relays. By using periodically broadcasts hello 

messages, each node periodically broadcasts a list of its 

one hop neighbors to select the MPRs. From the list of 

nodes in the hello messages, each node through 

exchanging the HELLO message selects a subset of one 

hop neighbors, which covers all of its two hop neighbors. 

Moreover, any node which is not in the set can read and 

process each packet but do not retransmit. In essence, this 

effectively reduces the number of rebroadcasting nodes 

through the use of multipoint relaying, by randomly 

selecting only a few numbers of neighboring nodes to 

rebroadcast the message. In effect, the network scalability 

is increased. In contrast, the original OLSR is not quite 

suitable for WMNs since it considers the minimum hop 

count metric to determine the best path to reach a 

destination. It does not take into account the link quality 

(throughput, delay, capacity, interference, etc.) while 

computing routing tables. In multi-hop networks, the hop 

count metric has been shown not to be efficient [49], 50].  

C.  Reactive Routing Protocols (On-demand) 

In literature [51], a traditional link-state protocol 

(OLSR) is developed to improve the throughput and 

packet delivery ratio, while minimizing routing overhead 

and delay.  

The modified protocol takes advantages of static 

router backbone of wireless mesh networks to calculate a 

more stable and optimal route with the minimum hop 

count, in order to improve the network performance. 

Furthermore, the protocol uses the concept of multipoint 

relays (MPRs) as used in OLSR. There are three specific 

functionalities of the M-OLSR protocol over the OLSR 

protocol. The first is to improve HELLO exchange, 

second is topology dissemination, and finally, the routing 

table calculation. Three key performance metrics 

(throughput, packet delivery ratio, and normalized 

routing overhead) were evaluated to study the 

effectiveness of MOLSR. Simulation results [51] using 

NS-2 simulations in different scenarios 

demonstrate better scalability of traffic load and mobility 

in a sparse and dense network.  
These types of protocols request a route to a 

destination only when a node (source) has a data packet 

to send. Otherwise, the node will have no request. 

Normally, this type of protocols used a flooding 

mechanism to discover a route. By maintaining 

information for active routes only this reduces the 

overheads in proactive protocols [26]. Reactive  protocols 

can be classified into two categories namely: source 

routing and hop-by-hop routing. In source routing on-

demand protocols [52], [53], each data packets carry all 

the complete address from the source to destination. 

Accordingly, each intermediate node in the network 

forwards these data packets according to the information 

that is kept in the header of each packet. Therefore, the 

intermediate nodes do not need to maintain routing 

information for each active route in order to forward the 

packet to the destination. However, in large networks, the 

source routing protocols do not perform well. The reason 

is when the number of intermediate nodes in each route 

increase, the probability of route failure and the amount 

of overheads in each header of each data packet will 

increase too. 

On the other hand, in hop-by-hop routing or point-to-

point routing [26], [32] each data packet only carries the 

destination address and the next hop address. Therefore, 

to forward each data packet towards the destination, each 

intermediate node in the path to the destination uses its 

routing table to forward a data packet. The disadvantage 

of this protocol is that each intermediate node must store 

and maintain routing information for each active route, 

and also; each node is required to be aware of their 

surrounding neighbors through the use of beaconing 

messages. The advantage of this strategy is that routes are 

adaptable to the dynamically changing environment of 

MANETs.  

There are several different reactive routing protocols 

that have been proposed to increase the performance of 

reactive routing protocols. Such reactive routing 

protocols include:  Ad -hoc on-demand distance vector 

(AODV) [32], Dynamic source routing (DSR) [34],  

Routing on-demand acyclic multi-path (ROAM) [53], 

Light-weight mobile routing (LMR) [54], Associativity-

based routing (ABR) [55], Signal stability adaptive (SSA) 

[56], Location-aided routing (LAR) [57], Ant-colony-

based routing algorithm (ARA) [58], Flow oriented 

routing protocol (FORP) [59], Cluster-based routing 
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protocol (CBRP) [60]. In this paper, we highlight the 

ADOV and DSR.  

1) Ad hoc on-demand distance vector (AODV) 

The AODV [32] routing protocol is based on DSDV 

and DSR [34] protocols. This protocol uses the route 

discovery procedure as similar as in DSR, while it uses 

the periodic beaconing and the sequence numbering 

procedure of DSDV. However, there are two major 

differences between DSR and AODV. The most 

distinguishing difference is that in DSR each packet 

carries full routing information, whereas in AODV, the 

packets carry the destination address. This means that 

AODV has potentially less routing overheads than DSR. 

The other difference is that, the route in DSR replies to 

the address of every node along the route, whereas in 

AODV, the route replies only the destination IP address 

and the sequence number. The advantage of AODV is 

that it is adaptable with highly dynamic networks. 

However, a node may experience large delays during 

route construction, and as such; link failure may initiate 

another route discovery, which ultimately introduces 

extra delays and consumes more bandwidth as the size of 

the network increases [61].  

2) Dynamic source routing (DSR) 

In this protocol, each packet is required to carry the 

full address from the source to the destination. Therefore, 

this protocol will not be very effective in large networks, 

because the amount of overheads in the packet will 

increase as the network diameter increases. Hence in 

highly dynamic and large networks, the overhead may 

consume most of the bandwidth [26]. However, this 

protocol has a number of advantages over routing 

protocols, such as AODV [32], LMR [62], and TORA 

[63]. These advantages are: better protocol performance 

in a small and moderate size network, where the nodes in 

this protocol can enter sleep mode to conserve their 

power (as it does not require any periodic beaconing or 

hello message exchanges, which in turn saves a 

considerable amount of bandwidth in the network). 

Another advantage is that the nodes can store multiple 

routes in their route cache, which means that the source 

node can check its route cache for a valid route before 

initiating route discovery. If a valid route is found, then 

there is no need for route discovery. This is very 

beneficial in a network with low mobility since the routes 

stored in the route cache will be valid longer [26]. 

There are two types of mechanisms in DSR, which are, 

routing discovery, and routing maintenance. Routing 

discovery is used to calculate the route from source node 

to a destination node, while routing maintenance is used 

to monitor the available current route. The routing 

maintenance is divided into a point to point confirmation 

and end to end confirmation. If the intermediate nodes are 

damaged or mobile, then the data packets cannot get to 

the destination node successfully. So, the current route 

becomes useless and then DSR will use routing 

maintenance to monitor the availability of the present 

route. If the monitor found out that the current route is a 

failure, then the DSR protocol locates a new route using 

routing discovery [61]. 

D. Hybrid Routing Protocols 

These types of protocols are new generations of 

protocols, which are both proactive and reactive in nature. 

It combines the advantages of proactive and reactive 

protocols by adopting the routing scheme to the 

characteristics of the network, such as: topology, size, 

mobility, and traffic pattern. In fact, they are designed to 

increase scalability and reduce the route discovery 

overheads. The most hybrid protocols proposed, until 

now, are zone-based, which means the network is 

partitioned or seen as a number of zones by each node 

[26], [35]. In this case, the routing protocol can employ a 

proactive strategy for intra-cluster communication and a 

reactive routing strategy for inter-cluster communication. 

There are several numbers of different hybrid routing 

protocol proposed for MANETs, for example; zone-based 

hierarchical link state (ZHLS) [64], scalable location 

updates routing protocol (SLURP) [65], distributed 

spanning trees based routing protocol (DST) [66], 

distributed dynamic routing (DDR) [67] and zone routing 

protocol (ZRP) [68]. In this paper, we will highlight the 

ZRP. 

1) Zone routing protocol (ZRP) 

In this protocol, the nodes have a routing zone, which 

defines a range that each node is required to maintain 

network connectivity proactively [68]. For this reason, 

routes are immediately available for nodes within the 

routing zone. In contrast, for nodes that are outside the 

routing zone, routes are determined on-demand (i.e. 

reactively), and it can use any on-demand routing 

protocol to determine a route to the required destination 

[61]. One advantage of this protocol is that it has reduced 

the amount of communications overhead if compared to 

be proactive protocols. 

On the other hand, it reduced the delays, which are 

associated with reactive protocols such as DSR. The 

disadvantage of this protocol is that it can behave like a 

proactive protocol for large values of routing zone, while 

for small values; it behaves like a reactive protocol. 

Hybrid routing protocols have the potential to provide 

higher scalability than pure reactive or proactive 

protocols. 

Although, there are many routing protocols which are 

available for ad-hoc networks, the need for the design and 

improvement of the routing protocols for WMNs must 

consider multiple performance metrics, robustness, and 

scalability. Similarly, classified routing protocols into 

reactive and proactive routing protocols are coming from 

the ad-hoc network (as previously stated) where the 

mobility and power consumption is important. Also, the 

routing protocols should consider the benefit of mesh 

network such as no mobility, and each node has more 

than one radio due to the differences between mesh 
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network and mobile ad-hoc network. Therefore, the 

routing protocols can be classified into single-radio and 

multi-radio routing protocols, depending on radio 

technology that used [27]. 

E. Single Radio Routing Protocol 

In this type of routing protocols, each node that works 

in the network has only single radio. One example of this 

type is AODV-ST [69]. It is a hybrid routing protocol, 

and so, it uses a reactive strategy to find routes between 

mesh routers, and proactive strategy. This is done in order 

to discover routes between the mesh routers and the 

gateways. To initiate the creation of spanning trees, the 

gateways periodically broadcast special RREQ packets, 

and in this case, all nodes receiving these RREQ packets 

create a reverse route to the gateway. Also, these nodes 

send a RREP packet to the gateway in order to enable the 

formation of forward routes. To ensure successful 

transmission, a packet on a link AODV-ST uses the 

Expected Transmission Time (ETT) routing metric that 

measures the expected time. In addition, this protocol was 

developed specifically for infrastructure mesh network, 

which has more than one gateway with the aim of 

providing Internet access to Mesh Clients. In [70], the 

multi-channel routing protocol (MCRP) for single radio 

ad hoc topology was proposed. To switch the interface to 

non-interfering channel, it uses the channel switching 

mechanism for this purpose. The advantage of this 

protocol is the ability to utilize the wireless spectrum by 

utilizing the multi-channel. By allocating different 

channel to different flows, network performance can be 

improved and the interference between simultaneous 

transmissions can be minimized. 

F. Multi-Radio Routing Protocols 

In this type of protocol, each node is equipped with at 

least two radios. This type of routing protocols provides a 

great improvement in network performance and increase 

the capacity and scalability over traditional mobile ad-hoc 

networks, instead of modifying the MAC protocol. One 

example of this protocol is a multi-radio LQSR (MR-

LQSR) [70], which proposed the WCETT (Weight 

Cumulative Expected Transmission Time) metric. This 

metric takes into account both the loss rate and the 

bandwidth of a link with the minimum hop count. 

Furthermore, it is a tradeoff between channel diversity 

and path length. The goal of MR-LQSR is to choose a 

high-throughput path between a source and a destination. 

The results demonstrated that the shortest path algorithm 

does not perform well when network nodes have multiple 

radios. 

In [71], AODV-MR was proposed to improve AODV 

to work in multi-radio wireless mesh network. AODV-

MR broadcast the RREQ message on all interfaces and 

assumes that each node has at least one common channel 

with a neighbor. By using this protocol, the network 

capacity increases because it causes a lower degree of 

interference and contention due to distributed traffic 

across multiple non-overlapping channels. In contrast, it 

uses a hop count as a metric, so AODV-MR does not 

distinguish between the client node and backbone nodes. 

In this case, the path selection may select fewer capacity 

paths. From other side, hybrids mesh Ad-hoc on-demand 

distance vector routing protocol (AODV-HM) was 

proposed [72]. This protocol modified the AODV-MR by 

using the maximize channel diversity to select the best 

link, and replace the AODV-MR hop-count metric with 

the minimum hop count mesh router. It means that the 

selected path with the minimum number of mesh router 

on the path. In addition, the AODV-HM is considered a 

node-aware routing protocol, which means; it can 

successfully differentiate between the multi-radio mesh 

routers and single-radio mesh clients. 

In [72], an advanced routing protocol was proposed to 

improve DSR and avoid the broadcast storm problem. It 

handles the congestion question by transmitting the 

packets based on the distance threshold and congestion 

threshold. Furthermore, the best broadcast packet 

forwarding node can be determined, and also, resolve the 

bad impact problem due to broadcast storms by joint 

distance threshold and the congestion threshold together. 

The simulation results demonstrated that the improved 

routing protocol has a bigger throughput than before. In 

addition, the simulation results show that each node 

forwards data efficiently by using this new modified 

protocol. 

In [61], a comparison and performance evaluation for 

on demand routing protocols, DSR and AODV were 

presented. They used the same routing discovery 

mechanism (Request-Response) based on the flooding 

method. On the one hand simulation results using the 

OPNET simulation models show that, routing discovery 

time of DSR is less than AODV, this is because, each 

node in the routing of AODV will establish and maintain 

the routing table, while the network delay of DSR is 

longer than AODV. The reason is that the head of each 

data packet in DSR carries the routing information that 

increases the length of the packet and the time delay in 

queuing and processing. 

On the other hand, the network throughput of AODV 

is higher than DSR. This is because the routing 

mechanisms of these protocols are different, in which 

DSR is based on dynamic source routing, and AODV is 

based on purpose-driven. Additionally, the simulation 

results show that the DSR is not suitable for wireless 

transmission, while AODV is suitable for wireless 

transmission with rapid change of network topology. In 

[73], the performance evaluation and comparison of the 

routing protocols that are used in wireless Ad-hoc 

networks such as DSDV, OLSR, AODV, and DSR was 

proposed. Three different kinds of tests for considering 

the network size, network load and the mobility of nodes 

were performed. Although, it is difficult to find the ideal 

and the best routing recommendation for WMNs, but one 

can consider the OLSR as the best in data delivery ratio 
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and end-to-end delay. We can see the AODV performs 

better in high mobility and network load. However, 

scalability is still one of the main problems. A proposed 

solution is using multiple radios multiple channels in 

order to improve performance and provide better capacity 

of the network. 

IV. CROSS-LAYER AND NETWORK CODING IN MULTI-

CAST MULTI-RADIO MULTI-CHANNEL WMNS 

One of the most effective approaches to enhance 

the throughput for WMNs is to use systems with 

multiple channels and multiple radios per node. 

Simultaneous transmission by neighboring nodes on the 

same channel of a wireless network will lead to packet 

collision and direct effect on the network performance in 

terms of data delivery ratio and delay. In WMNs, it is 

essential to balance the traffic across different parts of a 

network. This is done to minimize the number of 

transmissions made in a neighborhood, which reduces the 

occurrence of traffic congestion and wireless contention. 

This needs to be done through a joint design of routing, 

which distributes the traffic to different paths of a 

network, and channel assignment. Moreover it distributes 

traffic across all available channels [74]. 
Due to the performance of multi-radio multi-

channel, WMNs depend significantly on how the 

channels are assigned to the radios and how traffic is 

routed between the access points and the gateways. 

Multi-channel multi-radio  (MCMR) networks require 

efficient channel assignment  (CA) algorithms to 

determine which channel a link should be used for data 

transmission in order to maximize network throughput. 

The problem of CA has been studied extensively for 

unicast communications [75], [76]. In a multi-channel 

environment, any two nodes can only communicate with 

one another if they are in the transmission range of one 

another and they have at least one radio set on a common 

frequency. For this reason, the processes of routing and 

channel assignments are very much interrelated. 
There are several proposed approaches addressing 

the challenges in joint channel assignment and routing 

in different ways [77]-[83]. For instance, cross-layer 

proposals comprise jointly optimum routing and 

scheduling, jointly congestion control and scheduling, 

jointly optimal routing, scheduling and power control. 

Although there are many ongoing researches on WMNs, 

joint channel assignment, and routing are essential yet 

challenging issues for multi-radio multi-channel WMNs 

still sustain. Though several works are presented in the 

existing literature to approach this problem, the key 

question – how to ensure that the resulting 

network performance can closely track the optimal 

solution under high-traffic variability without incurring 

too many overheads remains unanswered [74]. 
In [76], Minh et al., proposes an approach namely 

CLNC (Cross-Layer Network Coding), which 

joints power control and routing with random linear 

network coding to improve throughput for the single 

source multi-cast problem in multi-cast wireless mesh 

networks. They solve multi-cast problem using two 

algorithms. An optimal power algorithm is used to choose 

the best power level of node, and network coding 

technique is used to transmit packets on the network. 

They consider the first three layers of protocol stacks 

(physical layer, MAC layer, and network layer) for cross-

layer design. The simulation results show that when the 

number of receivers is high, CLNC's throughput is higher, 

and at least 30 percent higher than that of known methods 

such as AODV, DSDV and DSR are higher than that of 

MAODV. 
Yuan et al. [84] proposed a cross-layer 

optimization approach of jointing flow routing and power 

control in a multi-cast. The main technique used in this 

paper is the method of dual decomposition for convex 

optimization problems. Luigi et al. [85] proposed a cross-

layer heuristic approach that joints power control and 

routing in wireless mesh networks. They do not perform 

power optimization and route discovery at once, but they 

structure the algorithm in two sub-algorithms that 

involved local power optimization algorithm and the 

route discovery algorithm for unicast transmission. In 

[86], Kai Li and X. Wang developed a cross-layer 

optimization framework for designing multi-radio/multi-

channel wireless mesh networks employing network 

coding to support multiple unicast applications. The 

broadcasting feature of the wireless environment plays an 

important role in realizing the achievable gain of network 

coding. The authors [86] focused on solutions that can 

efficiently utilize the limited resource to support multiple 

unicast applications by routing and network coding. They 

also proposed a network code construction scheme based 

on linear programming. To solve the optimization 

problem, a column-generation-assisted primal dual 

method was proposed. In [87], Lei You1 et al, present a 

cross-layer algorithm for joint optimization of congestion 

control, routing, and scheduling in wireless multi-hop 

networks with network coding. The authors introduced a 

virtual flow variables in the formulation of the 

capacity region of the networks. Furthermore, they used 

dual decomposition and sub gradient methods for solving 

the utility maximization problem. The simulation results 

show that network coding in the proposed joint 

optimization algorithm can interact adaptively and 

optimally with other components in different layers, and 

thus yield higher performance than the routing scheme 

without network coding. Alicherry and Bhatia [88] 

proposed a mathematical formula for the joint channel 

assignment and routing problem taking into account the 

interference constraints, the number of channels in the 

network and the number of radios available at each mesh 

router. Thereafter, they used this formulation to develop a 

solution for the problem that optimizes the overall 

network throughput. 
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A multi-cast is a form of communication that 

delivers information from a source to a set of 

destinations simultaneously in an efficient manner. 

Important applications of multi-cast include: distribution 

of financial data, billing records, software, and 

newspapers; audio/video conferencing; distance 

education; IP television; and distributed interactive games. 

Although a multi-cast is required to support many 

important applications, research on multi-casting in 

multi-radio multi-channel WMNs is still in its infancy 

[75]. The problem of channel assignment (CA) has been 

studied extensively in the context of 

unicast communications [89]-[93], and most assumes 

orthogonal channels. CA for multi-cast, however, has 

only been addressed recently [75], [94], [95]. Zeng et al. 

[94] proposed a CA algorithm for multi-cast in multi-

radio multi-channel WMNs called multi-channel multi-

cast (MCM). This algorithm suffers from low 

performance caused by the hidden channel problem 

(HCP), and from the inconvenient use of interference 

factors. Nguyen also proposed a CA algorithm named 

minimum interference multi-channel multi-radio multi-

cast (M4) that eliminates the HCP [75]. The algorithm 

enables the nodes in a multi-cast tree to operate with 

minimum interference. They considered both orthogonal 

and overlapping channels such as those in IEEE 

802.11b/g systems, and discussed the drawbacks of the 

MCM algorithm [94]. Then they proposed the solution to 

the HCP as well as an optimization function that does not 

rely on the computation of interference 

factors. Advantages of the proposed CA algorithm 

include its simple implementation and high performance; 

the experimental results show that M4 outperforms MCM 

in various scenarios with respect to the average packet 

delivery ratio (PDR), throughput and end-to-end delay. 
All the previously mentioned researches did not use 

the network coding with joint channel assignment and 

routing problem, especially for multi-cast multi-radio 

multi-channel WMNs. One of the most effective 

approaches to enhance the aggregate network throughput 

is to use systems with multiple channels and multiple 

radios per node [74]-[77]. 
A multi-radio multi-channel node can transmit on 

one channel and receive on another at the same time 

using two different radios without interfering with each 

other. As a result, multi-radio multi-channel wireless 

network at least doubles the throughput, since each node 

is now in full-duplex mode, being able to transmit and 

receive simultaneously [75]. However, to ensure such 

interference free communication, all the nodes within 

each other’s interference range must be on different 

channels. This problem of making sure that all the 

interfering nodes are assigned different channels is 

known as the channel assignment problem. The channel 

assignment problem becomes more challenging to solve 

when each node is equipped with multiple radios. This is 

because when a node is equipped with multiple radios (if 

both the radios operate on the same channel), then there is 

interference from a node own radio which leads to packet 

collisions. However, if it can be ensured that in a node, if 

each of the multiple radio interfaces operates on different 

channels, then this will improve the network performance. 

So, multi-radio multi-channel networks require efficient 

algorithms for channel assignment (CA). This is a task of 

determining which channel a link should use for data 

transmission in order to minimize interference for 

maximum throughput. The benefits of using multi-radio 

multi-channel are studied in  [88], which consider 

channel assignment. The CA problem can be classified 

into three approaches: (1) CA first, routing second [96], 

[97]; (2) routing first, CA second [98], [99]; and  (3) joint 

CA and routing [77]-[83], [88], [100], [101]. 

Recently, the development in the network coding field 

[102]–[108] have demonstrated the potential of network 

coding and its application for throughput maximizing of 

WMNs. Network coding has been applied successfully in 

WMNs.  
Network coding (NC) thus promises to be a vital 

tool which can be used to reduce intra-network 

interference (by reducing the number of transmissions 

required) thereby freeing up bandwidth for additional 

traffic. This can be seen as an increase in the traffic 

carrying capacity of the WMNs compared to traditional 

approaches. Wireless network coding (WNC) can be 

categorized into the following two types: i) the 

conventional WNC as in [107] and ii) the analog NC as in 

[109], [110]). In the conventional WNC scheme, we need 

only three-time slots to complete the two-way relay 

transmissions. On the other hand, using analog NC, the 

two-way relay transmissions can be completed in just 

one-time slot. The analog NC cannot only exploit 

the broadcast nature of the wireless channel, but also 

takes advantage of the native physical-layer coding 

ability by analogously mixing simultaneously arrived 

radio waves at the relay nodes [104]. 

V. DIRECTIONS FOR FURTHER RESEARCH 

In this section, we provide a few directions for further 

research in WMNs. 

1) A cross layer approach design that joints  the first 

three layers of protocol stacks (physical layer, MAC 

layer and network layer) for designing multi-radio 

multi-channel wireless mesh networks (MRMC-

WMNs) with employing network coding to support 

multi-cast  applications. 

2) Joints channel assignment and routing with analog 

network coding to improve throughput in multi-cast 

MRMC-WMNs. The analog network coding can not 

only exploit the broadcast nature of the wireless 

channel, but also take advantage of the native 

physical-layer coding ability by analogously mixing 

simultaneously arrived radio waves at the relay 

nodes.  



 

 

 

 

 

 

  

 

 

  

 

  

  

  

 

 

 

 

 

  

  

 

 

   

 

   

    

 

 

 

 

 

  

  

 

 

   

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

 

  

  

  

   

 

 

 

 

 

  

  

 

 

 

   

 

 

   

  

Journal of Communications Vol. 8, No. 9, September 2013

596©2013 Engineering and Technology Publishing

 

 

3) Propose a mathematical modeling technique for 

optimizing the maximum network throughput and 

minimization end-to-end delay in MRMC-WMNs/ 

4) In order to minimize the interference factor that 

defined is the ratio of the interference range to the 

transmission range. An optimal power algorithm is 

used to adjust the power of the transceiver node. In 

order to minimize interference, the power adjustment 

of the transceiver is used to change the transmission 

range.  

5) Propose a channel assignment algorithm (CAA) for 

MRMC-WMNs to minimize the interference 

between mesh routers, and ensure network 

connectivity. Also, in order to prevent throughput 

degradation, the inter-radio interference (inter-

antenna interference), must be considered in channel 

assignment for each radio. There is a relationship 

between the channel separation and antenna distance 

in terms of the inter-radio interference. 

6) Propose or develop a new approach of network 

coding to increase the transmission capacity and 

improves throughput of a WMNs. 

7) Propose a joint network and channel coding scheme 

for reliable multi-hop multi-radio multi-channel 

wireless mesh networks (MHMRMC-WMN). 

VI. CONCLUSIONS 

This paper presents a detailed study on recent 

advances and open research issues in WMNs. Many 

fundamental issues in WMNs such as MAC protocols, 

routing protocols, cross-layer and network coding in a 

multi-cast multi-radio multi-channel were presented in 

this paper. By combining between cross 

layer optimization and network coding, many benefits 

can be derived including maximum multi-cast throughput. 

Network coding has been successfully applied to 

contemporary WMNs to reduce intra-network 

interference and enhance the capacity of the WMN. Intra-

network interference, i.e. interference in the network 

caused by the network, is one the most important 

capacity/throughput limiting factors in WMNs. 
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