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ABSTRACT: The realization of a hydrogen economy would be facilitated
by the discovery of a water-splitting electrocatalyst that is efficient, stable
under operating conditions, and composed of earth-abundant elements.
Density functional theory simulations within a simple thermodynamic model
of the more difficult half-reaction, the anodic oxygen evolution reaction
(OER), with a single-walled carbon nanotube as a model catalyst, show that
the presence of 0.3−1% nitrogen reduces the required OER overpotential
significantly compared to the pristine nanotube. We performed an extensive
exploration of systems and active sites with various nitrogen functionalities
(graphitic, pyridinic, or pyrrolic) obtained by introducing nitrogen and
simple lattice defects (atomic substitutions, vacancies, or Stone−Wales
rotations). A number of nitrogen functionalities (graphitic, oxidized
pyridinic, and Stone−Wales pyrrolic nitrogen systems) yielded similar low
overpotentials near the top of the OER volcano predicted by the scaling
relation, which was seen to be closely observed by these systems. The OER mechanism considered was the four-step single-site
water nucleophilic attack mechanism. In the active systems, the second or third step, the formation of attached oxo or peroxo
moieties, was the potential-determining step of the reaction. The nanotube radius and chirality effects were examined by
considering OER in the limit of large radius by studying the analogous graphene-based model systems. They exhibited trends
similar to those of the nanotube-based systems but often with reduced reactivity due to weaker attachment of the OER
intermediate moieties.

1. INTRODUCTION

The often intermittent nature of renewable energy sources
requires a scalable energy storage medium. Hydrogen (H2)
generated from electrolytic water splitting can serve in this
role. Thus, efficient electrolyzers, combined with fuel cells and
also metal−air batteries, hold the promise of a clean and
sustainable global energy infrastructure.1−5 However, while the
hydrogen evolution reaction (HER; in acidic medium:
2H+(aq) + 2e−(aq) → H2(g); ΔGexp ≈ 0 eV) at the
electrolyzer cathode is a two-step, two-electron process and
relatively facile, the oxygen evolution reaction (OER; in
alkaline medium: 4OH−(aq)→ O2(g) + 2H2O(aq) + 4e−(aq);
ΔGexp = 4.92 eV) at the anode is sluggish due to the required
four-electron transfer. With the ideal catalyst, the kinetic
barriers would be vanishingly small, and all four reaction steps
would be equal, requiring the application of an external
potential of (4.92 eV)/4e = 1.23 V. However, in practice, even
the best catalysts require a substantial overpotential ηOER,
resulting in energy loss. (A similar situation holds for the
reverse reaction, the oxygen reduction reaction, ORR,
occurring at the cathode of a fuel cell.) A practical measure
of catalyst efficiency is a sufficient rate of reaction represented
by a current density j (e.g., j = 10 mA cm−2, usually in 0.1 M
NaOH or KOH), being generated at a not overly excessive
overpotential (ηOER,10) and a not too large Tafel slope that

quantifies the required overpotential increase per decade
increase in current density. Additional requirements for a
broadly useful electrocatalyst include that it contains only
earth-abundant materials (e.g., nonprecious metals), exhibits
durability under operating conditions, and is simple to
manufacture. Thus, intense research continues to develop
electrocatalysts capable of fulfilling these requirements4 (see
Table S1 in the Supporting Information, SI).
For widespread adoption of a hydrogen economy, use of

precious metals (e.g., Ru, Ir, Pt,6 and their oxides) as catalyst
materials must be eliminated or sharply reduced through, for
example, nanoscaling.6,7 Alternatively, nonprecious metals (the
transition metals, TMs, e.g., Mn, Fe, Co, Ni; their oxides;8−13

and organometallic14 compounds) may be used as catalysts.
The often poor conductivity of a TM oxide material can be
remedied by use of a thin layer of the oxide or an oxide
nanocluster decorated on a conducting support. The high
conductivity of the nanocarbon materials, carbon nanotubes
(CNTs) and graphene (GRA), makes them ideal sup-
ports.15−19
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Alternatively, electrocatalysts may be composed of fully
metal-free sp2 nanocarbon systems20−24 such as CNTs, GRA,
graphitic carbon nitride (g-C3N4), or their mixtures. Owing to
the relatively inert nature of pristine CNTs and GRA, doping
(with, e.g., B, N, O, P, or S) or codoping has been observed to
improve catalyst performance.25−36

As an alternative to doping, the GRA or the sidewall of the
CNT may be chemically functionalized with organic or
organometallic chemical groups. The effect of the support
material and also of the geometry (critical for material flows)
has also been examined. The results in terms of low
overpotentials and low Tafel slopes are comparable to and
occasionally better than even the best precious metal and
transition metal oxide catalysts.15−19,26,37

Since operando studies of OER catalyst performance are still
scarce,38−41 density functional theory (DFT) has been
employed to elucidate on an atomistic level the OER
mechanism, the potential-determining step (PDS), the effects
of material composition/doping, and active sites. Note that the
DFT thermodynamic approach often neglects solvent con-
tributions and kinetic barriers. Thus, only qualitative trends
should be inferred in comparing the DFT and experimental
results for a given system. This caveat applies also to the work
presented here. Nevertheless, Nørskov, Rossmeisl, and their
collaborators have shown that the DFT-based thermodynamic
approach yields valuable insights into screening the OER
performance trends of metal and metal oxide catalysts.4,42−45

DFT studies have also been performed on pristine and doped
nanocarbon materials. It was shown that N, the most common
dopant atom, withdraws electronic charge from directly
adjacent and nearby C atoms due to its larger electronegativity,
thereby transforming them into active sites for ORR,25,46−48

HER,49−52 and OER.53

Recently, Davodi et al.36 in an experimental study obtained
excellent performance for full water splitting (OER and HER)
with a nitrogen-doped CNT-based catalyst fabricated through
an efficient and reproducible process. The current work is an
attempt to understand those results from an atomistic-level
perspective. To describe the thermodynamics of OER, we have
used the reaction mechanism and DFT-based model that has
been employed to study OER on partially oxidized metals,43

metal oxides,42,44 and nitrogen-doped graphene.53 As in those
works, the OER mechanism considered is the four-step single-
site water nucleophilic attack (WNA) mechanism, rather than
the radical oxo coupling (ROC) mechanism involving two
nearby or adjacent sites54 since our preliminary calculations
showed that the ROC mechanism on single-walled carbon
nanotubes (SWNTs) has much higher kinetic barriers and is
thus unlikely. However, the ROC mechanism is believed to be
important in water oxidation in biological systems45,55 and in
certain TM oxide systems.12

We performed an extensive exploration on the effect on
OER of various defects (vacancies, Stone−Wales rotations, N-
doping, and codoping with O) in both single-walled carbon
nanotube (SWNT)- and in the corresponding GRA-based
systems. SWNT-based systems rather than the multiwalled
carbon nanotube (MWNT)-based systems of ref 36 were
considered due to the currently intractable computational
demands to perform an extensive study of MWNTs. We
considered only implicit solvent effects via use of the
experimental value of the free energy of O2 formation by
electrolysis in an aqueous medium. This approach has been

shown to give qualitatively correct results for nonmetallic
catalysts.42,44

The remainder of this article is organized as follows. An
overview of the systems modeled and the computational
methods used is given in Section 2. In Section 3, the main
results are presented and discussed. Some supporting materials
for Sections 2 and 3 are presented in the SI. An outlook and a
conclusion are presented in Sections 4 and 5, respectively.

2. SYSTEMS AND METHODS

To describe the thermodynamics of OER, we have used the
reaction pathway and model that Man et al.42 have employed
for the process on metal oxide systems. The assumed OER
pathway involves four sequential additions of OH− at a site
marked “*”

* + → * + + Δ
− − −

G4OH OH 3OH e ( )1 (1)

* + +

→ * + + + Δ

− −

− −
G

OH 3OH e

O 2OH H O 2e ( )2 2 (2)

* + + +

→ * + + + Δ

− −

− −
G

O 2OH H O 2e

OOH OH H O 3e ( )

2

2 3 (3)

* + + +

→ + + Δ

− −

−
G

OOH OH H O 3e

O 2H O 4e ( )

2

2 2 4 (4)

The needed free energies can be obtained from the attachment
free energies of the intermediates

* + → * Δ
*

GOH OH ( )OH (5)

* + → * Δ
*

GO O ( )O (6)

* → * Δ
*

GOOH OOH ( )OOH (7)

Then

Δ = Δ
*

G G1 OH (8)

Δ = Δ
*

− Δ
*

G G G2 O OH (9)

Δ = Δ
*

− Δ
*

G G G3 OOH O (10)

Δ = Δ − Δ
*

G G G4 O OOH2 (11)

where ΔGO2
= ΔGO2(g) is set equal to the experimental value of

4.92 eV.
To make a connection to experiment that uses the standard

hydrogen electrode as a reference, the adsorption energies of
intermediates are referenced to the reservoir species H2O and
H2 as in the model of Man et al.42

Δ
*

=
*

−
*

− −E E E E E( 0.5 )OH OH H O H2 2 (12)

Δ
*

=
*

−
*

− −E E E E E( )O O H O H2 2 (13)

Δ
*

=
*

−
*

− −E E E E E(2 1.5 )OOH OOH H O H2 2 (14)

where E* is the energy of the bare system. The free energy of
any intermediate includes the zero-point vibrational and the
entropic corrections (at 298.15 K, in the harmonic
approximation; see Table S2)

Δ = Δ + Δ − ΔG E T SZPE (15)
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The approach of Man et al. is semiempirical in that while the
adsorption and free energies of intermediates are calculated
using DFT, the free energy for the overall process is set to the
experimental value of 4.92 eV. In practice, Man et al. have
demonstrated the approach to work well for the metal oxide
systems, and thus we apply it here for OER on SWNT- and
GRA-based systems. Thus, it is only necessary to calculate

Δ
*

=
*

−
*

− −G G G G G( 0.5 )OH OH H O H2 2 (16)

Δ
*

=
*

−
*

− −G G G G G( )O O H O H2 2 (17)

Δ
*

=
*

−
*

− −G G G G G(2 1.5 )OOH OOH H O H2 2 (18)

The predicted theoretical OER overpotential then is

η = Δ Δ Δ Δ −G G G G emax( , , , )/ 1.23 V

(definition)

OER
1 2 3 4

(19)

≈ Δ Δ −G G emax( , )/ 1.23 V

(since 2nd or 3rd step dominates)

2 3

(20)

≈ Δ − Δ −G G emax( , 3.3 eV )/ 1.23 V

(due to scaling relation)

2 2

(21)

In practice, we used the exact definition in eq 19, but eqs 20
and 21 generally held true for all systems and sites.
The effect of an applied external potential U and solution

pH necessitates application of the appropriate corrections to
the free energies

Δ = Δ − − · · = −G G eU k T iln 10 pH ( 1 4)i

U

i

( ,pH)
B

(22)

and thus also the obtained overpotential. However, all results
presented do not include such corrections (i.e., U = 0 V, pH =
0), and thus our ηOER is actually ηOER,0. Note that the
intermediates are identical in both alkaline and acidic media.
The DFT calculations were performed using the spin-

polarized Perdew−Burke−Ernzerhof (PBE)56 exchange−cor-
relation functional supplemented with the dispersion−
corrections of Grimme57 and the damping function of Becke
and Johnson58 (PBE-D3). The CP2K/Quickstep59−61 package
was used for all calculations. Valence electrons were
represented by the efficient molecularly optimized double-ζ
with polarization basis sets (MOLOPT-SR-DZVP),62 while the
ionic cores were described with the norm-conserving
Goedecker−Teter−Hutter pseudopotentials.63−65 The DFT
energies of H2 and H2O were calculated in an identical fashion.
The basis set convergence of the binding energies of
intermediates was examined by performing calculations with
larger basis sets for a few selected systems and sites. Likewise,
the basis set superposition errors were examined through use
of the counterpoise correction and found to be small. The
overall basis set incompleteness errors of the binding energies
and thus also the derived attachment free energies of the
intermediates with use of the MOLOPT-SR-DZVP basis set
were estimated to be less than about 0.03 eV.
The truncation for the auxiliary plane wave basis set was 600

Ry. The self-consistent iterations were continued until the
wave function was converged to 1 × 10−6 Hartree. The
criterion for geometry optimizations was that the maximum
gradient be less than 4.5 × 10−4 Hartree bohr−1 = 0.023 eV

Å−1. An identical setup had yielded good results in our group’s
previous studies of ORR/O2 adsorption

46 and HER.51,52

Pristine and nitrogen-doped SWNTs with various defects
and nitrogen configurations based on modifications to the
pristine SWNT were studied. The pristine system consisted of
six units of the semiconducting, zigzag SWNT with chiral
indices (m,n) = (14,0) and contained 336 carbon atoms. A
semiconducting nanotube was chosen as a good compromise
for the purposes of the computational studies (ease of
convergence with the efficient orbital transformation method,
OT, rather than diagonalization). Moreover, semiconducting
nanotubes are common in experimental samples. The SWNT
was placed in a 40 × 40 × 25.64 Å3 tetragonal supercell, with
periodic boundary conditions. Only the Γ-point was
considered. The diameter of the SWNT was 11.057 Å, and
thus these lateral dimensions ensured a vacuum region of
about 29 Å separating the periodic replicas. The length of the
SWNT was determined from a cell relaxation and corre-
sponded to a virtually negligible expansion of 0.3% compared
to the starting length of 25.56 Å based on the experimental C−
C bond length of 1.42 Å in graphene. The resulting C−C bond
lengths were 1.423 and 1.429 Å in the axial (“a”) and
quasicircumferential (“qc”) directions.
GRA was used for comparison with some literature results

and also to test a limiting case of vanishing chirality and infinite
diameter. The defective and/or N-doped GRA-based struc-
tures were generated in exact correspondence to the SWNT-
based structures. The setup for the GRA calculations was
identical to that used in ref 7. A traditional diagonalization-
based solver was used instead of OT. A total of 200
unoccupied states were added, and orbital occupations were
smeared using the Fermi−Dirac method with an electronic
temperature of 1000 K. The pristine GRA consisting of 240
atoms was placed in the x−y plane of a tetragonal supercell
cell. The Martyna−Tuckerman method was used to disable
periodicity in the z-direction. Cell relaxation in the x−y plane
was considered but found to cause minimal change. Thus, the
experimental C−C spacing of 1.42 Å was fixed, and the
dimensions of the cell were set to 24.595 × 25.56 × 30 Å3.
Adsorption energies and free energies were determined on

approximately 10 sites on most SWNT-based systems. Often
the number of sites considered was less due to symmetry. Less
extensive sampling was used for the GRA-based system where
the main objective was to sample the most reactive sites.
The unit cells of the pristine SWNT and GRA model

systems contained 336 and 240 C atoms, respectively.
Corresponding SWNT- and GRA-based nitrogen-doped/
defective model systems were created by replacing one to
four C atoms by N atoms, creating one to two vacancies or a
Stone−Wales rotation, introducing one to three H atoms, and/
or introducing an O atom. The resulting nitrogen-doped
SWNT- and GRA-based model systems thus contained
nitrogen dopings of approximately 0.3−1.2 and 0.4−1.7%,
respectively.
To see the effect of distance from the defect and compare to

the pristine case, on all SWNT- and GRA-based systems, OER
at a distance site (“far” site) was modeled. This site’s distance
from the region of the defect(s) was approximately 10−15 Å.

3. RESULTS AND DISCUSSION

3.1. Structures of the Bare Systems. Shown in Figure
1a−k are the bare pristine, N-doped, and/or defective SWNT-
based systems whose OER activity was modeled. Here, bare
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means the surface prior to addition of any adsorbate. The
active region in the vicinity of the defect or N atom(s) is
shown. To examine the effects of curvature and chirality in a
limiting case, graphene analogs of the 11 “main” (and seven
“additional”) SWNT-based structures were constructed (see
Figure S1; note that many of the details pertaining to the GRA-
based systems are presented in the SI). In the GRA-based
systems, the mechanisms were the same and results broadly
similar.
The panels of Figure 1 present the top (and where helpful,

the side) views of the 11 main SWNT-based systems. Based on
the pristine SWNT system shown in panel (a), these include
systems with one or two graphitically substituted N atoms
(panels (b) and (c)); one to four N atoms in pyridinic or
pyrrolic roles, which require also single or double vacancies
(panels (d−g)); and a Stone−Wales rotation of two C atoms
together with a N atom in a pyrrolic role in two different
locations (panels (h) and (i)). The graphitic and pyridinic
nitrogens were both members of hexagonal rings, with the
latter being coordinated by only two carbon atoms, while a
pyrrolic nitrogen was a member of a pentagonal ring. Thus,
while a graphitic nitrogen may be obtained by substitution, a
pyridinic nitrogen requires at least a single vacancy. A pyrrolic
nitrogen may be obtained either with a vacancy or in the
presence of a Stone−Wales defect (see, e.g., refs 66−68). The
effect of oxygen codoping of the pyridinic nitrogen was also
considered (panel (j)), as was protonation of pyrrolic nitrogen
(panel (k)).
All of these nitrogen functionalities have been observed via

X-ray photoelectron spectroscopy characterizations of N-
doped CNTs and in OER experiments (see, e.g., ref 36 see
also Table S3 and the accompanying discussion). The actual
structures shown in Figure 1a−k are well supported by, and in
some cases modeled on, the experimental and theoretical work
of Arenal et al.67 who performed experimental high-resolution
transmission electron microscopy and electron energy-loss
spectroscopy observations and DFT simulations of defective
and N-doped (22,0) SWNTs, including systems containing
stable graphitic, pyridinic, and Stone−Wales pyrrolic nitrogen
functionalities. Formation energies of the bare model systems
and partial charges in the region of the active site are discussed
in the SI. Note that the deciding factor in determining whether
a certain defect or nitrogen functionality exists is the
experimental observations, rather than the formation energies,
since the structures are often produced in nonequilibrium
processes and stabilized by barriers preventing reversion to the
pristine structures.
The additional systems could be divided into two classes:

(1) those with vacancies or the Stone−Wales rotation but
without N atoms (three systems; chosen to disentangle the
effects of N-doping from lattice distortion effects) and (2)
those with vacancies and pyridinic N atoms and passivation of
the C or N vertex atoms by H atoms (four systems; to examine
the effect of protonation). More discussion of the additional
systems can be found in the SI. The labeling nomenclature is
the same as in an earlier study.69 For example, a system with
graphitic substitution can be labeled as Ni, and in general, a
system with vacancies, some N-doping, passivation by H

Figure 1. Structures of the model N-doped and/or defective SWNT-
based systems (top views are shown; in addition, the upper panels of
subfigures (d−k) show the side views). Atoms in the vicinity of the
studied sites are shown as spheres (carbon, gray; nitrogen, blue;
oxygen, red; hydrogen, white) and labeled. The calculated over-
potential ηOER (in V) at a studied site is also shown. For each system,

Figure 1. continued

the optimal site for OER is circled. The corresponding information for
the GRA-based systems is shown in Figure S1 of the SI.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.8b08519
J. Phys. Chem. C 2018, 122, 25882−25892

25885



atoms, and attached O atoms can be labeled as NiVjHkOl,
where i, j, k, and l are the number of C to N atom
replacements, remaining vacancy sites, protonation by attached
H atoms, and attached O atoms, respectively. When vacancies
are present, it is also necessary to indicate whether N atoms are
in a pyridinic or pyrrolic role. For systems with graphitic N or
Stone−Wales systems, only the first index is required.
Protonation may occur at vertex N or C atoms (note that
the presence of vertex atoms requires one or more vacancies).
Systems may contain a single defect (simple defect, e.g., the N1

system) or multiple defects (complex defect, e.g., the pyridinic
N1V1 system). Except in the case of the graphitic N2 system,
systems with a complex defect always had the multiple defects
adjacent.
Upon introducing defects and/or nitrogen atoms into the

carbon lattices, known reconstructions and distortions were
observed. The SWNT lattice suffered some distortion when
vacancies were introduced: a reconstruction leading to
formation of a pentagon and an indentation in the systems
with N1V1 (panels (d) and (e)); flap opening in the systems
with double vacancies and/or multiple N atoms, N3V1 and
N4V2 (panels (f) and (g)); and radial upward puckering in the
presence of a Stone−Wales defect (panels (h) and (i)). Note
that the Stone−Wales systems exhibit the typical 7−5−5−7
ring structures in place of the standard hexagonal lattice. In the
absence of N atoms, most of these distortions were still
present. Protonation of the vertex atoms of the systems shown

in panels (d) and (e) prevented the reconstruction, leading to
pentagon formation. Likewise, replacement of all C vertex
atoms by N atoms when creating the pyridinic N3V1 system
prevented the reconstruction. The corresponding GRA-based
analog (see Figure S1) of an SWNT-based system underwent a
similar reconstruction to that observed in the SWNT-based
systems. While the GRA-based systems did not exhibit the out-
of-plane distortions (e.g., flap opening or dips), they were
highly distorted upon introduction of the adsorbates (see SI).

3.2. OER Overpotentials. Shown also in Figure 1 are the
overpotential ηOER values (in V) obtained at various sites. The
best performing site (i.e., the C atom with the lowest
overpotential) and its symmetry equivalents, if any, are
indicated. The region further away from the active region,
with the far site, is not shown; however, it was usually similar
to the pristine system value. The most active site often
possessed a small-to-moderate partial charge and was usually a
second or third neighbor of the dopant N atom. The first or
immediate neighbors of the dopant N atom had the most
positive partial charge and stronger attachment energies, which
often resulted in an increase in the site’s overpotential by the
Sabatier principle. This replicates the observation made in an
earlier OER DFT study on N-doped graphene nanoribbons.53

Note that no overpotential value is shown if the reaction at
that site was a side reaction not contributing to the four-step
OER. We observed two possible side reactions: the breaking of
OOH and the formation of adsorbates at two sites a and b, that

Table 1. OER Modeling Results for SWNT-Based and GRA-Based Systems: Lowest Calculated Overpotential (ηOER),
Potential-Determining Step (PDS), and the Site’s Neighbor Number (nn) Relative to the Nearest Defecta

SWNT-based GRA-based

system ηOER (V) PDS nn ηOER (V) PDS nn

Main Set of 11 Systems

(a) pristine 1.17 3 na 1.37 1 na

(b) graphitic N1 0.43 2 2 0.58 1 3

(c) graphitic N2 0.46 3 2 0.70 3 3

(d) pyridinic N1V1 0.73 3 2 0.64 3 3

(e) pyrrolic N1V1 0.85 3 3 b

(f) pyridinic N3V1 0.58 2 2 0.51 2 2

(g) pyridinic N4V2 1.10 3 2 0.62 2 2

(h) Stone−Wales pyrrolic N1a 0.51 3 0 0.64 3 0

(i) Stone−Wales pyrrolic N1b 0.45 2 0 0.43 3 2

(j) oxidized pyridinic N1V1O1 0.44 3 2 0.60 3 3

(k) protonated pyrrolic N1V1H3 0.68 3 1 0.93 3 1

Additional Systems

Set 1:

Only Vacancies or Stone−Wales Rotation (No N)

(l) V1 1.03 3 3 *

(m) V2 1.38 3 8 *

(n) Stone−Wales 1.12 3 8 *

Set 2: Pyridinic N1,3V1

Effect of Protonation of Pyridinic N Atom(s) and/or C Vertex Atom(s)

(o) protonated pyridinic N1V1H1 0.95 3 2 *

(p) protonated pyridinic N1V1H3 0.63 3 1 *

(q) one protonated pyridinic N3V1H1 1.09 3 2 *

(r) three protonated pyridinic N3V1H3 0.67 3 1 *

aBold or italic text corresponds to those systems found to be OER highly active (defined here as a system/site with ηOER < 0.50 V) or active (ηOER

= 0.50−0.59 V), while normal text corresponds to inactive systems (ηOER ≥ 0.60 V). “*” marks those systems for which OER calculations were not
performed. The labels (a−k) are shown for easy reference to the SWNT- and GRA-based structures shown in Figures 1 and S1, respectively, where
the lowest ηOER are circled. bThis system (Figure S1, panel (e)) differs from the one directly above (Figure S1, panel (d)) by merely a clockwise
rotation of 120° and thus is essentially identical.
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is, *aOOH→ *
aO + *

bOH; or rarely, the breaking of OH, that
is, *aOH → *

aO + *
bH. Note that these side reactions only

occurred in a few cases, mainly on the systems containing
vacancies, in the active region in the vicinity of the vacancy (or
vacancies). This is likely due to the stronger electric fields
present given the larger partial charges in those systems. Such
side reactions may result in increased coverage by *OH or *O
and possibly increased reactivity at other sites. We are in the
process of examining the possible cooperative effect of such
nonzero coverage. This work will appear in a future
publication. Since the adsorbates were in practice negatively
charged (due to donation of electronic charge from elsewhere
in the overall neutral systems), adsorption and reaction at C
sites were overwhelmingly preferred. Only in one or two cases
were adsorption and reaction at an N site observed. Moreover,
the analysis showed that the activity at the N sites was not
favorable.
From Table 1 it is seen that the best performing SWNT-

based systems were the graphitic nitrogen systems (0.43 and
0.46 V, Figure 1b,c), the oxidized pyridinic nitrogen system
(0.44 eV; Figure 1j), and the Stone−Wales pyrrolic nitrogen
systems (0.45 and 0.51 V, Figure 1h,i). The ordering of the
GRA-based systems was different. The graphitic nitrogen
systems exhibited lower reactivity due to weaker attachment
energies of the intermediates. The best performing system was
the Stone−Wales pyrrolic nitrogen system (0.43 V, Figure
S1i). Next in order of activity was the pyridinic nitrogen N3V1

system (0.51 V, Figure S1f). The effect of codoping with
oxygen warrants particular discussion. Considering the SWNT-
based systems, the oxidized pyridinic nitrogen system (over-
potential of 0.44 eV; Figure 1j) exhibits much improved
performance over the unoxidized pyridinic nitrogen system
(overpotential of 0.73 eV; Figure 1d). Other researchers have
also found that O-doped or N,O-codoped nanotubes result in
good OER performance.28,35

3.3. OER Energy Step Diagrams and Structures of
Intermediates. Based on the attachment energies, the OER
free energy step diagrams of the four-step OER process
(ΔG1−4) were constructed. Figures 2−34 present the step
diagrams for the three best performing SWNT-based systems
and sites: graphitic N1, Stone−Wales pyrrolic N1b, and oxidized
pyridinic N1V1O1. (The step plots for the SWNT-based
pristine, graphitic N2, and pyridinic N3V1 and also for all the
corresponding GRA-based systems are shown in Figures S12−
S14 and S2−S7, respectively.) The PDS (most often the
second or third step) and ηOER (1.17 V for the pristine system
and about 0.4−0.5 V for the best performing systems) are also
shown, as are structures and sometimes the C-site’s outward
radial movement due to change from sp2 to sp3 hybridization
upon formation of the covalent bond to the adsorbate atom.
As mentioned, with a few exceptions, the mechanisms and

geometries of the corresponding intermediates were similar on
all the SWNT-based systems. Both OH and OOH attach via a
single bond to the C atom (“top” or “t” site adsorption), whose
change in coordination and hybridization causes it to rise from
the surface by about 0.4−0.5 Å for both adsorbates. The nearly
identical change of the underlying structure (in most cases) in
both OH and OOH adsorption helps rationalize the nearly
perfect scaling observed between these intermediates’
adsorption energies (see below). OH attaches vertically,
while OOH attaches in a vertical fashion but with a structure
reminiscent of peroxide.

While OH and OOH undergo top site adsorption, O can
also adsorb on a “bridge” site, which on our zigzag SWNT-
based systems can be an “axial bridge” site (“ba” site) or a
quasicircumferential bridge site (“bqc” site). Note that on the
GRA-based systems, the two directions are equivalent
(although the Stone−Wales defective systems do impose an
effective directional or axial symmetry), and thus a bridge site
in the GRA-based is labeled simply as a “b” site. In general, the
GRA-based systems’ behavior was very similar in terms of
structures of intermediates. However, as mentioned, the
attachment energies were usually weaker.

3.4. OER Scaling Relation. As discussed by Hessels et
al.,54 Man et al.,42 and others, a scaling relation in adsorption
energies or free energies, ΔG*OOH = ΔG*OH + 3.2 ± 0.2 eV,54

Figure 2. Calculated OER free energy step diagram (red line) for the
graphitic N1−SWNT system for the site shown circled in Figure 1b.
The dotted black line shows for comparison the step diagram for the
ideal case where each step is 1.23 eV. The insets show the structures
and some interatomic distances of the *OH, *O, and *OOH
intermediates, and the Δr values are the radial displacements of the
underlying C atom(s) upon adsorption of the intermediate. The
potential-determining step (PDS) and the corresponding over-
potential ηOER are also indicated. For this figure and the subsequent
four figures, the corresponding GRA information is shown in Figures
S5−S10 of the SI.

Figure 3. Calculated OER free energy step diagram for the Stone−
Wales pyrrolic N1b−SWNT system for the site shown circled in Figure
1i. Otherwise similar to Figure 2.
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between related intermediate chemical species binding to the
same site can often be expected. We observed a nearly perfect
scaling of the energy of the first and third intermediates, with
less than 1% deviation in the slope or intercept of the linear
relation ΔG*OOH = ΔG*OH + 3.3 eV, both when all sites were
plotted and when just the best sites on each system were
plotted, as seen in Figure 5a,b for SWNT- and GRA-based
systems (see the SI for additional systems and sites). The very
few systems and sites with somewhat larger deviations (not
included in the fits) occurred in the few rare cases where an N
atom site served as the OER site (the predicted overpotential
of such a site was high) or in the GRA-based systems, which
contained a vacancy and thus more structural flexibility since
relative changes in geometry and chemical environment of a
site of the *OOH intermediate compared to the *OH
intermediate can cause deviations in the scaling relation.
3.5. Attachment Energies of *OH and *O Intermedi-

ates Resulting in High Activity: Examination of Energy
Clustering. The effect of N-doping is to induce small positive
charges in the neighboring C atoms of about 0.1e (Hirshfeld
population analysis; see Table S3), allowing them to better
bond the initial intermediate, *OH (and often also the
subsequent *O and *OOH intermediates since this depends
also on scaling relations42). This occurs since the intermediates
have small negative partial charges donated by the carbon
system. Recall that the modeling is performed in an overall
neutral cell, thus simulating electrochemistry only in an
approximate sense, with the assumption that the negative
charge from the OH− is instantaneously conducted away.
However, there are still small negative partial charges on the
intermediate moieties. Since Sabatier’s principle requires an
attachment energy for all intermediates that is not overly
attractive (i.e., a spacing of 1.23 eV between the attachment
free energies of subsequent intermediates), sites other than the
ones with the largest positive partial charge may be more
efficient for the overall OER reaction.
Owing to the scaling relation, only two of the energies of the

three intermediates are independent. The analysis is facilitated
by choosing the energies of the *OH and *O intermediates.
Even better is selection of the descriptor energy, the linear
combination ΔG*O − ΔG*OH and the energy of the first
intermediate, ΔG*OH. Figure S13 presents a plot of ΔG*OH as a

function of ΔG*O − ΔG*OH. It is seen that for both SWNT-
based and GRA-based systems, the “highly active” systems are
clustered in the box defined by ΔG*O − ΔG*OH = 1.65 ± 0.14
eV, ΔG*OH = 1.06 ± 0.69 eV. The second condition indicates
that the intermediate *OH cannot be too weakly bound
(points for the weakly bonding systems/sites, including the
pristine system and far sites, are located at the upper left
regions of the plots, at more positive ΔG*OH). Nevertheless,
there is a significant variation possible in ΔG*OH, which can
still result in high activity. The range in the energy difference as
defined in the descriptor, however, is more restrictive and
therefore predictive of performance (thus the descriptor is
used in presenting the activity graphically via a volcano plot;
see below).
Compared to the nanotube-based systems, the main

qualitative difference in the graphene-based systems was the
lack of an axis, which led to more symmetry and often altered
the reconstruction of the bare systems, as discussed above. The
adsorption energies were usually about 10−20% less attractive,
often resulting in a lowered OER reactivity. The stronger
adsorption in the nanotube-based systems compared to the
corresponding graphene-based systems can be attributed to
rehybridization and polarization/shift of electronic density to
the nanotube’s outer surface that occurs when graphene is
rolled to form the nanotube. Furthermore, the strength of
adsorption of a number of species on the nanotube outer wall

Figure 4. Calculated OER free energy step diagram for the oxidized
pyridinic N1V1O1−SWNT system for the site shown circled in Figure
1j. Otherwise similar to Figure 2.

Figure 5. Energy scaling in (a) SWNT-based systems (11 main
systems) and (b) GRA-based systems (10 main systems). Only the
best and far sites are shown for each system. It is seen that ΔG*OOH =
ΔG*OH + 3.3 eV to an excellent approximation. See text for details.
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has been found to be correlated with increasing nanotube
curvature (see, e.g., refs 46 and 70−72).
3.6. OER Volcano Plots. The OER activity in the form of

the overpotentials on the SWNT- and GRA-based systems was
presented in Table 1. Graphical representations of the OER
activity on the SWNT- and GRA-based main systems are
shown in Figure 6a,b (five additional SWNT-based systems

exploring defects without the presence of nitrogen or
protonation of pyridinic N sites are shown in Figure S14;
these modifications worsen the activity). The best performing
systems are seen in the insets of the volcano plots. While
neither ΔG*OH nor ΔG*O is a predictor of good activity, the
descriptor, ΔG2 = ΔG*O − ΔG*OH, which is plotted on the
abscissa, is a good predictor of high activity. For example, all
well-performing systems have ΔG2 ∼ 1.65 ± 0.14 eV.

4. OUTLOOK

The scaling relation of the single-site WNA mechanism54

between the *OH and *OOH intermediates is found to hold
for the SWNT- and GRA-based systems we have considered,
and our best calculated OER overpotentials are near the peak

of the volcano plot (∼0.42 V) predicted by this relation. Thus,
although the nanocarbon-based systems in this work may fulfill
three of the four criteria outlined in the Introduction
(composed of earth-abundant materials, ease of manufacture,
and stability, as determined in experiments), the additional
criterion of a much lower overpotential remains a challenge.
This finding is in line with previously published work, either
experimental or theoretical OER studies of the metal-free
nanocarbon systems, which shows similar limiting behavior in
that calculated or measured overpotentials less than 0.3−0.4 V
have not been obtained (see Table S1).
The search for an OER catalyst with much improved

performance is ongoing. Some recent examples are attempts to
favorably tune the relative free energies of intermediates with
the use of dopant or codopant atoms (sometimes Au) in metal
oxides73,74 and nanocarbon systems,75 possibly achieving high
performance by tuning both the intrinsic activity while
simultaneously raising the geometric activity.76 A second
possible approach to “break the scaling relation” and
substantially reduce the overpotential would be to construct
a catalyst with greater electronic or structural flexibility. The
low overpotentials of 0.21 and 0.32 eV obtained in calculations
on two cluster models of the biological oxygen-evolving
complex in photosystem II are attributed to the structural
flexibility and also the electronic flexibility in the form of
multiple accessible oxidation states of metal atoms in the Mn-
containing cluster.45 The recent work of one of us on covalent
functionalization of CNTs with active groups chelating an Ni
atom active site is a step in the direction of utilizing the
torsional flexibility of the functional groups.19 Yet a third
alternative is design of a catalyst where OER can occur via a
two-site ROC mechanism,54 see, for example, ref 12. The
outlined approaches may allow realization of an electrocatalyst,
which goes beyond the scaling-based limitation. Such a large
reduction in overpotential is highly desirable since it can
improve catalyst performance by many orders of magnitude.4

5. CONCLUSIONS

We have used the thermodynamic model in conjunction with
DFT attachment energies of intermediates to perform an
extensive examination of active OER sites in SWNT and GRA
systems with various nitrogen-doping functionalities (graphitic,
pyridinic, or pyrrolic) and defect structures. Introduction of
0.3−1% nitrogen, sometimes in conjunction with simple
defects such as vacancies and Stone−Wales rotations, led to
substantial improvement in the OER activity of the initially
relatively inactive pristine carbon systems. For example, in the
case of the SWNT-based systems, while the pristine system
yielded a predicted overpotential of 1.17 V, the same system
doped with a single graphitic nitrogen atom resulted in a
nearest-neighbor activated carbon atom with a predicted
overpotential of 0.43 V. Codoping with oxygen, via oxidation
of a pyridinic nitrogen, also yielded good results (overpotential
of 0.44 V), as did the Stone−Wales system with a pyrrolic
nitrogen atom (0.45 V). The graphene-based systems yielded
similar though often somewhat worse results. We further
confirmed that the four-step single-site WNA mechanism54

was appropriate for modeling OER on these systems, with in
most cases the second step, formation of *O, or the third step,
formation of *OOH, being the potential-determining step.
Following the initial screening results of this study, our

companion DFT study of OER kinetic barriers on N-doped
SWNTs with inclusion of explicit solvent77 shows that

Figure 6. Volcano plots for OER on (a) SWNT-based systems (11
main systems) and (b) GRA-based systems (10 main systems). The
inset shows the region of best performance. Only the best site or sites
are shown for each system (multiple nonequivalent sites existed
because in a few cases more than one site per system exhibited good
OER performance in the form of a low overpotential, i.e., ηOER ≲ 0.5
V). The most highly active systems/sites are highlighted.
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inclusion of explicit solvent, while essential for determining
kinetic barriers, does not qualitatively alter the thermody-
namics (e.g., OER mechanism, structures and attachment
energies of intermediates, potential-determining step, or active
site). However, the OER kinetic barriers in systems/catalytic
sites where the thermodynamics analysis predicts similar
activity and overpotentials may occasionally differ,77 and the
effective overpotentials including the kinetic barriers may be
altered. Thus, while the thermodynamic approach is useful for
screening, it should be followed by calculations including
explicit solvent and kinetic barriers.
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