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Abstract. We define the extremal length of horizontal vector measures on a Carnot
group and study capacities associated with linear sub-elliptic equations. The coincidence be-
tween the definition of thep-module of horizontal vector measure system and two different
definitions of thep-capacity is proved. We show the continuity property of ap-module gen-
erated by a family of horizontal vector measures. Reciprocal relations between thep-capacity
andq-module(1/p + 1/q = 1) of horizontal vector measures are obtained. A peculiarity of
our approach consists of the study of the above mentioned notions in domains with an intrinsic
metric.

1. Introduction. The concept of the extremal length and the module of a family of
curves goes back to Grötzsch, Beurling, and Ahlfors [1, 16]. In 1957 Fuglede [14] has intro-
duced thep-module of a measure system. These notions play an important role and have a lot
of applications in analysis and potential theory. An interest to non-linear elliptic equations has
inspired a more general notion of the module of a family of curves and the capacity associated
with this type of equations [2, 19, 20, 21, 26].

Recently, analysis on Carnot groups (the simplest example of which is the Heisenberg
group) has been developed intensively. The fundamental role of such groups in analysis was
pointed out by Stein [34], in his address to the International Congress of Mathematicians in
1970, see also his monograph [35]. Briefly, a Carnot group is a simply connected nilpotent
Lie group, whose Lie algebra admits a grading. There is a natural family of dilations on the
group under which the metric behaves like the Euclidean metric under the Euclidean dila-
tion [7, 13]. An analysis on homogeneous groups is a test ground for the study of general
sub-elliptic problems arising from vector fieldsX1, . . . , Xk satisfying the Hörmander hy-
poellipticity condition [22]. An important motivation for the study of quasilinear sub-elliptic
equations of the second order comes from the theory of quasiconformal and quasiregular
mappings on stratified nilpotent groups [8, 15, 18, 31, 39]. Quasilinear sub-elliptic equations
generate the interest to a concept of the capacity and extremal length, associated with this
type of equations. The foundation of the theory of quasilinear sub-elliptic equations and non-
linear potential theory can be found in the papers [3, 4, 5, 9, 12, 17, 28, 29] and the references
therein.

In the present work, based on ideas of [2], we define a horizontal vector measure on a
Carnot group. The non-Riemannian geometry of the group and the properties of sub-elliptic
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equations make us to introduce some natural modifications for the definition of measure sys-
tems. We prove the continuity property of thep-module of a family of curves, associated with
thep-module of horizontal vector measures. We show the equivalence of two different defini-
tions of thep-capacity, associated with sub-elliptic equations, and coincidence between them
and thep-module of a measure system. Other relations among the extremal length of hori-
zontal vector measures and capacity of a condenser are considered. Our approach to defining
boundary values of functions on some ideal boundary, that differs from the Euclidean one,
is based on results of [37, 38]. This boundary is obtained as a result of completing the do-
main with respect to the intrinsic metric. This approach allows us to distinguish edges of cuts
and due to this fact thep-modules andp-capacities may take different values. In the next
paragraph the reader finds explicit definitions and detailed formulations of main results.

2. Definitions and statement of the results. Let G be a simply connected nilpotent
Lie group andG its Lie algebra. We identifyG with TeG, the tangent space at the identitye,
in a natural way: A tangent vectorX ∈ TeG corresponds to the left invariant vector field for
whichX(q) = Lq∗X, whereLq is the left translation byq ∈ G. Let us denote by[U,V ] the
subspace ofG generated by elements[X,Y ] = XY − YX whereX ∈ U , Y ∈ V . We suppose
that the Lie algebra splits into the direct sum

G = V1 ⊕ V2 ⊕ · · · ⊕ Vm ,

[V1, Vk] = Vk+1 , k = 1, . . . ,m − 1 , [V1, Vm] = {0} .
(2.1)

We call the underlying spaceV1 the horizontal space. Let X11, . . . X1n1, n1 = dimV1, be
a basis ofV1. It generates a basis{Xij } of the Lie algebraG, Xij ⊂ Vi , i = 1, . . . ,m,
j = 1, . . . , ni = dimVi , according to (2.1).

It is known (see, for instance [13]) that for a simply connected nilpotent Lie groupG
with the Lie algebraG the exponential map exp: G → G is a global diffeomorphism. Thus
we can identify the elementsx of the groupG with the elementsx of the algebraG, and so,
with x ∈ RN , N = ∑m

i=1 dimVi , by the exponential mapx = exp(
∑

xijXij ). The numbers
x = (xij ), 1 ≤ i ≤ m, 1 ≤ j ≤ dimVi = ni , are called the coordinates of the pointx.
There is a natural group of dilations, which is defined by the ruleδrx = (rixij ), 1 ≤ i ≤ m,
1 ≤ j ≤ ni . The quantityQ = ∑m

i=1 i · ni is called thehomogeneous dimension of the group
G. It is easy to see thatd(δrx) = rQdx. If we denote bydx the Lebesgue measure onG, then
dx ◦exp−1 is a biinvariant Haar measure onG. We use the symbol mes(E) to denote the Haar
measure of a measurable setE ∈ G: mes(E) = ∫

E dx.
We fix a quadratic form〈·, ·〉 on V1, such that〈X1i (x),X1j (x)〉 = δij at every point

x ∈ G. For a vectorξ ∈ V1 we shall use the notation|ξ | = 〈ξ, ξ〉1/2. An absolutely
continuous curveγ : [0, b] → G is said to behorizontal if its tangent vector (if exist)
γ ′(t) lies in the horizontal space, i.e., there exist functionsaj (s), s ∈ [0, b], such that
γ ′(s) = ∑n1

j=1 aj (s)X1j (γ (s)). A result by [6] implies that one can connect two arbitrary
pointsx, y ∈ G by a horizontal curve. Then the length of a horizontal curveγ is defined by
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the formula

l(γ ) =
∫ b

0
〈γ ′(s), γ ′(s)〉1/2 ds =

∫ b

0

( n1∑
j=1

|aj (s)|2
)1/2

ds .

The Carnot-Carathéodory distancedc(x, y) is the infimum of the length over all horizontal
curves connectingx andy ∈ G. In fact, the Carnot-Carathéodory distance does not give a
metric, for it does not need to satisfy the triangle inequality, but satisfied only its weak form:
dc(x, y) ≤ C(dc(x,w) + dc(w, y)). Non-horizontal curves can be said to have infinite arc
length [24]. Thus, from now on, we work only with horizontal curves.

We call any smooth function| · | : G\ {e} → (0,∞) satisfying|δrx| = r|x| and|x−1| =
|x|, a homogeneous norm on G. The homogeneous norm defines the distance byd(x, y) =
|x−1y|, which is equivalent to the Carnot-Carathéodory distance. We choose a homogeneous
norm that satisfies the triangle inequality:|x−1y| ≤ |x| + |y| (for the construction, see [35]).

EXAMPLE 1. The Euclidean spaceRn with the standard structure is an example of
the Abelian group: the exponential mapis the identity and the vector fieldsXi = ∂/∂xi ,
i = 1, . . . , n, have only trivial commutative relations and form the basis of the corresponding
Lie algebra.

EXAMPLE 2. The simplest example of a non-Abelian group is the Heisenberg group
Hn. The underlying space ofHn is R2n+1 with the group law of multiplication defined as

(x, t)(x ′, t ′) =
(

x + x ′, t + t ′ + 2
n∑

i=1

(xn+j x
′
j − xjx

′
n+j )

)
, x, x ′ ∈ R2n , t, t ′ ∈ R .

The Lie algebraG of the Heisenberg groupHn is generated by the left-invariant vector fields
Xj = ∂/∂xj + 2xn+j ∂/∂t, Xn+j = ∂/∂xn+j − 2xj∂/∂t, 1 ≤ j ≤ n, andT = ∂/∂t. There
are nontrivial commutative relations[Xj,Xn+j ] = −4T , 1 ≤ j ≤ n. The vector fieldsXj ,
j = 1, . . . , 2n, form a basis of the horizontal vector spaceV1, span{T } = V2, and the Lie
algebraG of the Heisenberg group is represented as the sumG = V1 ⊕ V2. The required
homogeneous norm is given by|x| = ((

∑2n
j=1 x2

j )2 + t2)1/4. The homogeneous dimensionQ

is equal to 2n + 2.
We define an absolutely continuous function on curves of the horizontal fibration. For

this we consider a familyX of horizontal curves that forms a smooth fibration of an open set
U ⊂ G. Usually, one can think of a curve� ∈ X as an orbit of a smooth horizontal vector
field X ∈ V1. If we denote byϕs the flow associated with this vector field, then the fiber is
of the form�(s) = ϕs(x). Here the pointx belongs to the surfaceS which is transversal to
the vector fieldX. The parameters ranges over an open intervalJ ∈ R. One can assume that
there is a measured� on the fibrationX of the setU ⊂ G. The measured� onX is equal to
the inner product of the vector fieldX ∈ V1 and a biinvariant volume formdx. The measure
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d� satisfies the inequality

k0 mes(B(x,R))
Q−1
Q ≤

∫
�∈X , �∩B(x,R) 
=∅

d� ≤ k1 mes(B(x,R))
Q−1
Q

for sufficiently small ballsB(x,R) ⊂ U with constantsk0, k1 that do not depend on a ball
B(x,R) (for more information see, for instance, [25, 36]).

DEFINITION 2.1. LetD be a domain (open connected set) onG. A functionu : D →
R, is said to beabsolutely continuous on lines (u ∈ ACL(D)) if for any domainU , Ū ⊂ D,
and any fibrationX defined by a left-invariant vector fieldX1j , j = 1, . . . , n1, the function
u is absolutely continuous on� ∩ U with respect to theH1-Hausdorff measure ford�-almost
all curves� ∈ X .

The derivativesX1ju, j = 1, . . . , n1, exist almost everywhere inD for such func-
tion u [25]. If they belong toLp(D), p ≥ 1, for all X1j ∈ V1, thenu is said to be from
ACLp(D). A result from [27, 32] implies that anACLp-function is absolutely continuous
onp-almost all horizontal curves.

A function u : D → R, D ⊂ G, is said to belong to the Sobolev spaceL1
p(D) if

its distributional derivativesX1ju along the horizontal vector fieldsX1j , j = 1, . . . , n1,
exist, i.e., the equality

∫
D X1ju ϕ dx = ∫

D uX1jϕ dx holds for all ϕ ∈ C∞
0 (D) and the

seminorm‖u | L1
p(D)‖ = (

∫
D |∇0u|p(x)dx)1/p is finite. Here∇0u = (X11u, . . . , X1n1u)

is the horizontal gradient of u and|∇0u| = (
∑n1

j=1 |X1ju|2)1/2. If the functionu belongs to

L1
p(D), then there exists a functionv ∈ ACLp(D) such thatu = v almost everywhere.

We define an intrinsic metricdD(x, y) on D, x, y ∈ D. We putdD(x, y) = inf{l(γ );
whereγ (t) are horizontal curves such thatγ (t) ∈ D for all t ∈ [0, 1], γ (0) = x, γ (1) = y}.
Consider the metric spaceD = (D, dD) and the identical mappingπ : D → D, π(x) = x,
x ∈ D. The sequenceπ(xl), l ∈ N, is a Cauchy sequence inD when{xl}, l ∈ N, is such
in D. Therefore, the sequenceπ(xl) converges to a point either insideD or at the boundary
∂D = D̄ \ D of D (D̄ is the closure ofD). In the first case, the original sequence converges
to some pointx ∈ D. In the latter case, the sequence{xl}, l ∈ N, has no limit inD. By
Hausdorff’s theorem, we cancomplete the metric spaceD. Let D̃ be a completion; as a
result, we add toD some ideal elements which are the limits of Cauchy (inD) sequences
corresponding to the latter case. We call the set∂D̃ = D̃ \ D the ideal boundary of D and
assume this set to be compact. For a domainΩ such thatΩ̄ ⊂ D, the boundaries (the closure)
of Ω in the metric spaces(G, d(x, y)) and(D̃, dD(x, y)) coincide.

Together with the Sobolev space onD we define the Sobolev spaceL1
p(D̃) on D̃ as the

completion of the classC(D̃) ∩ L1
p(D) with respect to the norm‖ · | L1

p(D)‖. (HereC(D̃)

is the space of functions continuous onD̃.) Obviously, the restrictions of functions inL1
p(D̃)

to D belong to the Sobolev classL1
p(D). Formally this imbedding is induced by the identical

mappingi : D → D̃, i(x) = x, x ∈ D, in accordance with the conventioni	 = f ◦ i (see
the properties of the Sobolev spaces in [4, 5, 38]).
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Let Ω ⊂ D be an open subset in the complete metric spaceD̃ equipped with the in-
trinsic metricdD(x, y). It is possible that the closurēΩ coincides with the whole spacẽD.
Henceforth, the closurēΩ is taken in the metricdD(x, y) and∂Ω is the boundary ofΩ in the
metric spacẽD.

Let A(x) = (aij (x)), x ∈ Ω , be a positive definite symmetric(n1 × n1)-matrix, with
measurable componentsaij (x), such that

α−1|ξ | ≤ 〈Aξ,Aξ〉1/2 = |Aξ | ≤ α|ξ |(2.2)

for anyξ ∈ V1 ⊂ G and some constantα ≥ 1. LetB(x) = (bij (x)) be the inverse matrix
to A(x). The matrixB(x) satisfies the inequality (2.2). One can associate with the matrix
A a second order sub-elliptic operator− divA2(x)∇0 = − ∑n1

j=1 X1j (x)A2(x)∇0, where
∇0u = (X11u, . . . , X1n1u) for any smooth functionu. If A is the unit matrix, then we obtain
the sub-Laplacian on the Carnot group.

We recall the definition of thep-module of a system of measures [14]. Letf be a non-
negative Borel measurable function andµ be a non-negative Borel measure. If

∫
f dµ ≥ 1,

then we say that the functionf is admissible for the measureµ. Let E be a system of non-
negative Borel measures. Iff is admissible for allµ ∈ E , then we denote byFM(E) the set
of admissible functions for the module of the system of measuresE . The quantity

Mp(E) = inf

{∫
f pdx ; f ≥ 0, f ∈ FM(E)

}

is called thep-module of E .
Now we define thep-module of a system of vector measures which is related to the

stratified structure of the Lie algebra of the Carnot group. Letµ = (µ1, . . . , µn1) be a vector
measure whose componentsµi are signed measures defined for sets fromG. We call these
measureshorizontal vector measures because the dimension of each vector measure is equal
to n1 and coincides with the dimension of horizontal vector spaceV1 ⊂ G. We define the
total variation|µ| of µ by |µ|(E) = sup

∑
j (

∑n1
i=1 µ2

i (Ej ))
1/2 for Borel setsE, where the

supremum is taken over all finite partitions ofE into Borel setsEj . The total variation|µ|
is a non-negative measure. We give the definition of exceptional sets of horizontal vector
measures.

DEFINITION 2.2. LetM be a set of vector measuresµ. We put|M| = {|µ| ; µ ∈
M}

. If Mp(|M|) = 0, then we say thatM is p-exceptional. If a statement with respect to
vector measures fails only for ap-exceptional systemM, then we say that it holdsp-almost
everywhere.

Let D ⊂ G and (D̃, dD(x, y)) be a complete metric space with the intrinsic metric
dD(x, y). Let Ω be a domain oñD, K0 andK1 be closed non-empty disjoint sets such that
K0 ∩ Ω̄ 
= ∅ andK1 ∩ Ω̄ 
= ∅. It is not excluded that̄Ω = D̃. We call the triplet(K0,K1; Ω)

the condenser. Let�a, b� be an interval of one of the following types:[a, b], [a, b), (a, b], or
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(a, b). We let

Γ = Γ (K0,K1; Ω) = {γ ; γ (�a, b�) ∩ Ki 
= ∅, i = 0, 1, andγ (t) ∈ Ω, t ∈ (a, b)}
and callΓ (K0,K1; Ω) the family of curves that connect the compactsK0 andK1 in the
domainΩ . Now we give two different definitions of theAp-capacity of a condenser.

DEFINITION 2.3. Denote byFC(K0,K1; Ω) the class of admissible functionsu ∈
ACLp(Ω) such thatu(x) → 0 asx → K0 ∩ Ω̄ alongp-almost all curves fromΓ (K0,K1; Ω)

andu(x) → 1 asx → K1 ∩ Ω̄ alongp-almost all curves fromΓ (K0,K1; Ω). We define the
Ap-capacity of the condenser(K0,K1; Ω) to be

capAp
(K0,K1; Ω) = inf

{∫
Ω

|A∇0u|p dx ; u ∈ FC(K0,K1; Ω)

}
.

DEFINITION 2.4. Let FC	(K0,K1; Ω) be the class of admissible functionsu ∈
ACLp(Ω) such thatu(x) = 0 on the intersection ofΩ with a neighborhood ofK0 and
u(x) = 1 on the intersection ofΩ with a neighborhood ofK1. We define theA	

p-capacity to
be

cap	Ap
(K0,K1; Ω) = inf

{∫
Ω

|A∇0u|p dx ; u ∈ FC	(K0,K1; Ω)

}
.

We will prove the equivalence of Definitions 2.3 and 2.4 in domains with the intrinsic
metric.

THEOREM 2.1. Let Ω be a bounded domain in a complete metric space (D̃, dD(x, y)),
D ⊂ G equipped with the intrinsic metric dD(x, y). Then,

capAp
(K0,K1; Ω) = cap	Ap

(K0,K1; Ω) .

Capacities associated with sub-elliptic equations were studied in [4, 5, 9, 10, 28, 29, 30].
Now we give the definition of theAp-module of a system of horizontal vector measures

correlated with Definitions 2.3 and 2.4. Letζ(x) = (ζ1(x), . . . , ζn1(x)) be a vector valued
function. If

∫ |ζi |d|µi | < ∞ for all i, then we define
∫
ζdµ = ∑n1

i=1

∫
ζiµi . We denote by

FM(µ) a class of functionsζ(x) such that
∫
ζdµ ≥ 1. If ζ ∈ FM(µ) for all µ ∈ M, then

we writeζ ∈ FM(M) and callζ(x) an admissible function for the systemM.

DEFINITION 2.5. Letξ = (ξ1, . . . , ξn1) be a vector valued function and letM denote
a family of complete horizontal vector measures onΩ ⊂ D̃. We define theAp-module by

MAp
(M) = inf

{∫
Ω

|Aξ |p dx; ξ ∈ FM(M) p-almost everywhere

}
.

We put the conditionp-almost everywhere to avoid nonsense. For example, let us choose
some horizontal vector fieldX1j , with orbit βi , and the Lebesgue measuredβi on βi . We
fix an arcC ⊂ βi of finite length. Let us consider the horizontal vector measure system
M = {(0, . . . , dβi |C, . . . , 0), (0, . . . ,−dβi |C, . . . , 0)}. There is no admissible vector-valued
functionξ for M. However, sinceMp(|M|) = 0, thep-exceptional set coincides withM,
and thereforeMAp

(M) = 0.
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For a familyΓ of horizontal curvesγ we naturally have horizontal vector measuresdγ ,
and measures|dγ | = 〈dγ, dγ 〉1/2. We writedΓ = {

dγ ; γ ∈ Γ
}

and|dΓ | = {|dγ |; γ ∈
Γ

}
. More generally, for a positive definite(n1×n1)-matrixQ(x) = (qij (x)) we put|Qdγ | =

〈Qdγ,Qdγ 〉1/2 and|QdΓ | = {|Qdγ |; γ ∈ Γ
}
.

We prove the next relations between theAp-capacity and theAp-module.

THEOREM 2.2. Let Ω be a domain in a complete metric space (D̃, dD(x, y)), D ⊂ G
equipped with the intrinsic metric dD(x, y). Then,

capAp
(K0,K1; Ω) = MAp

(dΓ ) = Mp(|B dΓ |) < ∞ for p ∈ [1,∞) .

We consider another family of horizontal vector measures. Let us denote by∇0C
	 =

∇0C
	(K0,K1; Ω) = {∇0u; u ∈ FC	(K0,K1; Ω)

}
.

THEOREM 2.3. Let 1/p + 1/q = 1. If cap	Ap
(K0,K1; Ω) > 0, then

cap	Ap
(K0,K1; Ω)1/pMBq

(∇0C
	)1/q = 1 .

In the case when cap	Ap
(K0,K1; Ω) = 0 we have MBq

(∇0C
	) = ∞.

Later we will use the following notation. LetK0 andK1 be compact sets from̃Ω, and
let K

j

0 and K
j

1 be sequences of compact sets such thatK0
0 ∩ K0

1 = ∅, K
j

0 ⊂ int Kj−1
0 ,

K
j

1 ⊂ int Kj−1
1 , K0 = ⋂∞

j=0 K
j

0 , andK1 = ⋂∞
j=0 K

j

1 .

THEOREM 2.4. Suppose that B(x) is uniformly continuous in a bounded domain Ω .
Then Mp(|B dΓ |) possesses the continuity property. Namely, if Γj = Γ (K

j

0 ,K
j

1 ; Ω), then

lim
j→∞ Mp(|B dΓj |) = Mp(|B dΓ |) .

3. Auxiliary lemmas. Here and in Sections 5 and 6 we will be working under the
assumption thatK0 andK1 are disjoint non-empty compacts in the closureΩ̃ of a domainΩ .
Moreover, letKj

0 andK
j

1 be sequences of closed sets such thatK0
0 ∩K0

1 = ∅, Kj

0 ⊂ int Kj−1
0 ,

K
j

1 ⊂ int Kj−1
1 , K0 = ⋂∞

j=0 K
j

0 , andK1 = ⋂∞
j=0 K

j

1 . We recall that notions of closure and

inner points are considered in the topology of the complete metric space(D̃, dD), D ⊂ G.
The next lemma in the case ofD̃ = Rn goes back to the work [33] and then has been

revised by Ohtsuka (see for instance [2]).

LEMMA 3.1. Let ρ ∈ Lp(D̃) be a positive lower semicontinuous function which is
continuous in Ω \ (K0 ∪ K1), Ω ⊂ D̃. For each ε > 0 we can construct a function ρ′ on Ω ,
ρ′ ≥ ρ, with the following properties:

(i)
∫
Ω

ρ′p dx ≤ ∫
Ω

ρp dx + ε.

(ii) Suppose that for each j there is γj ∈ Γ (K
j
0 ,K

j
1 ; Ω) such that

∫
γj

ρ′ |B dγ | ≤ α.

Then there exists γ̃ ∈ Γ (K0,K1; Ω) that satisfies the inequality
∫
γ̃ ρ |B dγ | ≤ α + ε.
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The proof of Lemma 3.1 on Carnot groups forB which is equal to the unit matrixI
can be found in [27]. For the caseB 
= I and for domains with intrinsic metric the proof is
essentially the same.

LEMMA 3.2. Suppose that U is a bounded domain in G. Let f ∈ Lp(U) and ε > 0.
Then there exists a continuous function f̃ such that

‖f − f̃ | Lp(U)‖ < ε .

PROOF. SetUn ⊂ Ūn ⊂ Un+1 ⊂ Ūn+1 ⊂ · · · ⊂ U the sequence of open sets that
exhaust the domainU . We putU−1 = U0 = ∅. For eachn we find a positive functionhn(x),
such thathn ∈ C∞

0 (Un+1 \ Un−2), |∇hn| ≤ 1/6, |hn(x)| ≤ 1/6 min{1, dist(x, ∂U)}. Then
the functionη(x) = ∑∞

n=1 hn(x) has the following properties
1. |∇η(x)| ≤ 1/2,
2. 0< η(x) ≤ 1/2 min{1, dist(x, ∂U)}.
Let y ∈ G, |y| ≤ 1, and 0< t < min{1, C, Ĉ} where the constantsC, C̃ will be made

more precise later. We define aC∞-map of the domainU onto itself byTt,y(x) = x · δtη(x)y.
We claim thatTt,y is a homeomorphism. Ify = 0, thenTt,0 is identity map. Lety 
= 0.
Since 0< η(x) ≤ 1/2 dist(x, ∂U) the mapTt,y transformsU to U . Let us show thatTt,y is
injective. Suppose that for somex andx ′ in U we haveTt,y(x) = Tt,y(x

′). Applying the left
translation and dilatation for the domainU we can assume that|x| = 1 andx ′ = 0, where 0
denotes the unity ofG. In this case we getxδtη(x)y = δtη(0)y or x = δtη(0)y(δtη(x)y)−1. A
homogeneous norm| · | and the Euclidean norm‖ ·‖ are connected by the inequalityC1‖x‖ ≤
|x| ≤ C2‖x‖1/m, x ∈ U , whereC1, C2 some positive constants (see, for instance [17]). We
deduce that

|x| = |δtη(0)y(δtη(x)y)−1| ≤ C2‖δtη(0)y − δtη(x)y‖1/m

≤ C2t
1/m|η(0) − η(x)|1/m|Pm−1(η(0), η(x), y, t)|1/m .

(3.1)

HerePm−1 is a polynomial of the orderm − 1, that depends onη(x), t , and coordinates of
the pointy. Since|y| ≤ 1, 0 < t ≤ 1 and 0< η(x) ≤ 1/2, we have|Pm−1| ≤ C3, where the
constantC3 depends only onm. We estimate|η(0)−η(x)| ≤ |x|/2 by the first property of the
functionη. Here|x| is the homogeneous norm ofx. Taking into account these estimates we
conclude that|x| ≤ C4t

1/m|x|1/m from (3.1). Since|x| = 1 for t < C0 = C−m
4 , we obtain

the contradiction.
Let us show thatTt,y is surjection. We denote byω(t) the curveδty. The intersection

ω(t) ∩ U is invariant under the mapTt,y because of the second property ofη(x). This shows
that the map is surjection.

The Jacobian matrix ofTt,y(x) is equal toI + t T̂ , whereI is the identity matrix and
elements of the matrix̂T depend ont, x, y,∇η(x), η(x). Thus the JacobianJ (Tt,y) is of the
form 1 + tH (t, x, y,∇η(x), η(x)), whereH is a polynomial. The properties of functionη,
the choice ofy, t , and the boundedness of the domainU , imply that maxx∈U |H | ≤ C5, where
the constantC5 depends only onm, and on the diameter ofU . If we chooseC̃ = 1/(2C5),
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then we haveJ (Tt,y) ≥ 1 − tC5 > 0 for t < C̃. This shows that the inverse mapT −1
t,y is

defined and smooth.
Let ϕ(y) be a nonnegativeC∞-function supported in the unit ball|y| < 1 such that∫

|y|<1 ϕ(y) dy = 1. Forf ∈ Lp(U) we define

ft (x) =
∫

|y|<1
f (xδtη(x)y)ϕ(y)dy =

∫
G

f (z)ϕ(δ(tη(x))−1(x
−1z))

dz

(tη(x))Q
.

The functionft (x) is aC∞-function in the domainU .
We show that‖ft −f | Lp(U)‖ → 0 ast → 0. Using the fact that continuous functions

with compact support are dense inLp(U) we obtain

‖f (xy) − f (x) | Lp(U)‖ → 0 as |y| → 0 .(3.2)

Sinceft (x) − f (x) = ∫
|y|<1(f (xδtη(x)y) − f (x))ϕ(y)dy and applying the Minkowski in-

equality, we deduce

‖ft − f | Lp(U)‖ ≤
∫

|y|<1
‖f (xδtη(x)y) − f (x) | Lp(U)‖ϕ(y)dy .

It follows that ‖ft − f | Lp(U)‖ → 0 ast → 0 from the property (3.2), the inequality
‖f (xδtη(x)y) − f (x) | Lp(U)‖ ≤ 2‖f (x) | Lp(U)‖, and the dominated convergence theo-
rem. �

THEOREM 3.1. Let Ω be a bounded domain in D̃, D ⊂ G. Let B(x) be uniformly
continuous on Ω \ (K0 ∪ K1) and C ⊂ FM(|B dΓ |) consist of continuous functions on
Ω \ (K0 ∪ K1). Then,

M = inf
ρ̂∈C

∫
Ω\(K0∪K1)

ρ̂p(x)dx = Mp(|BdΓ |) .(3.3)

PROOF. We denote byU the domainΩ \ (K0 ∪ K1). Let ε ∈ (0, 1/2). We choose a
functionρ ∈ FM(|B dΓ |) with∫

U

ρp(x)dx < ε + Mp(|BdΓ |) .(3.4)

Then, by Lemma 3.2, we can find a continuous functionρt in the domainU such that∫
U

ρ
p
t (x)dx < ε +

∫
U

ρp(x)dx .(3.5)

We claim that for a sufficiently smallt the function(1 + ε)2ρt (x) is admissible for
M(|B dΓ |).

The matrixB(x) is uniformly continuous. Ifx, y ∈ Ω \ (K0 ∪ K1) and d(x, y) ≤
dD(x, y) < ς(ε), then|B(x) − B(y)| < α−1ε. Hence, we obtain

|B(y)ξ | ≤ |B(x)ξ | + |B(x)ξ − B(y)ξ | ≤ |B(x)ξ | + α−1ε|ξ | ≤ (1 + ε)|B(x)ξ |(3.6)

from the property (2.2) for the matrixB.
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We estimate∫
γ

ρt (x) |B(x)dγ | =
∫

γ

∫
|y|<1

ρ(xδtη(x)y)ϕ(y)dy |B(x)dγ |

=
∫

|y|<1
ϕ(y)dy

∫
γ

ρ(xδtηy) |B(x)dγ | .
(3.7)

Let us fixy for a moment and consider the integral
∫
γ

ρ(xδtηy) |B(x)dγ |. We denote bỹγ the
image of the curveγ under the mapTt,y(x)|γ . We recall that the mapTt,y has the Jacobian
matrix of the formI + t T̂ , whereI is the identity matrix and elements of the matrixT̂ depend
on t, x, y,∇η(x), η(x). The properties of the functionη, the choice of|y| < 1, |t| < 1, and
the boundedness of the domainU imply that the norm ofT̂ is bounded by a constantC that
depends only onm, and on the diameter ofU . It is obvious, that the curvẽγ connects the
compactsK0 andK1. If the curveγ̃ is not horizontal and therefore it is not locally rectifiable,
then ∫

γ

ρ(xδtηy) |B(x)dγ | ≥ α−1
∫

γ

ρ(xδtηy) |dγ | ≥ 1

α(1 + tC)

∫
γ̃

ρ(γ̃ ) |dγ̃ | = ∞ .

Hereα is the constant from (2.2). If the curvẽγ is horizontal, theñγ ∈ Γ (K0,K1,Ω). We
chooset sufficiently small to satisfydD(x, xδtη(x)y) = |x−1xδtη(x)y| = tη(x) ≤ ς(ε) and
t < ε/C. Then we deduce∫

γ

ρ(xδtηy) |B(x)dγ | ≥ 1

1 + tC

∫
γ̃

ρ(z) |B(T −1
t,y (z))dγ̃ |

≥ 1

(1 + ε)2

∫
γ̃

ρ(γ̃ ) |B((z))dγ̃ | ≥ 1

(1 + ε)2

from (3.6).
Since

∫
|y|<1 ϕ(y)dy = 1 in (3.7), we conclude that(1 + ε)2ρt (x) ∈ FM(|BdΓ |). We

obtain

M = inf
ρ̂∈C

∫
Ω

ρ̂p(x)dx ≤ (1 + ε)2p

∫
Ω

ρ
p
t (x)dx ≤ (1 + ε)2p(2ε + Mp(|BdΓ |))

from (3.4) and (3.5). Sinceε andρ ∈ FM(|BdΓ |) were arbitrary, we getM ≤ Mp(|BdΓ |).
The reverse inequality is obvious and we have (3.3) as desired. �

4. Proof of Theorem 2.2. We split the proof into two steps.
Step 1. We show the inequalities

Mp(|BdΓ |) ≤ MAp
(dΓ ) ≤ capAp

(K0,K1; Ω) < ∞ .(4.1)

The setFC(K0,K1; Ω) is not empty and hence, capAp
(K0,K1; Ω) < ∞. Let us chooseu

fromFC(K0,K1; Ω). Since thep-module of a family of non-rectifiable curves vanishes [14],
we can assume that curves connecting compactsK0 andK1 are parameterized by the arc
length parameters ∈ I ⊂ R. We claimdu(γ (s))/ds = 〈∇0u(γ (s)), γ̇ (s)〉. Sinceγ is
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horizontal, we have the equality:

γ̇ (s) =
n1∑

j=1

aj (s)X1j (γ (s)) .(4.2)

In [23] one can find the following representation:Xij (y) = ∂/∂xij + ∑
l,k Pij,lk (y)∂/∂xlk,

i = 1, . . . ,m, j = 1, . . . , ni . HerePij,lk (y) are homogeneous polynomials of orderl − i,
that possess the following properties:

1) Pij,lk (0) = 0 , 2) Pij,lk(y) = 0 for l ≤ i , 3) Pij,lk (y) does not depend onyl′k′ for l′ ≥ l .

Hence, for horizontal vector fields we have

X1j (y) = ∂

∂x1j

+
∑
l≥2,k

P1j,lk(y)
∂

∂xlk

.(4.3)

Let us substitute in (4.2) the expression forX1j from (4.3). We then obtain

γ̇ (s) =
∑

1≤p≤m,1≤q≤np

γ̇pq(s)
∂

∂xpq

=
n1∑

j=1

aj (s)

(
∂

∂x1j

+
∑
l≥2,k

P1j,lk(γ (s))
∂

∂xlk

)
.

Comparing the coefficients at∂/∂xpq , we deduceaj (s) = γ̇1j (s), j = 1, . . . , n1, and
γ̇pq(s) = ∑n1

j=1 aj (s)P1j,pq (γ1(s), . . . , γp−1(s)) for p ≥ 2. Hereγi = (γi1, . . . , γini ) ∈ Vi .
Hence the tangent vectorγ̇ (s) has the formγ̇ (s) = (γ̇1(s), 0, . . . , 0) in the left-invariant basis
of the vector fieldsXij , i = 1, . . . ,m, j = 1, . . . , ni . We get

du(γ (s))

ds
=

n1∑
j=1

∂u

∂x1j

γ̇1j (s) +
∑

p≥2,q

∂u

∂xpq

γ̇pq(s)

=
n1∑

j=1

∂u

∂x1j

γ̇1j (s) +
∑

p≥2,q

∂u

∂xpq

·
n1∑

j=1

γ̇1j (s)P1j,pq (γ (s))

=
n1∑

j=1

(
∂u

∂x1j
+

∑
p≥2,q

P1j,pq(γ (s))
∂u

∂xpq

)
γ̇1j (s) = 〈∇0u(γ (s)), γ̇ (s)〉 .

Hence we have
∫
γ ∇0udγ = ∫

I 〈∇0u(γ (s)), γ̇ (s)〉ds = u(x1) − u(x0) = 1, wherex0 ∈ K0,
x1 ∈ K1, and the equality holds except for some exceptional family ofp-module zero. Thus,
∇0u ∈ FM(dΓ ) for p-almost all curves ofdΓ , andMAp

(dΓ ) ≤ ∫
Ω

|A∇0u|p dx. Taking
the infimum with respect tou, we obtain the second inequality of (4.1).

Now, letξ ∈ FM(dΓ ) p-almost everywhere. Then we have 1≤ ∫
γ

ξdγ = ∫
γ
AξBdγ

≤ ∫
γ |Aξ ||Bdγ |. So |Aξ | ∈ FM(|BdΓ |). Finally, we obtainMp(|BdΓ |) ≤ ∫

Ω |Aξ |p dx.
Sinceξ ∈ FM(dΓ ) was arbitrary, we have proved the first inequality of (4.1).

Step 2. To show

capAp
(K0,K1; Ω) ≤ Mp(|BdΓ |) ,(4.4)
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we choose a functionρ ∈ FM(|BdΓ |). For eachx ∈ Ω we assumeΓ x
0 to be the family of

curves starting atK0 and terminating atx. Let us define

u(x) = inf
γ∈Γ x

0

∫
γ

ρ|Bdγ | .(4.5)

We will construct an admissible function fromFC(K0,K1; Ω) making use of (4.5). First,
we prove thatu possesses the following properties:

(i) u ∈ ACLp(Ω).
(ii) The inequality

|A∇0u(x)| ≤ ρ(x)(4.6)

holds for almost all pointsx ∈ Ω .
(iii) lim u(x) = 0 asx → K0 alongp-almost all curvesγ ∈ Γ (K0,K1; Ω).
(iv) lim inf u(x) ≥ 1 asx → K1 alongp-almost all curvesγ ∈ Γ (K0,K1; Ω).
We have ∫

γ

ρ|Bdγ | ≤ α

∫
γ

ρ |dγ | < ∞(4.7)

from the property (2.2) for the matrixB. The finiteness of the last integral forp-almost all
curves follows from the properties of the measure system [14]. By the definition ofu(x) we
get

|u(x) − u(y)| ≤
∫

γ

ρ|Bdγ | ≤ α

∫
γ

ρ |dγ |(4.8)

for arbitrary pointsx, y ∈ γ . Let us fix a horizontal vector fieldX1j ∈ V1, j = 1, . . . , n1,
and denote byβj an orbit ofX1j . If we apply (4.8) toβj , we obtain thatu is absolutely
continuous alongp-almost all curves of horizontal fibration. Thus the horizontal derivatives
X1ju, j = 1, . . . , n1, exist for almost all points inΩ and satisfy the inequality|X1ju| ≤ αρ.
The assumptionρ ∈ Lp(Ω) implies that∇0u ∈ Lp(Ω).

To show (ii) we takex ∈ Ω , where∇0u(x) exists, and a horizontal vector fieldY (x),
|Y (x)| = 1. Then (4.8) implies

〈∇0u(x), Y (x)〉 = lim
h→0

u(x exphY (x)) − u(x)

h

≤ lim
h→0

1

h

∫ h

0
ρ(x exptY (x))|B(x exptY (x))Y (x)|dt

= ρ(x)|B(x)Y (x)|

(4.9)

for almost allx ∈ Ω . Now, choosingY (x) = A2∇0u(x)/|A2∇0u(x)|, we get〈
∇0u(x),

A2∇0u(x)

|A2∇0u(x)|
〉

≤ ρ(x)

∣∣∣∣B(x)
A2∇0u(x)

|A2∇0u(x)|
∣∣∣∣ = ρ(x)

∣∣∣∣ A∇0u(x)

|A2∇0u(x)|
∣∣∣∣ .

Since〈A2∇0u(x),∇0u(x)〉 = |A∇0u(x)|2, we have the property (ii).
Using the arc length parameters, we deduce 0≤ u(γ (s)) ≤ ∫

γ
ρ|Bdγ | ≤ α

∫ s

0 ρ |dγ | →
0 ass → 0 from (4.5) and (4.7). Thus, limu(x) = 0 asx → K0 alongγ .
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We prove (iv) by contradiction. Suppose that there exists a curveγ1 such thatc =
lim inf s→lγ1

u(γ1(s)) < 1, wherelγ1 is the length ofγ1. We fix ε = 1 − c > 0. By def-

inition, there iss0 ∈ (0, lγ1) such that|u(γ1(s0)) − c| < ε/3, and
∫ lγ1
s0

ρds < ε/3α. We
consider the familyΓ x

0 with x = γ1(s0). The definition of the functionu(x) implies that we
can findγ2 ∈ Γ x

0 with
∫
γ2

ρ|Bdγ | < u(x) + ε/3. Let us denote byγ3 the arc of the curveγ1

between the pointsγ1(s0) andγ1(lγ1). Then,γ2 ∪ γ3 ∈ Γ (K0,K1; Ω), and by (4.8) we get

∫
γ2∪γ3

ρ|Bdγ | < u(x) + ε

3
+ α

∫ lγ1

s0

ρds < c + ε

3
+ ε

3
+ ε

3
= 1 ,

which contradicts toρ ∈ FM(|BdΓ |). Hence (iv) holds.
To complete the proof of the Step 2, we denote byũ(x) = min(u(x), 1). Then ũ ∈

FC(K0,K1; Ω) and we have capAp
(K0,K1; Ω) ≤ ∫

Ω
|A∇0ũ|p dx ≤ ∫

Ω
|A∇0u|p dx ≤∫

Ω
ρp dx by the definition of theAp-capacity and property (ii). Taking the infimum with

respect toρ, we obtain (4.4).
Theorem 2.2 follows from (4.1) and (4.4). �

5. Proof of Theorem 2.4. Let ε ∈ (0, 1/2). By definition, there is a non-negative
functionρ such thatρ ∈ FM(|BdΓ |) and‖ρ | Lp(Ω)‖p ≤ Mp(|BdΓ |)+ε. We may assume
thatρ is strictly positive onΩ \ K0 ∪ K1. If this were not this case, we could consider the
cut-off-function max(ρ, 1/m) instead ofρ. Moreover, we can suppose thatρ is continuous
onΩ \ K0 ∪ K1 by Theorem 3.1.

Let ρ′ be as in Lemma 3.1. We show that
∫
γ

ρ′ |BdΓ | > 1 − 2ε for γ ∈ Γ (K
j

0 ,K
j

1 ; Ω)

with sufficiently bigj . In fact, suppose the contrary. Then there would be a sequence{jk} and
curvesγjk ∈ Γ (K

jk

0 ,K
jk

1 ; Ω) such that
∫
γjk

ρ′ |BdΓ | ≤ 1−2ε. By Lemma 3.1 we would find

γ ∈ Γ (K0,K1; Ω) with
∫
γ̃

ρ |BdΓ | ≤ 1 − 2ε + ε = 1 − ε, contradictingρ ∈ FM(|BdΓ |).
Now we can finish the proof. Since(1−2ε)−1ρ′ ∈ FMp(|BdΓj |), Γj = Γ (K

j
0 ,K

j
1 ; Ω),

for sufficiently bigj , we have

Mp(|BdΓj |) ≤
∫

Ω\K0∪K1

[(1 − 2ε)−1ρ′]p dx ≤ (1 − 2ε)−p(Mp(|BdΓ |) + ε) .

Letting j → ∞ and ε → 0, we obtain lim supj→∞ Mp(|BdΓj |) ≤ Mp(|BdΓ |). Since
Mp(|BdΓ |) ≤ Mp(|BdΓj |) for arbitraryj , we obtain the statement of Theorem 2.4. �

6. Proof of Theorem 2.1. Let K
j

0 andK
j

1 be sequences of compacts which were

described at the beginning of Section 3. We takeu ∈ FC(K
j

0 ,K
j

1 ; Ω) and put

ū =




0 on K
j

0 ∩ Ω ,

1 on K
j
1 ∩ Ω ,

u on Ω \ (K
j

0 ∪ K
j

1 ) .
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We haveu = 0 on p-almost all curves inKj

0 ∩ Ω andu = 1 on p-almost all curves in

K
j

1 ∩ Ω by the definition ofFC(K
j

0 ,K
j

1 ; Ω). Henceu = ū along p-almost all curves
in Ω and ū ∈ FC	(K0,K1; Ω). Therefore, cap	Ap

(K0,K1; Ω) ≤ ∫
Ω |A∇0ū|p dx =∫

Ω
|A∇0u|p dx, and taking the infimum with respect tou, we obtain cap	Ap

(K0,K1; Ω) ≤
capAp

(K
j
0 ,K

j
1 ; Ω). Theorem 2.2 implies the equalities capAp

(K
j
0 ,K

j
1 ; Ω) = Mp(|BdΓj |)

and capAp
(K0,K1; Ω) = Mp(|BdΓ |). Mp(|BdΓj |) tends toMp(|BdΓ |) as j → ∞ by

Theorem 2.4. Finally, cap	Ap
(K0,K1; Ω) ≤ capAp

(K0,K1; Ω). The reverse inequality is

obtained from the inclusionFC	(K0,K1; Ω) ⊂ FC(K0,K1; Ω). �

7. Proof of Theorem 2.3. We use the idea of the proof in [2]. LetFC	 =
FC	(K0,K1; Ω) be as in Definition 2.4,Υ = {ξ(x) = (ξ1(x), . . . , ξn1(x)); ∫

Ω
|Bξ |q dx ≤

1}. We introduce the bilinear functionalΨ (u, ξ) = ∫
Ω

〈∇0u, ξ〉dx, which is defined on
FC	 × Υ . SinceFC	 is convex,Υ is a weakly compact convex set, andξ �→ Ψ (u, ξ)

is continuous with respect to weak topology ofΥ . The minimax theorem [11] implies that

inf
u∈FC	

sup
ξ∈Υ

∫
Ω

〈∇0u, ξ〉dx = sup
ξ∈Υ

inf
u∈FC	

∫
Ω

〈∇0u, ξ〉dx .(7.1)

We will show that the left-hand side is equal to
(

cap	Ap
(K0,K1; Ω)

)1/p and the right-hand

side is equal to
(
MBq

(∇0C
	)

)−1/q . Hölder’s inequality and the definition ofΥ imply that

∫
Ω

〈∇0u, ξ〉dx ≤
( ∫

Ω

|A∇0u|p dx

)1/p( ∫
Ω

|Bξ |q dx

)1/q

≤
(∫

Ω

|A∇0u|p dx

)1/p

for all ξ ∈ Υ . The vectorζ = (
∫
Ω |A∇0u|p dx)(1−p)/p · |A∇0u|p−2 · A2∇0u belongs toΥ ,

because
∫
Ω |Bζ |qdx = 1. Since

∫
Ω 〈∇0u, ζ 〉 dx = (

∫
Ω |A∇0u|p dx)1/p, we have

sup
ξ∈Υ

∫
Ω

〈∇0u, ξ〉dx =
( ∫

Ω

|A∇0u|p dx

)1/p

.

Taking infimum over allu ∈ FC	(K0,K1; Ω), we obtain the equality

inf
u∈FC	

sup
ξ∈Υ

∫
Ω

〈∇0u, ξ〉dx = (cap	Ap
(K0,K1; Ω))1/p .(7.2)

If cap	
Ap

(K0,K1; Ω) = 0, then infu∈FC	

∫
Ω

〈∇0u, ξ〉dx ≤ 0 for all ξ ∈ Υ . This means

that the setFM(∇0C
	) is empty andMBq

(∇0C
	) = ∞. Now, we assume that the capacity

cap	Ap
(K0,K1; Ω) is strictly positive. Let us observe that

(MBq
(∇0C

	))−1/q =
(

inf

{∫
Ω

|Bξ |qdx ; inf
u∈FC	

∫
Ω

〈∇0u, ξ〉dx ≥ 1

})−1/q

= sup

{( ∫
Ω

|Bξ |qdx

)−1/q

; inf
u∈FC	

∫
Ω

〈∇0u, ξ〉dx ≥ 1

}
.

(7.3)
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We claim

sup

{
inf

u∈FC	

∫
Ω

〈∇0u, ξ〉dx;
∫

Ω

|Bξ |qdx ≤ 1

}

= sup

{( ∫
Ω

|Bξ |qdx

)−1/q

; inf
u∈FC	

∫
Ω

〈∇0u, ξ〉dx ≥ 1

}
.

(7.4)

Let us denote byα andβ the left-hand side and the right-hand side of (7.4), respectively. If

α = sup

{
inf

u∈FC	

∫
Ω

〈∇0u, ξ〉dx ;
∫

Ω

|Bξ |qdx ≤ 1

}
,

then the implication ∫
Ω

|Bξ |qdx ≤ 1 ⇒ inf
u∈FC	

∫
Ω

〈∇0u, ξ〉dx ≤ α(7.5)

require the inequalityβ ≥ 1. The negation of (7.5)

inf
u∈FC	

∫
Ω

〈∇0u, ξ〉dx > α ⇒
∫

Ω

|Bξ |qdx > 1

implies thatβ = (
∫
Ω

|Bξ |qdx)−1/q ≤ 1. We deduce thatβ = 1. In the same way we show
thatα = 1. We conclude that (7.4) holds.

Finally, we get

sup
ξ∈Υ

inf
u∈FC	

∫
Ω

〈∇0u, ξ〉dx = (MBq
(∇0C

	))−1/q(7.6)

from (7.4) and (7.3). Now Theorem 2.3 follows from (7.6), (7.2) and (7.1).
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