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Abstract

With benefits of low storage cost and fast query speed, cross-
modal hashing has received considerable attention recently.
However, almost all existing methods on cross-modal hashing
cannot obtain powerful hash codes due to directly utilizing
hand-crafted features or ignoring heterogeneous correlations
across different modalities, which will greatly degrade the re-
trieval performance. In this paper, we propose a novel deep
cross-modal hashing method to generate compact hash codes
through an end-to-end deep learning architecture, which can
effectively capture the intrinsic relationships between vari-
ous modalities. Our architecture integrates different types of
pairwise constraints to encourage the similarities of the hash
codes from an intra-modal view and an inter-modal view, re-
spectively. Moreover, additional decorrelation constraints are
introduced to this architecture, thus enhancing the discrimi-
native ability of each hash bit. Extensive experiments show
that our proposed method yields state-of-the-art results on
two cross-modal retrieval datasets.

Introduction

With the fast development of information retrieval tech-
niques and the popularity of social media in the past decades,
there exists a tremendous amount of multimodal data being
generated on the Internet everyday, such as texts, images,
and videos. To take advantage of such massive yet hetero-
geneous data, a great deal of effort has been invested in
approximate nearest neighbor (ANN) search across differ-
ent modalities (Liu, He, and Lang 2013; Liu et al. 2015;
Deng et al. 2013; 2016). Since data from different modal-
ities may have strong semantic correlations, it is essen-
tial to support cross-modal retrieval (Song et al. 2013;
Zhang and Li 2014; Lin et al. 2015; Yang et al. 2012;
2009) that returns relevant results of one modality when
querying another modality, e.g., retrieving images with tex-
tual queries. Considering massive volumes and high dimen-
sions of multimodal data, traditional methods designed for
single-modal data are not suitable for the cross-modality re-
trieval scenario. To address this issue, cross-modal retrieval
methods relying on hashing techniques have recently at-
tracted much attention in the ANN research community,
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which compress high-dimensional data instances into com-
pact binary codes with similar binary codes produced for
similar data samples. However, due to the heterogeneity
across different modalities and the semantic gap between
low-level features and high-level semantics, developing ef-
fective and efficient cross-modal hashing methods remains a
challenge problem.

To date, most of existing Cross-Modal Hashing (CMH)
methods focus on embedding instances from different
modalities into a unified Hamming code space to con-
duct search (Ding, Guo, and Zhou 2014; Zhang, Wang,
and Si 2011; Kumar and Udupa 2011; Wang et al. 2015;
Irie, Arai, and Taniguchi 2015; Liu et al. 2014). Specif-
ically, these methods use shallow architectures to project
high-dimensional features into a low-dimensional space,
and then generate compact hash codes. A common prob-
lem of these CMH methods using shallow architectures is
their incapability of capturing heterogeneous correlations ef-
fectively to bridge different modalities, so these methods
cannot achieve satisfactory search quality. Several recent
deep models for multimodal embedding (Frome et al. 2013;
Kiros, Salakhutdinov, and Zemel 2014; Long et al. 2015;
Karpathy and Fei-Fei 2015; Donahue et al. 2015; Gao et
al. 2015; Andreas et al. 2015) have proven that deep learn-
ing can discover heterogeneous correlations across differ-
ent modalities more effectively than shallow learning meth-
ods. As a representative work, Deep Cross-Modal Hash-
ing (DCMH) (Jiang and Li 2016) extends traditional deep
models for cross-modal retrieval, but it can only capture
intra-modal information and ignores inter-modal correla-
tions, which makes the retrieved results suboptimal. Deep
Visual-Semantic Hashing (DVSH) (Cao et al. 2016) utilizes
Convolutional Neural Networks (CNNs) and Long Short-
Term Memory (LSTM) to separately learn unified binary
codes for each modality. However, the textual modality in
DVSH is constrained to sentences or other sequence texts,
which is too strict in practice and greatly limits its applica-
tions.

In this paper, we propose a novel Pairwise Relation-
ship Guided Deep Hashing (PRDH) method for cross-modal
retrieval, which adopts deep CNN models to simultane-
ously learn feature representations and hash codes for each
modality seamlessly in an end-to-end architecture. In this
deep architecture, we integrate two types of pairwise la-
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bel constraints to guide the hash code learning for intra-
modality and inter-modality, respectively. Thus, the learned
hash codes can better reflect the intrinsic cross-modal cor-
relations. Moreover, we integrate decorrelation constraints
into the unified deep architecture to improve the discrimina-
tive ability of each hash bit.

The main contributions of this work can be summarized
as follows:

• The proposed method works under an end-to-end hashing
mechanism, which essentially integrates feature learning
and hash code learning into a unified deep learning archi-
tecture.

• The proposed method exploits different pairwise con-
straints to enforce the hash codes from intra-modality
and inter-modality, which can effectively discover the het-
erogeneous correlations across different modalities and
greatly preserve the semantic similarities among them.

• The experimental results on real datasets highlight the
advantages of our method and demonstrate that the pro-
posed PRDH method outperforms several state-of-the-art
approaches.

Related Work

In recent years, various hashing methods have been pro-
posed for CMH, which can be roughly classified into un-
supervised methods (Ding, Guo, and Zhou 2014; Song et
al. 2013; Zhou, Ding, and Guo 2014) and supervised meth-
ods (Bronstein et al. 2010; Kumar and Udupa 2011). For a
comprehensive survey, we refer the readers to (Wang et al.
2016).

Unsupervised hashing methods generally learn projection
functions from original feature space to Hamming space.
Inter-media hashing (IMH) (Song et al. 2013) is reported
to explore intra-view and inter-view consistency, and the
hash functions are learned with the help of a linear re-
gression model. Furthermore, collective matrix factoriza-
tion hashing (CMFH) (Ding, Guo, and Zhou 2014) employs
collective matrix factorization to learn two view-specific
hash functions and then projects multi-source data into uni-
fied hash codes. Besides, latent semantic sparse hashing
(LSSH) (Zhou, Ding, and Guo 2014) uses sparse coding to
learn the latent semantic representation for each modality,
and then embeds these learned features into a joint space to
obtain the unified hash codes.

Supervised hashing methods can explore the semantic
information to enhance the data correlation from different
modalities and reduce the semantic gap. Hence supervised
methods usually achieve superior performance compared
with the unsupervised ones. CMSSH (Bronstein et al. 2010)
adopts Adaboost scheme, and optimizes each bit by mini-
mizing a weighted distance between semantic similarity and
the dot product of learned hash codes iteratively. CVH (Ku-
mar and Udupa 2011) intends to minimize a similarity-
weighted cumulative Hamming distance between pairwise
data to learn a low-dimensional linear embedding function.

Most of the previous hashing methods based on shallow
architectures cannot describe the complicated nonlinear cor-
relations among different modalities. Latest deep models for

multimodal embedding show that deep architectures can bet-
ter capture the heterogeneous correlations for image cap-
tioning and cross-modal reasoning. Inspirited by this idea,
we develop a hybrid deep architecture integrating composite
pairwise label constraints and a decorrelation constraint to
discover the semantic correlations and enhance the discrim-
inative ability of each hash bit.

Notations and Problem Definition

Notations

In this paper, calligraphic uppercase letters, such as X , are
used to denote sets; bold face uppercase letters, such as A,
represents matrices; bold face lowercase letters, such as b,
are vectors. Moreover, Xij denotes the (i, j)th element of X,
and the ith row of X is defined as X∗i. We use 1 to denote a
vector with all elements being 1. tr(·) and ‖ · ‖F denote the
trace and the Frobenius norm of a matrix, respectively.

Problem Definition

Assuming that O= {oi}
N

i=1 is the training set containing
N instances. X and Y correspond to two modalities, such
as image and text. SN×N is a similarity matrix of training
data. Sij = 1 if oi and oj are similar, and Sij = 0 otherwise.

When given the training data and its similarity matrix
S, the proposed method learns two modality-specific hash
functions, i.e., hx(·) for image and hy(·) for text. The
learned hash functions can be utilized to generate c-bit hash
codes for query and database instances in both modalities.

Pairwise Relationship Guided Deep

Cross-Modal Hashing

The deep architecture of the proposed PRDH model is illus-
trated as Figure 1.

Deep Architecture

We apply two deep neural networks to extract features for
two modalities, respectively.

For the image modality, we apply the VGG-F (Chatfield
et al. 2014) network due to its excellent performance on ob-
ject classification. The original VGG-F model consists of
five convolutional layers (conv1 − conv5) and three fully-
connected layers (fc6−fc8). We replace the fc8 layer with
a new fch hash layer with c hidden nodes, which embeds
the learned deep features into a low-dimensional Hamming
space. For the textual modality, we adopt the multilayer per-
ceptrons (MLP) to comprise three fully connected layers.
Similar to the image modality, we also replace the last layer
with a new fch hash layer with c hidden nodes. One care-
fully designed objective function based on the pairwise label
constraints is used to combine the hash code learning proce-
dure across different modalities.

Hash Code Learning

For efficient nearest neighbor search, assuming that two in-
stances oi and oj are semantically similar, their correspond-
ing hash codes should also be similar in Hamming space,
and vice versa. To better preserve the semantic similarities
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Figure 1: Framework of the proposed PRDH.

of training instances, our objective function comprises four
parts: (1) inter-modal pairwise embedding loss; (2) intra-
modal pairwise embedding loss; (3) decorrelation loss; and
(4) regularization loss.

Pairwise embedding loss enhances the correlation be-
tween a pair of semantic similar instances and reduces
the similarity between semantic dissimilar instances. Con-
cretely, we use the negative log likelihood of similarity be-
tween pairwise points to measure such relationship.

Since our goal is to conduct efficient cross-modal re-
trieval, it is intuitive to add inter-modal pairwise embed-
ding loss. Based on hash codes of image modality output
from the image neural network U

x = {Ux
i }

N
i=1, hash codes

of textual modality output from the textual neural network
U

y = {Uy
i }

N
i=1, and the pairwise labels S = {Sij}, the

likelihood function is defined as:

p(Sij |U
x
∗i,U

y
∗j) =

{

σ(Ωxy
ij ) Sij = 1

1− σ(Ωxy
ij ) Sij = 0,

(1)

where Ωxy
ij = 1

2U
x
∗i

⊤
U

y
∗j , and σ(Ωxy

ij ) =
1

1+e
−Ω

xy
ij

. Ux
∗i =

fx(xi, θx), U
y
∗j = fy(yj , θy). Hence, the inter-modal pair-

wise embedding loss is formulated as:

J1 = − log p(S|Uxy) = −
∑

Sij∈S

log p(Sij |U
xy
)

= −
∑

Sij∈S

(

SijΩ
xy
ij − log(1 + eΩ

xy

ij )
)

.
(2)

It is easy to find that optimizing the above loss will re-
duce the Hamming distance between two similar instances,
and enlarge the Hamming distance between two dissimilar
instances. Therefore, we can preserve the semantic similari-
ties of instances from different modalities.

In CMH, good hash codes from different modalities
should preserve semantic similarity efficiently. Moreover,

they should also have good discriminative abilities in their
own modality intrinsically to preserve semantic information.
On the other hand, effective hash codes in each modality
are beneficial to improve the performance of cross-modal
retrieval. So, it is necessary to add the intra-modal pairwise
embedding loss for image modality and textual modality, re-
spectively.

For image modality, according to the output of the image
neural network U

x = {Ux
i }

N
i=1 and the pairwise labels S =

{Sij}, the pairwise embedding loss is formulated as follows:

J2 = − log p(S|Ux) = −
∑

Sij∈S

log p(Sij |U
x
)

= −
∑

Sij∈S

(

SijΩ
x
ij − log(1 + eΩ

x
ij )

)

,
(3)

where Ωx
ij =

1
2U

x
∗i

⊤
U

x
∗j .

Analogously, pairwise embedding loss for textual modal-
ity is formulated as follows:

J3 = −
∑

Sij∈S

(

SijΩ
y
ij − log(1 + eΩ

y

ij )
)

,
(4)

where Ωy
ij =

1
2U

y
∗i

⊤
U

y
∗j .

Note that if some different hash bits have high correlation,
for example, if Ux

∗i and U
x
∗j vary together for all instances,

there will be redundant information between these two hash
bits (Cogswell et al. 2015). To maximize information pro-
vided by each bit, we add decorrelation constraints for both
modalities to reduce the correlations between different bits:

J4 =
1

2
(‖ C

x ‖
2
F − ‖ diag(Cx) ‖

2
F )

+
1

2
(‖ C

y ‖
2
F − ‖ diag(Cy) ‖

2
F ),

(5)

where Cx = 1
T

T
∑

n=1
(Ux

in − μi)(U
x
jn − μj) is the covariance

matrix of hash bit i and hash bit j over the batch from image
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modality, i, j ∈ {1, 2...c}, μi = 1
T

T
∑

n=1
Ux
in is the instance

mean of feature i over the batch, and T is the batch size. Cy

is the covariance matrix for textual modality, which is simi-
lar to the matrix for image modality. To enable back propa-
gation in the networks, we relax the elements of Ux and U

y

to be continuous values for both modalities.
To understand the effect of decorrelation constraints fur-

ther, we consider the gradient of this part w.r.t. a particular
hash bit a for a particular instance m in image modality:

∂J4

∂Ux
am

=
1

T

∑

j �=a

[
1

T

T
∑

n=1

(Ux
an − μa)(U

x
jn − μj)]

· (Ux
jm − μj).

(6)

When denoting the rightmost term in Eq. (6) by Ix(j,m) =
(Ux

jm − μj), and noticing that the term on the left in the
gradient expression is simply the covariance between hash
bit a and hash bit j, the gradient can be rewritten as:

∂J4

∂Ux
am

=
1

N

∑

j �=a

Cx
aj · I

x(j,m). (7)

Intuitively, we can consider Ix(j,m) as a weight for the
element of covariance matrix. A large Ix(j,m) means jth
hash bit is important for mth instance. If j is correlated with
another hash bit a, the gradient w.r.t. hash bit a will be large.
Optimizing this part by Stochastic Gradient Descent (SGD),
the activation of hash bit a will be suppressed. Thus, we can
learn more representative hash codes.

We also add a regularization term to reduce the quantiza-
tion loss and keep the learned hash codes balanced:

R =‖ B−U
x ‖

2
F + ‖ B−U

y ‖
2
F

+ ‖ U
x · 1 ‖

2
F + ‖ U

y · 1 ‖
2
F .

(8)

where B is the unified hash codes from both modalities.
The overall objective function, combining the pairwise

embedding loss in each modalities J1, J2 and across dif-
ferent modalities J3, the decorrelation loss J4, and the reg-
ularization term R together, is written as below:

J = (J1 + J2 + J3) + λJ4 + γR

s.t. B ∈ {−1,+1}
c×N

,
(9)

where λ and γ are tradeoff parameters to control the weight
of each part.

Optimization Algorithm

The first seven layers of the CNN module for image modal-
ity are fined-tuned from the VGG-F model, the new fch
layer and the multilayer perceptrons from textual modality
are jointly trained with mini-batch SGD method.

The optimization problem in Eq. (9) can be solved by us-
ing an alternating learning strategy. One parameter is opti-
mized with others fixed each time. The model is updated by
the following steps iteratively until convergency or the preset
maximum number of iterations is reached. We summarize
the whole alternating learning procedure in Algorithm 1.

1. Fix θx and θy , optimize B.
Since θx and θy are fixed, the objective function can be

reformulated as follows:

max
B

tr(B⊤(γ(Ux +U
y))) = tr(B⊤

V) =
∑

ij
BijVij

s.t. B ∈ {−1,+1}
c×N

,
(10)

where V = γ(Ux +U
y). We can derive that the optimized

Bij should have the same sign as Vij :

B = sign(V) = sign(γ(Ux +U
y)). (11)

2. Fix θy and B, optimize θx.
For each instance output Ux

i , we can derive the gradient
of the loss w.r.t. the CNN output as:

∂J

∂Ux
∗i

=
1

2

N
∑

j=1

(

σ(Ωxy
ij )U

y
∗i − SijU

y
∗i

)

+
N
∑

j=1

(

σ(Ωx
ij)U

x
∗i − SijU

x
∗i

)

+ λ
1

N

∑

j �=a

C
x
∗jI

x(j, i)

+ 2γ(Ux
∗i −U

y
∗i + F · 1).

(12)

3. Fix θx and B, optimize θy .
We also use SGD to optimize the neural network param-

eter θy of the textual modality. For each sampled point U
y
i ,

we can derive the gradient of the loss w.r.t. the CNN output
as:

∂J

∂U
y
∗i

=
1

2

N
∑

j=1

(

σ(Ωxy
ij )U

x
∗i − SijU

x
∗i

)

+
N
∑

j=1

(

σ(Ωy
ij)U

y
∗i − SijU

y
∗i

)

+ λ
1

N

∑

j �=a

C
y
∗jI

y(j, i)

+ 2γ(Ux
∗i −U

y
∗i + F · 1).

(13)

It should be noticed that the generating manner of pair-
wise instances in our proposed model is different from the
traditional methods. Concretely, assuming that the batch size
is T and the dataset size is N , traditional methods use in-
stances from the same batch in one iteration and can only

generate up to
T (T−1)

2 pairwise data points, and the infor-
mation from the rest of the training dataset will be neglected.
To take advantage of the whole training dataset, we store
the result of the training dataset in a matrix, and combine
instances from the mini-batch and instances from the train-
ing dataset to form pairwise data points, by which, up to

(TN− T (T+1)
2 ) pairs can be generated. Since N � T , more

pairwise instances will be generated in one iteration with the
same batch size. Hence the optimization will be more effec-
tive and robust to noise and outliers. The used matrix will be
updated in every iteration.
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Algorithm 1: The learning algorithm for PRDH

Input:Image set X, text set Y, and pairwise similarity
matrix S, parameters λ, μ and γ, bit length c.

Output: Hash codes B, parameters θx and θy of the
deep neural networks for both modalities.

Procedure:
Initialize network parameters θX and θY , mini-batch

size Nx = Ny = 128, and iteration number tx = N
Nx

,

ty = N
Ny

.

repeat
Update B with to Eq. (11);

for iter = 1, 2, ...tx do
Randomly sample Nx instances from X ;
Calculate the outputs and update the matrix U

x

by U
x
∗i = f(xi; θx);

Back propagate the neural network according to
Eq. (12) and update θx.

end
for iter = 1, 2, ...ty do

Randomly sample Ny instances from Y ;
Calculate the outputs and update the matrix U

y

by U
y
∗i = f(yi; θy);

Back propagate the neural network according to
Eq. (13) and update θy .

end

until a fixed number of iterations;

Out-of-Sample Extension

For a new point that is not in the training set, its hash code
can be generated as long as one of its modalities is ob-
served. In particular, given one instance p when only the
image modality is available, we treat it as the input of the
image network, and forward propagate the network to gen-
erate hash codes as follows:

bxp = sign(hx(xp; θx)).

Similarly, if only the textual modality features is observed,
the hash code can also be generated as follows:

byp = sign(hy(yp; θy)),

where sign(·) is an element-wise sign function.

Experiments

To evaluate the performance of the proposed PRDH method,
extensive experiments are implemented on two popular
datasets. In the following part, we first introduce these two
datasets used in our experiments, and then carefully discuss
the parameter setting. After that, we compare the experi-
mental results of our method with several state-of-the-art ap-
proaches.

Datasets

MIRFlickr (Huiskes and Lew 2008): It originally consists
of 25,000 instances, each with an image and its associated

Table 1: Comparison with baselines on MIRFlickr in terms
of MAP. The best accuracy is shown in boldface.

Task method
Code Length

16 bits 32 bits 64 bits

Image Query
v.s.

Text Database

CCA 0.5634 0.5630 0.5626
CMFH 0.5804 0.5790 0.5797
SCM 0.6153 0.6279 0.6288
LSSH 0.5784 0.5804 0.5797
STMH 0.5876 0.5951 0.5942
CVH 0.6067 0.6177 0.6157
SePH 0.6441 0.6492 0.6508

DCMH 0.7056 0.7035 0.7140
PRDH 0.7126 0.7128 0.7201

Text Query
v.s.

Image Database

CCA 0.5639 0.5631 0.5627
CMFH 0.5782 0.5778 0.5779
SCM 0.6102 0.6184 0.6192
LSSH 0.5898 0.5927 0.5932
STMH 0.5763 0.5877 0.5826
CVH 0.6026 0.6041 0.6017
SePH 0.6455 0.6474 0.6506

DCMH 0.7311 0.7487 0.7499
PRDH 0.7467 0.7540 0.7505

Table 2: Comparison with baselines on NUS-WIDE in terms
of MAP. The best accuracy is shown in boldface.

Task method
Code Length

16 bits 32 bits 64 bits

Image Query
v.s.

Text Database

CCA 0.3742 0.3667 0.3617
CMFH 0.3825 0.3858 0.3890
SCM 0.4904 0.4945 0.4992
LSSH 0.3900 0.3924 0.3962
STMH 0.4344 0.4461 0.4534
CVH 0.3687 0.4182 0.4602
SePH 0.5314 0.5340 0.5429

DCMH 0.6141 0.6167 0.6427
PRDH 0.6348 0.6529 0.6506

Text Query
v.s.

Image Database

CCA 0.3731 0.3661 0.3613
CMFH 0.3915 0.3944 0.3990
SCM 0.4595 0.4650 0.4691
LSSH 0.4286 0.4248 0.4248
STMH 0.3845 0.4089 0.4181
CVH 0.3646 0.4024 0.4339
SePH 0.5086 0.5055 0.5710

DCMH 0.6591 0.6487 0.6847
PRDH 0.6808 0.6961 0.6943

tags. Every instance belongs to at least one of the 24 pro-
vided labels. In our experiment, those textual tags appearing
less than 20 times are removed, and we only keep the in-
stances with textual tags and labels. Subsequently, we get
20015 instances. For each instance, the textual modality is
represented as a 1386-dimensional bag-of-words vector. For
traditional methods based on shallow architectures, a 512-
dimensional SIFT feature vector is used as its image modal-
ity representation. For DCMH and the proposed deep hash-
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Figure 2: Precision-recall curves (the code length is 32).

Figure 3: Precision-recall curves (the code length is 64).

ing method, we directly use raw pixels as the image modality
inputs. Instances are considered to be similar if they share at
least one common label, otherwise, they are dissimilar.

NUS-WIDE (Chua et al. 2009): It is a real-world web
image dataset containing 269648 instances, each including
an image and its associated textual tags. Instances are anno-
tated with no less than one label from provided 81 concept
labels. The most frequent 10 concepts are kept, hence we
get 186577 text-image pairs. For each instance, the textual
modality is represented as a 1000-dimensional bag-of-words
vector, the image modality for the shallow hashing methods
is represented as a 500 dimensional bag-of-words vector. For
DCMH and the proposed deep hashing methods, we directly
use raw pixels as the image modality inputs. Instances are
considered to be similar if they share at least one common
label, otherwise, they are considered to be dissimilar.

Baselines

Our method is compared with various state-of-the-art cross-
modal hashing methods. Specifically CCA (Hotelling 1936),
CMFH (Ding, Guo, and Zhou 2014), SCM (Zhang and Li
2014), LSSH (Zhou, Ding, and Guo 2014), STMH (Wang et
al. 2015), CVH (Kumar and Udupa 2011), SePH (Lin et al.
2015), and DCMH (Jiang and Li 2016) are adopted as base-
lines. Source codes of most baselines are kindly provided
by the authors, except for DCMH, CMFH and CCA. Since
SePH is a kernel-based method, we use RBF kernel and ran-
domly select 500 points as kernel bases following by the
authors’ suggestions. It also should be noticed that in SePH
two strategies are proposed to construct the hash codes for
retrieval instances according to whether all the modalities of
a query point are observed or not. Since we focus on cross-
modal retrieval, only one modality is utilized to construct the
hash codes for the retrieval points. Parameters for all base-
lines are carefully tuned and set according to the original

papers.

Settings and Performance Comparisons

For MIRFlickr, we take 2000 instances as the test set, and
the rest as the retrieval set. To reduce computational costs,
the training set include 5000 instances which are randomly
sampled from the retrieval set. For NUS-WIDE, we take 1%
of the dataset as the test set and the remaining as the retrieval
set. We also randomly sampled 5000 instances from the re-
trieval set to construct the training set.

We use a validation set to choose the hyperparameter λ
and γ. According to the results in the validation set, we set
λ = γ = 1 in our experiments. The batch size is fixed to
be 128 and the iteration number of the outer-loop in Algo-
rithm 1 is set to be 1000.

We adopt two widely used evaluation measures: Mean
Average Precision(MAP) and precision-recall curves. Ta-
ble 1 and Table 2 report the MAP scores of all compared
methods. Figure 2 and Figure 3 show the precision-recall
curves of some representative methods on MIRFlickr and
NUS-WIDE with 32 and 64 bits, respectively. It can be ob-
served that our PRDH performs better than all baselines.

Conclusion

In this paper, we presented a novel hashing method, called
as pairwise relationship guided deep hashing (PRDH) for
large-scale cross-modal similarity search. Compact hash
codes of image and text are generated in an end-to-end
deep learning architecture. To sufficiently discover the het-
erogenous relationships and preserve the semantic similar-
ities of the learned hash codes among different modalities,
PRDH explores two types of pairwise constraints from intra-
modality and inter-modality jointly. In addition, decorrela-
tion constraints are also added in this deep architecture to
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enhance the discriminative ability of each hash bit. Exper-
iments on two datasets show that our PRDH model yields
state-of-the-art performance in cross-modal retrieval tasks.
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