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Abstract The growing number of cloud services has made service selection
a challenging decision-making problem by offering wide ranging choices for
cloud service consumers. This necessitates the use of formal decision making
methodologies to assist a decision maker in selecting the service that best ful-
fills the user’s requirements. In this paper, we present a cloud service selection
methodology that utilizes QoS history of cloud services over different time pe-
riods and performs parallel Multi-Criteria Decision Analysis to rank all cloud
services in each time period in accordance with user preferences before aggre-
gating the results to determine the overall rank of all the available options
for cloud service selection. This methodology assists the cloud service user to
select the best possible available service according to the requirements. The
MCDM processes used for each time period are independent of the other time
periods and are executed in parallel.
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1 Introduction

Cloud computing has several business advantages over conventional computing
paradigms [1] due to its agility and flexibility, which has not only motivated
organizations to develop their new applications on the cloud but also to mi-
grate their existing business applications onto the cloud. To take maximum
advantage of the full potential of cloud computing, a key issue for cloud ser-
vices users is to ensure that the specific requirements and characteristics of
their applications can be met by cloud service providers [2]. With the rapid
growth of cloud computing, a number of service providers have appeared who
offer similar services at various prices and performance levels. As a result of the
dynamic nature of cloud services, which is a product of the elasticity and on-
demand provision of computing resources, there are considerable fluctuations
in the Quality of Service (QoS) levels of each service [3]. Therefore, capturing
all the variety and inconsistency of service performance and selecting the right
service according to each user’s criteria are important tasks.

Existing approaches in the literature that assist service users in the decision
making process of selecting a cloud service provider only consider the real-
time QoS performance or average historical QoS performance of services. Such
mechanisms may recommend a particular service, but that service may not be
the most appropriate. The former approach (considering the real-time QoS
performance) may lead to the selection of a service at local maxima because
it ignores past QoS performance, while the latter method (considering the
average historical QoS performance) does not capture the frequent variation
in the QoS performance of cloud services. There is therefore a need for a cloud
service selection approach that takes into account the multitude of available
cloud services, variations in QoS performance (as well as price), and the user’s
criteria to rank available cloud services, and then assists in selecting the best
and most advantageous service.

In this paper, we present such an approach for IaaS cloud service selection
in which the top ranking services according to users’ criteria are determined
in different time slots (defined as non-overlapping periods of time), using a
Multi-Criteria Decision Making (MCDM) method. The MCDM process in a
time slot is independent of other time slots and is executed in parallel. These
individual service selection results are then combined using an aggregation
method to yield the overall service rank in the total time period, which is
subsequently used to select the best service. Any MCDM method can be used
to rank the services in this approach; however, we have used the Technique for
Order Preference by Similarity to Ideal Solution (TOPSIS) and ELimination
Et Choix Traduisant la REalité (Elimination and Choice Expressing Reality or
ELECTRE). TOPSIS was proposed by Hwang and Yoon in 1981 [4], whereby
the services (‘alternatives’ in MCDM terminology) are ranked on the basis of
the Euclidean distance of an alternative (service) from the ideal and anti-ideal
solutions. The service that is closest to the ideal solution and farthest from the
anti-ideal solution achieves the highest rank and is therefore selected. ELEC-
TRE was developed by Bernard Roy during 1960’s as an outranking MCDM
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method which determines the pairwise dominance relationship between the
alternatives.

The remainder of the paper is organized as follows. In the next section,
we discuss the related work in the area of cloud service selection and briefly
discuss the role of MCDM methodologies. In Section 3, we present our overall
framework for cloud service selection that assists a service user to decide on the
most appropriate service from the services available by ranking the latter using
a parallely executed MCDM process. In Section 4, we present our approach for
cloud service selection, followed by the experimental validation of the proposed
approach in Section 5. Section 6 concludes the paper.

2 Related Work

2.1 Cloud Service Selection

A number of research works dealing with the issue of cloud service selection
have been published in recent years. In this section we present an overview of
some of these research efforts.

Pastaki Rad et al. [5] presented a general survey and comparison of promi-
nent cloud platforms by leading cloud providers with an emphasis on the key
differentiating features of each platform. Peng et al. [6] provided a general
survey of popular cloud middle-ware, such as Eucalyptus, NIMBUS and Open
Nebula, and discussed their architecture, characteristics and application. A
virtual machine image selection service for cloud computing environments has
been proposed by Filepp et al. [7]. This proposed image selection service main-
tains a repository of image configuration details and employs an algorithm to
order the images based on conformance with specified user requirements and
policies by best-fit and least-cost optimization. Li et al. [8, 9, 10] discussed
the problem of comparing different cloud services and identified the basic at-
tributes for each type of cloud service that must be taken into consideration
when comparing one cloud service with another. They also differentiated be-
tween the performance of a cloud service itself and the performance of an
application deployed on that cloud [11]. Nie et al. [12] presented a complete
evaluation index system of cloud services and utilized Analytical Hierarchy
Process (AHP) to calculate the weights of attributes for service evaluation.
They also established a number of qualitative models for purchase decision
making.

A set of measurement indexes for comparing different cloud services, called
the Service Measurement Index (SMI), has been devised and is based on com-
mon characteristics of cloud services identified by the Cloud Service Measure-
ment Index Consortium (CSMIC) [13]. Garg et al. [2, 14] proposed a framework
– called SMICloud – for comparing and ranking cloud services on the basis
of SMI criteria. The proposed framework systematically measures all the QoS
attributes in SMI and then uses an AHP-based mechanism to rank the cloud
services. Han et al. [15] proposed a cloud service recommender system for the
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cloud market that helps a user to select the best combination of services from
different cloud providers by matching the specific requirements of the user
with a suitable cloud service. This system maintains a resource register to
keep a record of all the available resources in the cloud market and uses this
information to rank and calculate the QoS values of services. They also outline
the ranking methods for each type of cloud service (SaaS, IaaS etc.).

Kang and Sim [16, 17, 18] developed a cloud service search engine called
Cloudle, which is based on a cloud ontology consisting of cloud concepts, indi-
viduals of those concepts and their mutual relationships. All services are reg-
istered in a database and a query processor executes the user’s query, which
is sent to a similarity reason engine that performs similarity reasoning be-
tween the query and the concepts in the database using cloud ontology. The
output of the Cloudle search engine is an ordered list of cloud services. The
services are ordered on the basis of three criteria (1) concept similarity, (2)
price utility, and (3) cost utility. Chen et al. [19] presented a framework that
enables automatic conflict detection between the user’s criteria and enterprise
policies in cloud service selection for enterprises. This system aims to tackle
the difficulties of cloud service selection with an emphasis on the involvement
of enterprise policies. It checks various conflicts that result from the violation
of enterprise policies and inconsistency in a cloud service user’s requirements.
This check is followed by the selection of an appropriate service that satisfies
the user’s requirements and also complies with enterprise policies, using con-
straint programming. Wang et al. [20] proposed a QoS evaluation methodology
for service oriented cloud computing using fuzzy synthetic decision making
according to cloud users’ preferences and calculating the uncertainty of cloud
services by applying a cloud model on the monitored cloud QoS data. Zeng
et al. [21] developed a cloud service selection algorithm that uses a service
discoverer to find all the available services and then processes the cloud ser-
vice user’s request by employing a maximized-gain and minimized-cost service
selection algorithm. This algorithm aggregates the gain and cost values by a
weighted sum of both types of values (where weights represent the relative
importance of each value). Godse and Mulik [22] proposed an approach for
selecting SaaS products. They argued that to make an informed decision, it is
necessary to have quantifiable values instead of subjective opinions. They pro-
posed several key factors – such as functionality, architecture, usability, vendor
reputation and cost – for SaaS selection and used AHP for service selection
decision making. In one of our earlier papers [23], we presented a framework
for a user feedback-based cloud service monitoring system which collects feed-
back related to the QoS performance of cloud services from existing cloud
service users and maintains a repository of this information which can be used
by service selection mechanisms to recommend appropriate cloud services to
users. In another paper [24], we presented the cloud service selection prob-
lem as a multi-criteria decision making problem by proposing a mathematical
framework for multi-criteria cloud service selection.

To summarize, as shown in Table 1, there are a variety of approaches pro-
posed in the literature, several of which are based on MCDM techniques, that
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assist a user in making a service selection decision in the Cloud environment.
None of the existing approaches, however, simultaneously consider the QoS
history and the frequent variations therein during the service selection pro-
cess, and they are therefore unable to capture these important factors which,
as discussed in the previous section, are necessary to ensure accurate service
selection.

2.2 MCDM in Cloud Service Selection and Problem Definition

Multi-criteria decision making (also referred to as multi-criteria decision anal-
ysis (MCDA)) is a collection of methodologies for comparing, ranking and se-
lecting multiple alternatives with multiple attributes [25]. MCDM techniques
are extensively used in decision support systems [26–30]. MCDM is used in sit-
uations where several alternatives are present and a decision has to be made in
favor of one alternative on the basis of involving more than one criterion. Such
situations often arise in real world problems where decisions have to be made
in the presence of multiple conflicting criteria for judging available alternatives
and where making compromises or trade-offs related to outcomes is necessary.
It happens quite often that one alternative is better than others on the basis
of one or more criteria, while the same alternative is the worst when judged on
the basis of other criteria. Several MCDM methodologies have been developed
in the literature but all are based on three basic working principles, namely:
(1) Multi-attribute Utility Theory (MAUT)(2) Outranking methods and (3)
hierarchical and network-based methods. There are several methodologies in
each of these categories. The notable methods based on MAUT are: Min–Max,
Max–Min and TOPSIS. The outranking methods include the ELECTRE and
PROMETHEE, each of which has several variants. The AHP is a hierarchical
method, while ANP is a network-based method, and thus both fall into the
third category of MCDM methods. The typical properties of MCDM prob-
lems as outlined by [31] and [32] are analogous to the cloud service selection
problem and underpin the notion of a MCDM-based cloud service selection
mechanism, and the problem of cloud service selection falls into the category
of multi-criteria selection problems. Comparison between the available cloud
services according to the variability in their performance over time is neces-
sary to generate a ranking of the cloud services for cloud service selection.
Since cloud services have numerous characteristics, all of these characteristics
need be considered in the comparison of any two clouds. However, comparison
between two services is not trivial because one cloud service may be better
in terms of some characteristics, while another service may excel in other at-
tributes. Furthermore, the characteristics of cloud services may not be equally
important for fulfilling specific user requirements in all the time periods over
which the decision has to be made. In such situations Multi-Criteria Deci-
sion Making (MCDM) techniques are useful for the comparison and ranking
of cloud services.
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Publication Area discussed Summary QoS
based

Variation
in QoS
with time

Pastaki Rad et al. [5] Cloud service plat-
forms

General survey of cloud service
platforms and their key fea-
tures.

Peng et al. [6] Cloud middleware General survey of popular
cloud middleware.

Filepp et al. [7] Virtual machine image
selection

Selects virtual machine images
using a image configuration
repository and minimum cost
maximum gain algorithm

Li et al. [10] Cloud service compari-
son

Highlights the problems in
comparing different clouds and
identifies basic attributes of
each type of cloud for compar-
ison

Li et al. [11] Cloud performance Difference between cloud per-
formance and cloud applica-
tion performance

Nie et al. [12] Cloud service selection Evaluation index system for
cloud service purchase decision
making using AHP.

no no

Siegel and Perdue [13] Cloud service compari-
son

A set of measurement indexes
is proposed for comparing dif-
ferent cloud services.

Garg et al. [2, 14] Cloud comparison and
ranking

A framework for measuring the
QoS attributes and AHP based
ranking of cloud services

yes no

Han et al. [15] Cloud service composi-
tion recommender

A system aimed at helping the
user in selecting the best com-
bination of service from differ-
ent cloud providers by match-
ing the users requirements with
QoS values of services.

yes no

Kang and Sim [16, 17,
18] Kang and Sim

Ontology based cloud
service search engine

An ontology based cloud ser-
vice search engine that main-
tains a database to register
the available cloud services and
user query is processed re-
sponded by presenting an or-
dered list of the available ser-
vices. The list is ordered on
the basis of concept similarity,
price utility and cost utility.

no no

Chen et al. [19] Cloud service selection Detects conflicts in user’s re-
quirement and enterprise po-
lices and then selects service
using constraint programming

no no

Wang et al. [20] Cloud service selection QoS evaluation using fuzzy
synthetic decision making
based users preferences and a
measurement of uncertainty
of cloud services by applying
a cloud model on monitored
cloud data.

yes no

Zeng et al. [21] Cloud Service selection Uses the maximum-gain and
minimum-cost algorithm for
cloud service selection

no no

Godse and Mulik [22] Cloud service selection SaaS selection using AHP no no
Rehman et al. [23] Cloud service Monitor-

ing
User feedback to measure
cloud service QoS

Rehman et al. [24] Cloud service selection A framework for MCDM based
cloud service selection

no no

Zheng et al. [3] QoS Ranking predic-
tion

A cloud QoS ranking pre-
diction framework based on
collaborative filtering recom-
mender system theory.

yes no

Table 1 Summary of related literature on cloud service selection
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To summarize, a variety of approaches to cloud service selection have been
proposed in the literature, according to different factors and using a range of
techniques. An unsupported factor that needs to be considered in such systems
is the ability to capture the variability in QoS and the dynamic nature of
cloud environments in the process of cloud service selection. Most existing
approaches fail to consider this aspect, hence the services they select may not
capture such variations in their decisions. To achieve this goal, we propose an
approach for cloud service management in which we divide the total period
of QoS performance history over which service management decisions have to
be made into two parts, namely, pre-interaction start phase (pre-interaction)
and post-interaction start phase (post-interaction) (Figure-1). Time spot is
defined as that instance of time at which the service selection decision is to be
made. Pre-interaction time period is that period of time before the time spot in
which the past QoS performance of each service is analyzed to select the most
appropriate service. Post-interaction time period is that period of time after
the time spot in which the real-time QoS performance of the selected service
and other available services is monitored and analyzed to ensure that the needs
of the user are being fully achieved, and, if they are not, to recommend service
migration if another service can fulfill the user’s needs at lower cost. In this
paper, our aim is to assist a user to make an informed decision in selecting
the most capable service; therefore, we focus only on the pre-interaction phase
time period.

In the next section we describe our integrated framework for cloud service
selection and its constituent parts.

3 Framework for cloud service selection

We propose a cloud service selection framework (Figure-2) which relies on
integrated QoS information – collected from multiple sources – for service se-
lection decision making. The sources of information include: (1) service speci-
fication published by the service providers, (2) cloud service monitoring, and

Time spot

Pre-interaction

Past Time slots

Post-interaction

Future Time slots

Fig. 1 The pre-interaction and post-interaction time periods.
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Fig. 2 Flow of information between different modules in cloud service selection.

(3) feedback from existing cloud service users. This framework consists of sev-
eral modules: (1) cloud service discovery, (2) cloud service monitoring, (3) QoS
information repository, and (4) MCDM cloud service selection module. The
cloud services available in the cloud environment are searched by a service dis-
covery module and their specifications are stored in the QoS repository which
serves as a register of available cloud services in addition to having the func-
tion of storing QoS information. The registered cloud services are monitored
by a cloud service monitoring module which executes benchmarks tests on the
available cloud services and the collected data is stored in the QoS repository.
In addition to this source of QoS information, existing cloud service users also
provide QoS information about the service they use. The QoS repository is
a record of the QoS of available services and this information is used by the
decision making module to recommend appropriate services to new users.

Cloud service discovery: This module searches the cloud environment
for available cloud services and their specifications and also acts as an interface
between the framework and the cloud environment by collecting the service
specification information published by cloud providers. In addition to look-
ing for available new services, this module also keeps track of changes to the
specifications of existing services.
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Cloud service monitoring: This module monitors the services registered
in the cloud service repository and collects data on the QoS of the available
services by executing a benchmark test on the available services as well as
using the data collected by third party cloud monitoring services.

QoS information repository: This module stores the data collected by
the service discovery and the service monitoring modules. It also stores QoS
information received from existing cloud service users.

MCDM cloud service selection module: This module obtains the QoS
information contained in the QoS repository and the criteria preference values
from the user and performs multi-criteria decision analysis on this information
to rank the available services.

In the next section, we present the detailed service selection approach em-
ployed in the MCDM cloud service selection module.

4 Proposed Approach for MCDM in the Pre-Interaction Phase

In our approach, a long term QoS history of available services is utilized for de-
cision analysis, unlike some previous cloud service decision making approaches
which are driven by QoS performance at one instance of time, or by the average
QoS. Currently there are various cloud QoS monitoring services that monitor
and store the long-term QoS history of available services. Our aim is to use
the QoS performance and price history of available cloud services to select the
most appropriate service, avoiding the selection of a service at local maxima
(which happens if the real-time QoS data of only the current time is used) but
without entirely losing the information about variations in QoS performance
(which happens when only the average QoS is used). Our proposed approach
is depicted in Figure-3, and involves the following key steps:

Step A: To capture the variations in QoS over time, we divide the pre-interaction
time period for cloud service management into a number of equal non-
overlapping time slots (Figure 1). The criteria C1, C2 . . . Cn for service se-
lection are identified by the user and in each time slot the QoS performance
of all the services measured on the basis of the identified criteria is retrieved
by the MCDM module from the QoS information repository (Figure 2).

Step B: The identified QoS criteria are not equally important for users in
decision making. Each user has specific preferences regarding the relative
importance of individual criteria. This important information is expressed
in the form of criteria weights i.e. {wc1 , wc2 . . . wcn}, where each criterion
Ci has a weight wci .

Step C: The QoS performance data of all the available services in each time
slot form a decision matrix that is used with the criteria weights to find
the best service by employing a MCDM technique. The MCDM method
is parallely applied to all time slots to compute the service rank of each
service, and the top ranking service in each time slot is selected.

Step D: To consider the dynamic nature of time when selecting a service, we
consider the freshness of the QoS values of a service depending upon its
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Fig. 3 Overview of the proposed approach for service selection based on time decay and
QoS performance of services in different time slots

distance from the time spot at which the decision has to be made. Each time
slot is therefore assigned a time slot weight which progressively decreases
from a maximum value of 1.0 (for the most recent time slot with respect
to the time spot) to successively lower values for older time slots until
it reaches a minimum value of 0.4. Thus the QoS performance values of
services in recent time slots have a much higher impact on the final service
selection decision than the values of services in older time slots.

Step E: The service selection results obtained in Step C above are combined
by an aggregation process using the time slot weights determined in Step
D. The aggregation yields the overall service rank in the pre-interaction
time period, from which the final service selection decision is made.

The sequence of flow in the working of our proposed approach is as shown
in Figure 4. We elaborate Step C of our proposed approach in the following
section, while Steps D and E are discussed in sections 4.2 and 4.3 respectively.

4.1 Finding the top ranked service in each time slot

The objective of this step is to find the highest ranked service in each time slot
based on the QoS performance values of the available services, using MCDM.
We use two MCDM techniques; TOPSIS and ELECTRE as given below. This
step is performed in parallel for each time slot under consideration.
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Fig. 4 Flowchart showing the sequence of steps in the proposed approach

4.1.1 TOPSIS Method

The calculation steps for determining the service ranks in an individual time
slot by TOPSIS are as follows:

Step 1: QoS values of all the services in each time slot form an evaluation
matrix D, which has the following form.

D =


C1 C2 . . . Cn

S1 r11 r12 . . . r1n
S2 r21 r22 . . . r2n
...

...
...

. . .
...

Sm rm1 rm2 . . . rmn

 (1)

Where, S1, S2 . . . Sm are the m available services; C1, C2 . . . Cn are the n
criteria and each rij is a measurement of the performance of service Si under
criterion Cj .
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Step 2: Since each criterion has its own units and range, the evaluation
matrix in Equation-1 is normalized to make the QoS values of different criteria
comparable. The normalized evaluation matrix N is given by:

N =


n11 n12 . . . n1n
n21 n22 . . . n2n

...
...

...
...

nm1 nm2 . . . nmn

 (2)

Where nij =
rij√
m∑
i=1

(rij)2

Step 3: The user’s preference information is incorporated by finding the
weighted evaluation matrix. If the criteria preference weights provided by the
cloud service user (‘decision maker’ in MCDM terminology) are wc1 , wc2 , . . . wcn
(such that: wci ≥ 0 and

∑n
i=1 wci = 1), then the corresponding weight ma-

trix is given by an n × n diagonal matrix Wc whose diagonal elements are
wc1 , wc2 , . . . wcn . The weighted evaluation matrix V is determined by the prod-
uct of the normalized evaluation matrix N from Equation-2 and the diagonal
weight matrix Wc, as shown in Equation-3 below.

V =


v11 v12 . . . v1n

v21 v22 . . . v2n
...

...
. . .

...

vn1 vn2 . . . vnn



=


n11 n12 . . . n1n

n21 n22 . . . n2n
...

...
. . .

...

nm1 nm2 . . . nmn



wc1 0 . . . 0

0 wc2 . . . 0

...
...

. . .
...

0 0 . . . wcn


(3)

Where, wci ≥ 0 and
∑
wci = 1.

Step 4: The weighted normalized decision matrix V is used to determine
the ideal solution (A∗) and the anti-ideal solution (A

′
) as follows:

A∗ = {v∗j , j = 1, 2 . . . , k} = {Max qij ,∀ i; j = 1, 2, . . . , 3} (4)

A
′

= {v∗j , j = 1, 2 . . . , k} = {Min qij ,∀ i; j = 1, 2, . . . , 3} (5)

Step 5: The separation measure for each service from the ideal solution
(denoted by D∗i ) and the anti-ideal solution (denoted by D

′

i) are determined
by:

D∗i =

∑
j

(vij − v∗i )
2

 1
2

(6)
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and

D
′

i =

∑
j

(
vij − v

′

i

)2 1
2

(7)

Step 6: The final step in TOPSIS is to find the similarity index which
combines the two separation measures obtained in the previous step. The
similarity index Gi corresponding to each service Si is given by:

Gi =
D

′

i

D
′
i +D∗i

(8)

The service corresponding to the highest Gi is selected as the best service
within the time slot under consideration.

4.1.2 ELECTRE Method

Compared with MAUT-based methods such as TOPSIS, this method is more
complicated; the simplest variant of ELECTRE involves up to 10 steps. It
performs a pairwise comparison between the alternatives and builds an out-
ranking relationship between them. This relationship is then used to identify
and eliminate the alternatives that are dominated by other alternatives to
yield a smaller set of alternatives (called the kernel). A variant of this tech-
nique called ELECTRE II yields a complete rank order of the original set.

The first three steps of this method are similar to the TOPSIS method
outlined in Section 4.1.1. The remaining steps after calculating the normalized
decision matrix V (Equation-3) are as follows:

Step 4: Let J = {j|j = 1, 2, . . . n} be the set of criteria and concordance
sets Sk,l and discordance sets Dk,l for all pairs Ak and Al of alternatives.
Where k, l = 1, 2, . . .m and l 6= k. Also,

Skl = {j|rkj ≥ rlj} (9)

and
Dkl = {j|rkj ≤ rlj} = J − Skl or Dkl = Sckl (10)

Step 5: Find the concordance matrix:

I =


− i12 i13 . . . i1m

i21 − i23 . . . i2m
...

...
...

...
...

im1 im2 . . . im,(m−1) −

 (11)

where ilk is the concordance index for the alternative pair Ak and Al and is
given by:

ikl =
∑

j∈Sk,l

wj ;
n∑
j=1

Wj = 1

Step 6: Find the discordance matrix:
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NI =


− ni12 ni13 . . . ni1m

ni21 − ni23 . . . ni2m
...

...
...

...
...

nim1 nim2 . . . nim,(m−1) −

 (12)

Where nik,l =

max
j∈Dk,l

|vkl − vlj |

max
j∈J
|vkl − vlj |

Step 7: Calculate the arithmetic mean of the concordance matrix, given
by:

I =

m∑
k=1

m∑
l=1

ik,l
m(m− 1)

(13)

Using the above calculated I find the Boolean matrix F, i.e.

F =


− g12 f13 . . . f1m

f21 − f23 . . . f2m
...

...
...

...
...

fm1 fm2 . . . fm,(m−1) −

 (14)

Where,

fkl = 1; i ≥ I
= 0; i ≤ I

Step 8: Similarly calculate the arithmetic mean of the discordance matrix:

NI =

m∑
k=1

m∑
l=1

nik,l
m(m− 1)

(15)

The corresponding Boolean matrix G for the discordance matrix is given
by:

G =


− g12 g13 . . . g1m

g21 − g23 . . . g2m
...

...
...

...
...

gm1 gm2 . . . gm,(m−1) −

 (16)

Where,

gkl = 1; ni ≤ NI
= 0; ni ≥ NI

Step 9: Using matrices F and G, form the composite matrix H such that:
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H =


− h12 h13 . . . h1m

h21 − h23 . . . h2m
...

...
...

...
...

hm1 hm2 . . . hm,(m−1) −

 (17)

Where, hk,l = fk,l.gk,l

Step 10: The matrix H indicates the preference such that hk,l = 1 =⇒
Ak ≺ Al, but it is still possible that Ak is dominated by other alternatives. In
our framework, we calculate the row sum of this matrix which gives the rank
of each service, and the service corresponding to the highest rank is selected.

4.2 Calculation of Time slot Weights in the Pre-Interaction Phase

The objective of this step is to reflect the relative importance of time slots by
assigning an appropriate weight to each time slot. As mentioned previously, in
our approach we consider that time slots nearest to the time spot have more
importance than the distant time slots (Figure-3). If there are n time slots
t1, t2 . . . tn, then the corresponding time slot weight for each time slot ti is
given by the following logistic decay function i.e.:

wi = A+
K −A

(1 + e−B(∆ti−M))1/2
(18)

Where, ∆ti is the time interval between the interaction time spot tp and
the time slot in consideration ti.

The properties of this logistic decay function are controlled by the constants
A,K,B, and M . Where, A is the lower asymptote, K the upper asymptote,
B the growth rate and M the time of maximum growth. This gives a weight
to each time slot in such a way that the most recent time slots (which are
immediately preceding the time spot) have a higher weight as compared to
the distant time slots which will have a lower weight. In our approach, we
consider that the first few time slots closest to the time spot have the maximum
weight (wt ≈ 1); thereafter, the weight decreases for subsequent time slots and
remains constant after reaching a minimum value of 0.4 (represented by the
constant K in Equation-18). In Figure-5, we plot 3 decay curves, each varying
on the importance of weights that it gives to the time slots nearest to the time
spot. Curves 1, 2 and 3 give a weight of 1 to the 50, 100, and 150 time slots
(value of M) from the time spot, respectively. The values of other constants
for plotting these curves are A = 1;K = 0.4 and B = 0.5.

4.3 Aggregation of individual time slot results

After determining the top ranking service in each time slot using a MCDM
technique (Step C) and calculating the weight (time decay) of each time slot
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Fig. 5 Logistic decay functions for time slot weights

(Step D), the overall rank of a service in the entire pre-interaction period is
calculated in this step. Using the individual service selection outcome for all
time slots, we construct a Boolean matrix (Equation-19), such that the element
uij corresponding to service Si and time slot tj equals 1 only if service Si is
the top ranked service in time slot tj .

U =


t1 t2 . . . tn

S1 u11 u12 . . . u1n
S2 u21 u22 . . . u2n
...

...
...

. . .
...

Sn um1 um2 . . . umn

 (19)

Where uij =

{
1 if Si ranks at the top in time slot tj

0 otherwise

Thus each column of the above matrix U represents the MCDM outcome
for all available services in one time slot, while each row represents the TOP-
SIS outcome for one service in all time slots. Using this matrix, the overall
aggregated rank Ri of service Si is calculated by

Ri =

n∑
j=1

wj .uij (20)

Where wj is the time slot weight
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This process is repeated for all the available services (each row of the
matrix U) to find the overall rank of each service in the entire pre-interaction
period. Alternatively, the product of the Boolean matrix U and a column
vector containing the time slot weights w1, w2, . . . wn, yields a column vector
representing the overall service ranking. i.e.


R1

R2

...

Rm

 =


u12 u12 . . . u1n

u22 u12 . . . u2n
...

...
. . .

...

um2 um2 . . . umn



w1

w2

...

wn

 (21)

Where wj , (j = 1, 2 . . . n), is the time slot weight and the service Sk cor-
responding to the maximum overall ranking Rk is then selected as the best
service for the user.

In the next section, we discuss the experimental validation of our proposed
approach for cloud service selection.

5 Experimental Validation

5.1 Data

To validate our approach we used the QoS monitoring data of five Ama-
zon EC2 IaaS cloud services. The data was collected by cloudclimate (www.
cloudclimate.com) using the PRTG monitoring service (https://prtg.paessler.
com). The dataset consists of hourly measurements of response time for 300
days (from 1-26-2012, 2 PM to 21-11-2012, 2 PM) of the five EC2 instances to
short load tests which reflect the CPU, Memory and I/O performance of the
monitored services. In addition to these three criteria, we included the price
per hour for each service, quoted by Amazon (www.amazon.com), as the fourth
criterion. The EC2 services included in this dataset and their respective prices
for hourly usage are given in Table 2.

Service Detail Instance Type Cost($/hr.)
S1 EC2 EU small 0.0885
S2 EC2 EU micro 0.0200
S3 EC2 SA micro 0.0270
S4 EC2 US East small 0.0650
S5 EC2 US West micro 0.0250

Table 2 Amazon Services in the dataset

The services in this dataset were of EC2 small and micro instance type.
We observed that, in terms of performance, the micro instance services over-
whelmingly surpassed the small instance services. The performance of the
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CPU, memory and disk of the micro instances – although more volatile – ap-
pears to be 3 to 5 times better than the performance of small instances. Our
proposed approach relies on MCDM, therefore a dataset consisting of more
than three services was necessary to test our approach. As no other real data
were available for this experiment, we scaled the data using range scaling to
make them comparable for this simulation while keeping intact the temporal
QoS variations, rather than generating artificial data. QoS data for each ser-
vice was scaled along all criteria over the entire dataset (i.e. all time slots)
using the following formula,

scale(rij) =
rij

max(rj)−min(rj)
× 1000 (22)

Where, rij is QoS value of service Si in terms of QoS criteria Cj and
max(rj) and min(rj) are the maximum and minimum values, respectively,
for each criterion(in column j of the decision matrix in Equation 1). We used
a time slot length of 24 hours, dividing the available dataset into 300 time
slots and using the QoS values of 2.00 PM each day as the decision matrix
for each time slot. A portion of the data (for time slots 1 to 100) is given in
Table 3, where C1, C2, and C3 represent the QoS of CPU, memory and I/O
respectively, while C4 (not shown in Table 3) is the cost per hour for usage
(shown in Table 2:Column-4), which was constant throughout the duration of
the data collection and S1−S5 represent the 5 services. The complete dataset
is plotted in a graphical format in Figure-6, which shows continuous variation
in the QoS criteria values. The arithmetic mean of the dataset being considered
is given in Table 4. These values are used as input for our simulation models
(described in the next subsection).
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ti
S1 S2 S3 S4 S5

C1 C2 C3 C1 C2 C3 C1 C2 C3 C1 C2 C3 C1 C2 C3

1 2015.13 1400.28 844.16 68.79 1000.00 240.46 884.65 1000.00 820.49 2263.39 4202.50 4755.74 88.78 145.78 306.92
2 2004.82 1432.84 860.29 72.33 440.20 247.70 872.62 467.31 764.49 2232.59 1963.88 4431.15 83.23 150.76 306.94
3 2012.63 1398.19 795.32 68.79 367.14 274.82 873.62 402.37 735.39 2235.16 1690.97 4262.48 88.03 147.34 305.92
4 2036.07 1394.73 820.09 70.96 249.59 243.42 876.23 359.43 753.75 2241.83 1510.49 4368.93 84.77 145.20 302.45
5 1981.38 1380.09 838.37 69.45 203.89 264.62 872.62 515.71 777.42 2232.59 2167.27 4506.11 86.07 149.58 311.16
6 2516.46 1653.84 1154.58 69.54 325.67 245.63 874.62 362.64 771.73 2237.73 1523.99 4473.13 84.20 146.59 304.05
7 2064.49 1417.59 849.30 70.96 50.00 259.45 869.11 400.75 708.61 2223.61 1684.16 4107.30 79.41 144.82 304.95
8 1893.12 1340.46 805.37 73.74 51.35 280.79 878.64 442.67 721.68 2247.99 1860.34 4183.02 84.90 147.26 318.55
9 1927.36 1377.25 801.86 75.73 51.33 245.63 868.10 153.03 721.29 2221.04 643.10 4180.77 79.66 146.91 297.38
10 1994.51 1406.47 833.83 79.14 47.99 240.51 874.12 506.04 759.31 2236.44 2126.63 4401.16 78.91 143.20 304.86
11 2004.99 1435.60 820.88 74.36 60.70 239.75 889.17 260.90 726.72 2274.94 1096.42 4212.25 79.35 143.18 302.51
12 1970.91 1386.99 795.36 77.77 50.30 268.89 879.14 83.01 789.45 2249.27 348.86 4575.83 83.08 168.19 304.15
13 2048.70 1405.71 825.23 72.28 55.67 281.49 881.14 83.76 774.06 2254.41 351.99 4486.62 85.49 157.46 340.78
14 2007.31 1420.34 816.40 70.25 45.31 241.87 884.15 82.66 866.79 2262.10 347.39 5024.12 33.15 28.81 84.08
15 2111.37 1447.47 870.48 68.79 57.32 243.28 887.66 85.86 777.42 2271.09 360.81 4506.11 32.39 28.53 81.01
16 2046.04 1394.64 813.55 72.28 57.04 295.26 877.13 81.92 744.83 2244.14 344.26 4317.20 32.14 27.94 79.03
17 2012.63 1390.37 799.66 76.53 76.08 271.95 885.16 80.65 713.53 2264.67 338.93 4135.79 32.41 28.88 78.10
18 2131.98 1537.05 829.53 147.44 44.99 244.22 885.16 88.22 833.29 2264.67 370.74 4829.96 32.27 28.81 77.62
19 2028.09 1428.04 812.10 570.98 44.67 249.91 884.15 81.39 784.79 2262.10 342.06 4548.84 32.55 29.06 81.58
20 1999.67 1386.27 828.13 135.68 70.75 286.57 869.11 80.47 772.12 2223.61 338.19 4475.38 32.87 30.32 81.02
21 2009.47 1440.49 837.62 81.35 45.06 273.45 899.20 80.08 724.39 2300.60 336.54 4198.76 32.39 29.97 81.24
22 2022.94 1475.98 906.28 85.41 58.04 365.72 897.69 79.60 714.43 2296.75 334.52 4141.04 33.13 71.52 84.30
23 2074.47 1398.11 830.19 74.36 53.00 241.26 876.13 81.83 774.70 2241.57 343.89 4490.37 32.23 62.50 80.83
24 1952.79 1338.33 817.19 70.16 47.35 447.97 890.67 79.64 782.85 2278.78 334.70 4537.60 32.29 50.20 80.51
25 1933.18 1367.46 832.76 72.95 45.01 246.90 882.15 86.82 873.77 2256.97 364.86 5064.60 32.55 53.67 79.09
26 1937.00 1379.38 815.70 450.15 58.34 306.31 885.16 78.33 864.98 2264.67 329.18 5013.62 32.26 29.67 84.52
27 2012.47 1372.40 812.80 69.59 61.72 277.73 874.62 80.21 749.87 2237.73 337.09 4346.44 32.53 35.84 87.91
28 1986.70 1416.79 841.97 68.79 44.67 254.98 879.14 79.60 816.99 2249.27 334.52 4735.50 33.40 30.83 84.14
29 1960.61 1414.69 793.68 69.54 60.06 242.67 875.63 79.34 772.50 2240.29 333.41 4477.63 32.55 53.48 81.52
30 1898.11 1407.13 794.62 70.91 45.68 240.46 885.16 78.81 972.45 2264.67 331.21 5636.58 32.55 63.55 83.44
31 1897.16 1344.24 813.06 69.68 64.93 247.29 881.31 142.54 1000.00 2254.83 599.03 5796.25 36.57 67.84 88.07
32 2281.75 1478.65 937.13 69.45 59.35 257.29 883.65 77.89 786.34 2260.82 327.34 4557.84 32.69 72.40 81.46
33 2017.62 1404.47 826.63 69.59 47.03 249.95 887.16 76.67 942.19 2269.80 322.19 5461.16 33.71 32.88 85.93
34 2072.14 1514.77 820.74 87.40 50.39 285.86 881.64 77.50 798.37 2255.69 325.69 4627.55 32.69 37.51 82.65
35 2064.33 1598.25 934.75 77.15 50.00 301.98 886.66 76.71 785.31 2268.52 322.38 4551.84 32.85 29.85 82.51
36 2012.63 1426.61 802.61 94.43 81.41 546.95 896.19 77.24 836.26 2292.90 324.58 4847.20 38.54 63.77 93.52
37 2020.45 1400.11 885.11 69.54 138.45 275.62 885.16 76.49 784.66 2264.67 321.46 4548.09 32.54 67.55 85.92
38 2049.87 1376.62 812.10 84.66 59.37 284.36 884.65 76.27 710.42 2263.39 320.54 4117.80 33.97 70.29 89.76
39 2053.03 1476.52 892.59 73.65 46.06 934.06 881.64 76.40 807.68 2255.69 321.09 4681.53 33.41 60.16 93.48
40 1989.20 1369.64 822.24 1000.00 82.39 266.03 878.13 76.62 929.77 2246.71 322.01 5389.19 32.98 41.25 83.78
41 2119.18 1390.54 822.29 71.62 46.68 349.78 874.62 75.00 790.35 2237.73 315.21 4581.08 35.10 38.81 80.96
42 1958.28 1385.65 800.32 72.33 128.13 254.28 906.22 78.42 870.93 2318.56 329.55 5048.10 32.44 31.05 81.03
43 1955.29 1402.24 815.65 68.79 43.32 244.88 902.21 78.33 788.93 2308.30 329.18 4572.83 32.56 44.71 81.65
44 2791.89 1733.77 1119.52 71.71 43.67 271.95 900.20 75.49 867.30 2303.16 317.23 5027.11 31.98 60.08 81.36
45 1970.74 1416.79 839.16 70.21 45.98 250.71 912.74 75.49 755.04 2335.24 317.23 4376.42 34.65 57.42 87.29
46 1944.32 1380.76 846.64 70.16 45.36 250.61 947.34 80.43 899.64 2423.77 338.01 5214.53 32.57 49.91 87.99
47 1978.72 1402.29 809.15 92.97 51.03 242.62 930.29 75.14 767.20 2380.15 315.76 4446.89 33.40 32.06 84.15
48 1986.54 1387.70 836.87 69.50 45.29 248.45 902.21 73.47 822.17 2308.30 308.77 4765.49 32.96 30.18 81.22
49 2108.71 1511.34 894.55 73.74 53.70 241.82 942.83 80.21 871.70 2412.23 337.09 5052.60 32.28 52.69 81.94
50 2043.88 1376.71 825.18 71.58 44.39 261.00 922.27 80.65 796.43 2359.62 338.93 4616.31 33.42 53.84 91.50
51 2485.37 2337.71 1256.71 83.38 73.71 321.82 917.25 74.92 893.04 2346.79 314.84 5176.29 276.55 894.86 390.84
52 2061.84 1394.73 979.29 70.21 49.68 246.19 875.13 98.90 695.68 2239.01 415.62 4032.34 32.83 30.72 81.02
53 1984.04 1424.48 983.73 70.83 61.02 266.03 844.53 104.37 693.74 2160.74 438.60 4021.09 33.55 29.67 81.80
54 2020.45 1411.27 985.93 71.67 52.01 243.37 844.53 104.19 687.92 2160.74 437.87 3987.36 32.98 49.08 81.60
55 1949.80 1384.85 968.96 73.65 50.36 239.05 844.53 104.37 685.46 2160.74 438.60 3973.11 34.99 38.29 82.65
56 1992.19 1380.72 996.17 68.79 61.72 277.87 852.56 128.26 691.93 2181.27 539.01 4010.60 32.68 54.10 82.61
57 1970.91 1431.46 976.40 74.36 60.01 288.78 843.53 104.37 693.48 2158.17 438.60 4019.59 32.96 41.87 85.76
58 1979.06 1412.60 1017.95 79.80 49.34 236.09 852.06 103.67 699.95 2179.99 435.66 4057.08 33.95 64.93 83.65
59 2005.82 1520.73 1088.86 83.38 50.34 236.79 852.06 100.95 685.59 2179.99 424.26 3973.86 32.81 107.85 83.16
60 1999.67 1423.77 944.89 70.25 83.10 293.99 852.06 103.71 691.93 2179.99 435.84 4010.60 32.54 75.28 83.86
61 1939.99 1412.69 983.69 69.59 51.35 244.78 859.58 537.85 695.81 2199.23 2260.32 4033.09 32.86 37.62 84.44
62 2176.03 1505.74 1055.20 68.88 52.35 237.36 852.06 105.11 700.34 2179.99 441.73 4059.32 33.52 31.02 88.41
63 2103.72 1436.22 994.02 69.45 54.69 247.88 844.53 100.95 695.55 2160.74 424.26 4031.59 259.17 361.62 552.91
64 2098.57 1400.82 993.97 79.93 384.47 257.29 852.06 101.61 687.79 2179.99 427.02 3986.61 191.99 361.32 399.43
65 2466.92 1641.34 1222.49 104.73 61.34 233.88 852.06 102.22 701.89 2179.99 429.59 4068.32 32.54 47.21 84.08
66 2058.18 1424.52 944.47 69.59 50.68 235.34 859.58 529.67 691.80 2199.23 2225.93 4009.85 783.87 932.40 561.12
67 2056.52 1405.04 962.47 68.88 49.66 263.21 844.03 101.65 693.74 2159.46 427.20 4021.09 32.53 86.49 90.57
68 2363.20 1667.81 1218.05 68.75 51.39 246.33 852.06 103.58 687.53 2179.99 435.29 3985.11 32.68 36.06 85.79
69 2326.63 1654.55 1294.76 77.06 50.00 243.42 875.63 98.94 687.40 2240.29 415.80 3984.36 33.39 31.04 85.23
70 1952.79 1394.68 1016.55 93.02 64.01 241.96 843.53 100.21 701.89 2158.17 421.13 4068.32 32.41 31.62 82.16
71 2009.81 1408.65 1012.90 82.76 64.04 245.58 845.04 99.51 711.98 2162.02 418.19 4126.79 33.12 35.02 85.64
72 1918.88 1409.27 980.74 70.25 51.67 262.36 874.62 225.19 692.06 2237.73 946.35 4011.35 33.08 31.47 86.98
73 2426.70 1729.32 1228.38 75.87 51.99 259.45 844.53 98.90 695.94 2160.74 415.62 4033.84 34.70 44.86 98.95
74 2467.09 1653.89 1263.49 80.55 52.01 268.99 853.06 100.25 693.74 2182.55 421.32 4021.09 32.41 32.74 84.66
75 1976.06 1391.88 991.77 79.93 169.51 249.95 844.03 99.55 693.87 2159.46 418.37 4021.84 33.68 31.19 83.44
76 1976.06 1379.29 972.66 70.21 52.67 259.49 844.53 100.21 691.80 2160.74 421.13 4009.85 33.38 31.65 84.38
77 2043.72 1409.89 1011.41 71.58 53.36 255.12 874.62 100.17 713.66 2237.73 420.95 4136.54 33.66 31.34 83.73
78 1973.74 1399.53 983.03 73.65 51.01 250.00 875.63 98.90 679.51 2240.29 415.62 3938.63 33.38 30.60 82.44
79 2519.95 1740.58 1260.76 88.11 173.17 261.61 867.10 186.29 687.66 2218.48 782.87 3985.86 34.24 66.76 85.70
80 1983.88 1379.34 970.51 71.58 54.99 268.89 867.60 98.94 683.39 2219.76 415.80 3961.12 33.23 31.18 85.36
81 1955.29 1382.14 961.62 70.21 50.64 247.04 867.10 98.20 695.68 2218.48 412.67 4032.34 32.83 31.77 84.09
82 1986.37 1422.43 975.69 75.69 75.10 269.08 867.60 98.24 689.73 2219.76 412.86 3997.85 34.25 32.35 83.70
83 2043.55 1357.81 966.81 71.62 51.99 245.53 875.63 98.90 740.30 2240.29 415.62 4290.96 33.40 30.74 84.85
84 1962.93 1382.18 976.35 86.08 50.32 246.99 875.13 98.94 683.78 2239.01 415.80 3963.37 1031.10 1027.94 614.61
85 1956.28 1403.98 991.07 70.29 84.77 257.29 866.60 98.90 689.73 2217.20 415.62 3997.85 33.25 30.29 87.20
86 1954.95 1370.97 978.59 69.45 51.03 273.41 875.13 429.98 685.46 2239.01 1807.01 3973.11 33.11 31.49 81.37
87 1989.03 1371.64 955.83 74.41 51.37 241.12 844.03 99.60 713.92 2159.46 418.56 4138.04 234.13 269.17 332.91
88 1952.63 1366.13 1000.51 73.79 55.39 254.28 843.53 98.90 697.75 2158.17 415.62 4044.33 33.28 63.37 88.42
89 1986.54 1392.55 1028.93 73.04 50.04 250.75 844.53 98.28 700.08 2160.74 413.04 4057.82 33.12 30.36 92.26
90 1983.21 1445.34 1039.92 76.44 51.39 242.62 845.04 101.00 704.09 2162.02 424.44 4081.06 33.39 32.24 88.55
91 1949.97 1370.22 985.09 70.96 56.70 239.71 845.04 225.89 701.89 2162.02 949.30 4068.32 36.25 34.14 93.26
92 1939.00 1386.36 1019.77 75.07 82.71 295.31 852.06 100.91 681.58 2179.99 424.08 3950.63 34.67 31.56 85.50
93 1978.72 1348.11 981.58 71.62 106.44 275.52 845.54 100.34 701.89 2163.31 421.68 4068.32 32.67 32.64 83.09
94 1986.54 1373.87 974.90 69.45 62.00 274.16 852.06 98.90 683.65 2179.99 415.62 3962.62 32.65 31.12 81.17
95 2108.38 1591.31 1177.25 72.33 51.35 303.49 875.63 190.92 683.52 2240.29 802.36 3961.87 32.26 32.72 82.16
96 1996.68 1439.82 1007.06 77.90 52.31 289.48 843.53 100.25 687.40 2158.17 421.32 3984.36 32.54 31.19 88.14
97 1957.78 1394.64 999.77 72.37 50.34 274.77 845.04 100.30 691.67 2162.02 421.50 4009.10 204.60 161.42 132.86
98 2009.81 1400.24 983.73 69.50 247.60 242.48 845.04 98.94 685.46 2162.02 415.80 3973.11 34.26 30.75 82.37
99 2021.44 1415.27 1002.85 90.90 52.35 240.46 844.03 101.61 718.05 2159.46 427.02 4162.03 32.39 39.17 81.40
100 1970.08 1350.77 977.47 76.28 101.41 248.17 868.61 323.01 736.51 2222.33 1357.43 4268.97 230.17 337.10 572.92

Table 3 The QoS data of services S1 − S5 in first 100 time slots from the time spot
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Services Average Response Time (milliseconds)
CPU Memory I/O

S1 2056.19 1455.72 1035.82
S2 80.77 81.94 260.42
S3 860.15 126.66 722.40
S4 2200.70 532.28 4187.19
S5 56.41 73.93 122.34

Table 4 Average QoS of the 300 time slots.

5.2 Simulation models

The dataset described in the previous sub-section was used to select the best
service in four different simulation models. The four simulations were per-
formed using TOPSIS and ELECTRE as the means for MCDM at each time
slot. The objective was to discover whether there was any difference between
service selection outcome using average QoS data over the pre-interaction pe-
riod and service selection outcome using their individual rank in each time
slot and also to determine the effect of time slot weights on the overall service
ranking. The four simulation models used were:

Model I Service selection by applying MCDM to average QoS values (existing
approaches).

Model II Service selection by aggregation of MCDM outcomes in each time
slot and using constant criteria weights without time decay.

Model III Service selection by time decay aggregation of MCDM outcomes in
each time slot and using constant criteria weights. Three variations of the
logistic time decay function were used in this simulation.

Model IV Service selection with different criteria weights for each time slot,
determined using the entropy method. In this simulation model, we repeat
the experiments in simulation models I,II and III with entropy weights of
each criterion as simulation models Ie IIe and IIIe respectively.

In simulation models III and IIIe , three logistic decay functions are used to
calculate the weight of each time slot. These functions give a maximum value
of 1 to the time slots near the time spot and logistically decrease the weight to
the minimum value of 0.4 for older time slots. The first logistic decay function
gives the maximum weight of 1 to the first 10 time slots from the time spot
and then logistically decreases to 0.4 up to the 150th time slot. In the second
decay function, the lowering of the time slot weight from the maximum value
of 1 begins after a longer period of time from the time spot (from 50th time
slot), thereby giving older time slots slightly more importance than the first
decay function. In the third decay function, the weight decay starts after 100th
time slot from the time spot and decreases to the minimum value of 0.4 up
to the 160th time slot. Using the logistic decay function with three different
parameters enables us to see the relative effect of the manner in which the
time slot weight decay affects the final aggregated service selection.
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In the simulation models I, II and III, we used neutral criteria weights (the
same weights for all criteria). When average QoS is used for MCDM-based ser-
vice selection, the criteria weights cannot reflect users’ changing requirements
over time. By contrast, our approach performs separate MCDM analysis for
each time slot, therefore it is possible to use different criteria weights in differ-
ent time slots. In simulation model IV we repeat the simulation model II and
III by dynamically calculating the criteria weights using the entropy method
for each time slot to demonstrate this additional capability of our approach.

The entropy method estimates the relative importance (weights) of the
criteria using the concept of Entropy in information theory. The entropy value
gives an estimate of the amount of information contained in the decision matrix
(Equation 1) and is given by the following equation [33].

ej =
1

lnm

m∑
i=1

rij ln(rij), j ∈ [1, n] (23)

where rij are the values in decision matrix (Equation 1) and rij . ln rij = 0 if
rij = 0. Using these entropy values the weight for each criterion is calculated
as;

wcj =
1− ej∑n

j=1(1− ej)
(24)

Using this method, we first calculate the entropy for each column in the
decision matrix and then use it to find the corresponding criterion weight. The
criteria weights for the decision matrix formed by average QoS are given in
Table 5. The criteria weights for each time slot of our experiment calculated
using this method are given in Table 6.

Criteria wc1 wc2 wc3 wc4

Weight 0.35 0.33 0.16 0.16

Table 5 Criteria weights calculated using the Entropy Method for decision matrix formed
by average QoS (Table 4)

5.3 Results and discussion

Histograms of the CPU, memory and I/O for response time for services in the
dataset are given in Figure-7. This shows that some of these measurements
have a bi-modal frequency distribution or have a scattered distribution, which
means that the mean (shown in Table 4) cannot effectively represent the entire
data; thus in this scenario, MCDM based on average QoS (used in existing
approaches) is not a reliable method for service selection.
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ti wc1 wc2 wc3 wc4 ti wc1 wc2 wc3 wc4 ti wc1 wc2 wc3 wc4
1 0.48 0.06 0.20 0.26 101 0.33 0.38 0.16 0.14 201 0.32 0.27 0.21 0.21
2 0.46 0.09 0.20 0.25 102 0.34 0.37 0.16 0.13 202 0.44 0.17 0.22 0.18
3 0.46 0.11 0.19 0.24 103 0.33 0.38 0.15 0.14 203 0.34 0.35 0.17 0.13
4 0.44 0.15 0.19 0.23 104 0.33 0.39 0.14 0.14 204 0.29 0.40 0.16 0.14
5 0.44 0.14 0.19 0.24 105 0.34 0.37 0.15 0.14 205 0.33 0.37 0.16 0.14
6 0.45 0.14 0.20 0.21 106 0.27 0.33 0.29 0.12 206 0.35 0.34 0.17 0.14
7 0.38 0.26 0.16 0.20 107 0.33 0.35 0.19 0.13 207 0.35 0.35 0.18 0.11
8 0.37 0.26 0.17 0.21 108 0.32 0.39 0.18 0.12 208 0.32 0.40 0.14 0.14
9 0.34 0.29 0.22 0.15 109 0.32 0.40 0.15 0.13 209 0.33 0.37 0.16 0.14
10 0.39 0.25 0.17 0.20 110 0.30 0.40 0.16 0.14 210 0.32 0.37 0.18 0.13
11 0.36 0.29 0.16 0.19 111 0.33 0.39 0.15 0.14 211 0.32 0.36 0.20 0.12
12 0.33 0.36 0.13 0.18 112 0.32 0.39 0.15 0.13 212 0.38 0.29 0.17 0.16
14 0.34 0.42 0.11 0.14 113 0.35 0.33 0.19 0.13 213 0.35 0.34 0.16 0.14
13 0.34 0.35 0.14 0.17 114 0.34 0.37 0.16 0.12 214 0.35 0.37 0.14 0.14
15 0.34 0.40 0.13 0.14 115 0.33 0.39 0.14 0.14 215 0.34 0.38 0.15 0.14
16 0.34 0.41 0.11 0.14 116 0.33 0.38 0.15 0.14 216 0.37 0.31 0.17 0.15
17 0.35 0.39 0.13 0.14 117 0.37 0.31 0.19 0.13 217 0.35 0.33 0.17 0.15
18 0.29 0.44 0.13 0.14 118 0.35 0.38 0.15 0.12 218 0.35 0.34 0.16 0.15
19 0.25 0.47 0.13 0.15 119 0.27 0.43 0.14 0.16 219 0.33 0.37 0.16 0.13
20 0.30 0.42 0.13 0.15 120 0.34 0.38 0.16 0.12 220 0.34 0.38 0.14 0.14
21 0.32 0.42 0.12 0.14 121 0.33 0.38 0.13 0.16 221 0.33 0.38 0.17 0.13
22 0.35 0.37 0.13 0.15 122 0.33 0.40 0.14 0.14 222 0.32 0.37 0.18 0.12
23 0.36 0.36 0.13 0.15 123 0.34 0.36 0.16 0.14 223 0.33 0.37 0.17 0.13
24 0.36 0.39 0.10 0.15 124 0.32 0.39 0.15 0.14 224 0.32 0.42 0.12 0.14
25 0.35 0.38 0.13 0.15 125 0.33 0.37 0.17 0.13 225 0.30 0.35 0.19 0.16
26 0.26 0.47 0.11 0.16 126 0.33 0.38 0.16 0.13 226 0.32 0.39 0.16 0.13
27 0.35 0.39 0.11 0.14 127 0.33 0.35 0.17 0.15 227 0.33 0.39 0.15 0.13
28 0.33 0.42 0.11 0.14 128 0.39 0.28 0.17 0.16 228 0.31 0.38 0.18 0.13
29 0.36 0.37 0.12 0.15 129 0.23 0.43 0.15 0.19 229 0.32 0.39 0.16 0.13
30 0.36 0.38 0.11 0.15 130 0.30 0.36 0.17 0.16 230 0.31 0.41 0.15 0.12
31 0.38 0.34 0.12 0.16 131 0.38 0.28 0.18 0.16 231 0.32 0.41 0.15 0.12
32 0.37 0.35 0.14 0.14 132 0.31 0.36 0.18 0.15 232 0.31 0.41 0.14 0.13
33 0.34 0.41 0.12 0.14 133 0.32 0.39 0.16 0.14 233 0.32 0.41 0.15 0.12
34 0.33 0.41 0.11 0.14 134 0.36 0.34 0.15 0.15 234 0.31 0.41 0.15 0.12
35 0.33 0.40 0.15 0.12 135 0.39 0.27 0.17 0.16 235 0.30 0.42 0.15 0.13
36 0.37 0.38 0.09 0.17 136 0.34 0.37 0.15 0.14 236 0.24 0.50 0.11 0.15
37 0.39 0.31 0.14 0.16 137 0.36 0.32 0.17 0.15 237 0.32 0.43 0.12 0.13
38 0.37 0.36 0.12 0.15 138 0.35 0.34 0.16 0.15 238 0.30 0.42 0.16 0.12
39 0.36 0.39 0.09 0.15 139 0.33 0.38 0.16 0.12 239 0.30 0.43 0.15 0.13
40 0.33 0.40 0.12 0.16 140 0.39 0.26 0.21 0.14 240 0.30 0.41 0.15 0.13
41 0.34 0.41 0.11 0.14 141 0.37 0.30 0.17 0.16 241 0.30 0.43 0.15 0.12
42 0.35 0.37 0.12 0.15 142 0.30 0.40 0.16 0.14 242 0.33 0.36 0.21 0.10
43 0.34 0.39 0.12 0.14 143 0.32 0.39 0.15 0.14 243 0.35 0.32 0.24 0.10
44 0.36 0.36 0.14 0.13 144 0.30 0.40 0.15 0.14 244 0.33 0.40 0.13 0.14
45 0.35 0.38 0.13 0.15 145 0.32 0.37 0.16 0.15 245 0.32 0.40 0.15 0.13
46 0.34 0.39 0.12 0.15 146 0.33 0.39 0.15 0.14 246 0.31 0.39 0.18 0.12
47 0.31 0.42 0.13 0.14 147 0.36 0.32 0.16 0.15 247 0.32 0.40 0.16 0.13
48 0.33 0.42 0.11 0.14 148 0.34 0.34 0.17 0.15 248 0.36 0.33 0.16 0.14
49 0.34 0.38 0.14 0.14 149 0.38 0.27 0.19 0.16 249 0.34 0.37 0.16 0.14
50 0.35 0.38 0.12 0.15 150 0.34 0.36 0.16 0.14 250 0.31 0.41 0.15 0.13
51 0.23 0.48 0.14 0.15 151 0.34 0.36 0.17 0.13 251 0.33 0.38 0.15 0.14
52 0.33 0.38 0.16 0.13 152 0.33 0.38 0.17 0.13 252 0.32 0.39 0.15 0.13
53 0.33 0.38 0.15 0.14 153 0.33 0.38 0.15 0.14 253 0.24 0.39 0.24 0.12
54 0.35 0.36 0.16 0.14 154 0.38 0.31 0.16 0.16 254 0.32 0.36 0.16 0.15
55 0.33 0.38 0.15 0.14 155 0.33 0.38 0.15 0.13 255 0.30 0.41 0.15 0.13
56 0.36 0.34 0.16 0.14 156 0.34 0.37 0.16 0.13 256 0.35 0.34 0.17 0.14
57 0.34 0.37 0.14 0.14 157 0.22 0.42 0.21 0.15 257 0.31 0.42 0.16 0.12
58 0.34 0.35 0.17 0.15 158 0.33 0.38 0.15 0.14 258 0.30 0.43 0.14 0.13
59 0.35 0.32 0.18 0.15 159 0.34 0.35 0.16 0.15 259 0.31 0.43 0.14 0.12
60 0.38 0.32 0.15 0.15 160 0.34 0.39 0.13 0.14 260 0.31 0.41 0.17 0.11
61 0.39 0.28 0.17 0.16 161 0.33 0.39 0.15 0.14 261 0.31 0.40 0.18 0.11
62 0.33 0.38 0.15 0.13 162 0.35 0.35 0.15 0.14 262 0.30 0.41 0.18 0.11
63 0.24 0.36 0.23 0.16 163 0.34 0.38 0.15 0.14 263 0.32 0.34 0.26 0.09
64 0.30 0.27 0.22 0.21 164 0.37 0.31 0.17 0.15 264 0.35 0.28 0.26 0.10
65 0.33 0.35 0.19 0.13 165 0.34 0.37 0.15 0.14 265 0.32 0.37 0.19 0.12
66 0.29 0.39 0.19 0.12 166 0.34 0.38 0.15 0.14 266 0.35 0.34 0.17 0.15
67 0.38 0.33 0.15 0.15 167 0.33 0.38 0.15 0.14 267 0.36 0.31 0.17 0.15
68 0.33 0.37 0.17 0.13 168 0.33 0.39 0.14 0.14 268 0.32 0.36 0.19 0.12
69 0.32 0.38 0.18 0.13 169 0.35 0.36 0.15 0.14 269 0.33 0.33 0.21 0.13
70 0.32 0.38 0.17 0.13 170 0.33 0.38 0.15 0.14 270 0.33 0.37 0.15 0.15
71 0.33 0.38 0.16 0.14 171 0.33 0.38 0.15 0.13 271 0.33 0.37 0.16 0.14
72 0.35 0.35 0.15 0.15 172 0.35 0.34 0.17 0.14 272 0.32 0.39 0.15 0.14
73 0.34 0.37 0.16 0.13 173 0.33 0.39 0.16 0.13 273 0.33 0.38 0.15 0.14
74 0.33 0.38 0.17 0.13 174 0.34 0.38 0.14 0.14 274 0.35 0.35 0.16 0.14
75 0.36 0.33 0.17 0.15 175 0.35 0.35 0.15 0.15 275 0.36 0.34 0.17 0.13
76 0.34 0.38 0.14 0.14 176 0.34 0.36 0.15 0.14 276 0.27 0.35 0.21 0.17
77 0.33 0.39 0.15 0.14 177 0.33 0.37 0.16 0.14 277 0.32 0.37 0.18 0.12
78 0.32 0.39 0.16 0.13 178 0.35 0.36 0.17 0.12 278 0.31 0.34 0.18 0.17
79 0.38 0.26 0.21 0.15 179 0.35 0.31 0.17 0.16 279 0.33 0.38 0.16 0.14
80 0.33 0.38 0.15 0.14 180 0.35 0.36 0.15 0.14 280 0.44 0.18 0.20 0.19
81 0.33 0.38 0.15 0.13 181 0.33 0.38 0.15 0.15 281 0.22 0.48 0.17 0.14
82 0.34 0.37 0.15 0.14 182 0.34 0.38 0.15 0.14 282 0.39 0.28 0.19 0.14
83 0.33 0.39 0.14 0.14 183 0.33 0.39 0.15 0.13 283 0.36 0.33 0.16 0.15
84 0.29 0.43 0.17 0.11 184 0.44 0.20 0.18 0.17 284 0.38 0.27 0.19 0.16
85 0.34 0.37 0.15 0.14 185 0.33 0.38 0.17 0.12 285 0.33 0.37 0.15 0.14
86 0.38 0.30 0.18 0.14 186 0.34 0.37 0.15 0.14 286 0.37 0.29 0.18 0.16
87 0.26 0.38 0.17 0.18 187 0.39 0.31 0.15 0.16 287 0.20 0.35 0.33 0.12
88 0.35 0.34 0.16 0.15 188 0.38 0.29 0.17 0.16 288 0.34 0.35 0.16 0.15
89 0.33 0.39 0.15 0.14 189 0.34 0.33 0.18 0.15 289 0.36 0.33 0.17 0.14
90 0.32 0.39 0.15 0.14 190 0.37 0.30 0.17 0.16 290 0.43 0.20 0.19 0.18
91 0.35 0.34 0.15 0.15 191 0.33 0.37 0.16 0.14 291 0.34 0.33 0.19 0.15
92 0.34 0.37 0.15 0.14 192 0.33 0.37 0.17 0.13 292 0.35 0.36 0.16 0.13
93 0.35 0.35 0.15 0.15 193 0.34 0.37 0.15 0.14 293 0.37 0.33 0.17 0.13
94 0.34 0.38 0.14 0.14 194 0.38 0.27 0.18 0.16 294 0.37 0.32 0.16 0.15
95 0.34 0.36 0.17 0.13 195 0.35 0.34 0.17 0.14 295 0.44 0.21 0.18 0.18
96 0.33 0.39 0.14 0.14 196 0.34 0.36 0.16 0.14 296 0.34 0.39 0.13 0.14
97 0.28 0.37 0.16 0.19 197 0.36 0.32 0.19 0.13 297 0.34 0.38 0.15 0.14
98 0.37 0.30 0.17 0.15 198 0.31 0.39 0.17 0.13 298 0.36 0.32 0.17 0.15
99 0.32 0.38 0.16 0.14 199 0.35 0.34 0.17 0.14 299 0.34 0.35 0.16 0.14
100 0.27 0.27 0.27 0.18 200 0.37 0.31 0.18 0.13 300 0.30 0.33 0.18 0.18

Table 6 Criteria weights for time slots 1-300 calculated using the Entropy Method
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Fig. 7 Histograms of response times in the dataset

The final service selection results obtained using the three simulation mod-
els described in the previous sub-section are presented in Table 7. Service S3

is selected by using simulation Model I, which uses the average of QoS values
with TOPSIS. The same results are obtained by using ELECTRE in Model I.

Services
TOPSIS-Based Simulation Models

Model-I Model-II Model-III(a) Model-III(b) Model-III(c)
S1 0.3646 0 0 0 0
S2 0.9791 70 41.45526718 46.02430031 50.32104085
S3 0.8183 33 20.2903275 24.12103461 25.14624907
S4 0.3335 0 0 0 0
S5 0.9733 197 99.99244968 121.5538862 146.2197723

Selected Service S2 S5 S5 S5 S5

Services
ELECTRE-Based Simulation Models

Model-I Model-II Model-III(a) Model-III(b) Model-III(c)
S1 0 0 0 0 0
S2 3 108 63.97683691 73.16884246 79.3544612
S3 2 51 30.72870504 36.71901199 38.78382454
S4 0 1 0.400004472 0.400054476 0.400663151
S5 3 209 109.3630488 132.4192142 157.1707141

Selected Service S2 S5 S5 S5 S5

Table 7 Final service ranks with the simulation models

The results of the service selection (using TOPSIS and ELECTRE) using
simulation Models II and III in each time slot are given in Figure-8, where S5

has the highest rank in both models. Our proposed framework (Models II and
III) leads to the selection of Service S5. Although,aggregation without time
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Fig. 8 Services selected in each time slot with fixed subjective criteria weights

slot weights in Model II and aggregation with variation in time slot weights
in Model III leads to the selection of the same service, there is a considerable
variation in the ranking values assigned by each model. This variation in rank
values shows that having a weight for time slots is effective in controlling the
relative importance of new and old QoS values. This is further evident from
the difference in the aggregated output values calculated by using the three
logistic decay curves to calculate the time slot weights (Models III(a), III(b)
and III(c) in Table 7).

These results show that selecting a cloud service by using average QoS can
lead to the selection of a service that has a better service average but is not the
best service, due to the variations in QoS performance of IaaS cloud services.
Our proposed approach is capable of taking these variations into account by
considering the entire QoS history instead of using average QoS. This approach
captures the variations in performance of services and gives more importance
to recent QoS data without discarding the older QoS data (which is accorded
less importance), which in turn leads to more reliable cloud service selection.

In simulation Model IV, the ability of our proposed approach to use differ-
ent criteria weights in different time slots was assessed by using the entropy
method [33] to dynamically calculate the criteria weights for each time slot.
The final service selection results are given in Table 8 (wherein the superscript
e denotes that the entropy weights have been used in the simulation models).
Although the overall service ranks in simulation Model IV are the same as
those obtained using fixed criteria weights (Table 7), there is nevertheless a
variation in actual rank values assigned to each service, which suggests that in
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Services
TOPSIS-Based Simulation Models

Model-Ie Model-IIe Model-III(a)e Model-III(b)e Model-III(c)e

S1 0.4028 0 0 0 0
S2 0.9771 34 19.53900812 21.31343187 22.94338047
S3 0.831 2 1.561215687 1.985053963 1.999874971
S4 0.3491 0 0 0 0
S5 0.9913 264 140.6378205 168.4007352 196.7438068

Selected Service S2 S5 S5 S5 S5

Services
ELECTRE-Based Simulation Models

Model-Ie Model-IIe Model-III(a)e Model-III(b)e Model-III(c)e

S1 0 0 0 0 0
S2 3 56 35.16355974 39.06340062 40.96300738
S3 2 3 2.328742316 2.976528361 2.999802544
S4 0 0 0 0 0
S5 4 272 146.2277299 174.6360333 203.3238442

Selected Service S2 S5 S5 S5 S5

Table 8 Final service ranks calculated in each simulation model with variable criteria
weights

scenarios where users’ criteria vary with time depending on changes in work-
load or predictable seasonal variations in business needs, our approach is able
to use dynamic criteria weights to take these changes into account.

6 Conclusion and future work

In this paper, we discussed the cloud service selection problem and proposed a
novel cloud service selection framework in which the QoS history is divided into
several time slots. A service selection decision is taken at each time slot and all
decisions are aggregated to find the overall optimal service. The decisions at
time slot level are taken by applying TOPSIS or ELECTRE to the QoS data
at each time slot along with the user criteria weights. We compared the results
obtained using this approach with those obtained by existing approaches in
which a MCDM technique is applied to average QoS data. We found that, due
to the variations in service performance resulting from the dynamic nature
of the cloud environment, the compared approaches do not lead to the selec-
tion of the same service. Furthermore, we found that the overall service rank
also depends on the weights assigned to the time slots, which can be used to
control the relative importance of older and newer QoS data in the decision
making process. In addition to time slot weights, our proposed framework also
permits the use of different criteria weights for each time slot. This feature is
useful when there is a seasonal variation in service users’ requirements, and
as a result, the criteria weights also vary between time slots. The framework
proposed in this paper deals with service selection in the pre-interaction pe-
riod only. Work on post-interaction service migration decisions is needed, and
several other important factors such as the cost of migration in terms of ser-
vice disruption and data transfer, etc. also need to be included in the decision
making process. Furthermore, there are several adjustable parameters in the
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logistic decay function (Equation 18) and more work is needed to determine
their optimal values for various decision making scenarios. This is our future
work.
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