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Parallel Particle Swarm Optimization and Finite-
Difference Time-Domain (PSO/FDTD) Algorithm for

Multiband and Wide-Band Patch Antenna Designs
Nanbo Jin, Student Member, IEEE, and Yahya Rahmat-Samii, Fellow, IEEE

Abstract—This paper presents a novel evolutionary optimization
methodology for multiband and wide-band patch antenna designs.
The particle swarm optimization (PSO) and the finite-difference
time-domain (FDTD) are combined to achieve the optimum an-
tenna satisfying a certain design criterion. The antenna geometric
parameters are extracted to be optimized by PSO, and a fitness
function is evaluated by FDTD simulations to represent the perfor-
mance of each candidate design. The optimization process is imple-
mented on parallel clusters to reduce the computational time intro-
duced by full-wave analysis. Two examples are investigated in the
paper: first, the design of rectangular patch antennas is presented
as a test of the parallel PSO/FDTD algorithm. The optimizer is
then applied to design E-shaped patch antennas. It is observed that
by using different fitness functions, both dual-frequency and wide-
band antennas with desired performance are obtained by the op-
timization. The optimized E-shaped patch antennas are analyzed,
fabricated, and measured to validate the robustness of the algo-
rithm. The measured less than 18 dB return loss (for dual-fre-
quency antenna) and 30.5% bandwidth (for wide-band antenna)
exhibit the prospect of the parallel PSO/FDTD algorithm in prac-
tical patch antenna designs.

Index Terms—Finite-difference time-domain (FDTD), parallel
computation, particle swarm optimization, patch antenna.

I. INTRODUCTION

P
ATCH antennas are extensively utilized in wireless com-

munication systems by exploiting their low-profile feature

and the ease in fabrication. With recent advances in electro-

magnetics computer-aided design (CAD), the patch antenna de-

sign has benefited from the utilization of accurate numerical

methods. Usually the basic antenna topology can be conjectured

according to the desired antenna performance. The challenge is

to determine the geometric parameters of the antenna, such as

the patch dimensions and the feed position, to achieve the best

design that satisfies a certain criterion. Many efforts have been

expanded on the parametric study of various patch antennas [1].

However, these studies are not systematic and the conclusions

are highly dependent on the antenna under investigation. Con-

sequently, a trial-and-error process is inevitable in most patch

antenna designs.

Recently the particle swarm optimization (PSO) was intro-

duced to the EM community [2] to accommodate this challenge.

The initial PSO concept was developed in 1995 [3] as a novel
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evolutionary optimization (EO) methodology over a complex

solution space. Motivated by a social-psychological metaphor,

the optimizer applies the information exchange scheme between

the individuals in a swarm (i.e., a swarm of bees, a flock of birds

or a school of fish) during their food-searching activities. The

trajectory of each individual is influenced by its own successful

experiences, as well as the successes of its neighbors. As formu-

lated in [2], PSO starts by designating each position in the so-

lution space as a potential design. A fitness function is then de-

fined to quantify the performance of each candidate design. All

the encountered positions are evaluated by this fitness function

to represent how well the design criterion is satisfied. Finally, to-

ward the end of the optimization, most particles converge to the

global optimum, which expectedly results into the best design.

Compared to conventional EO algorithms such as the genetic

algorithm (GA) [4], PSO takes the advantage of its algorithmic

simplicity and robustness. PSO has been applied to many EM

applications, such as the one-dimensional (1-D) and 2-D array

synthesize [5]–[7], the corrugated horn design [8], and the re-

flector shaping [9]. The multiobjective optimizations [7], [10],

[11] further enhance the performance of PSO by exploiting its

inherit versatility and using multiple fitness functions.

This paper presents the application of PSO in multiband and

wide-band patch antenna designs. Based on a predetermined

antenna topology, the geometrical parameters are extracted and

optimized by PSO. The FDTD is combined with PSO kernel

to evaluate the fitness functions. The optimization process

is implemented on parallel clusters. The feasibility of the

parallel PSO/FDTD algorithm allows improved optimization

efficiency, higher simulation accuracy, and less computational

time. First, it is noticed that the particle positions in PSO are

denoted by continuously valued vectors. Knowing a basic

antenna structure, the geometrical parameters can be directly

optimized without being mapped from decimal to binary. In

contrast, in the GA/MOM optimization for patch antennas

[12], [13], each candidate design is discretized into pixels and

represented by a binary string. The optimal design has to be

explored in a larger solution space without applying the a priori

knowledge. Second, the FDTD provides more accurate fitness

evaluations than analytical approximations [14], [15] or spec-

tral-domain methods [12], [13] in multiband and wide-band

antenna optimizations. For instance, the antenna return loss can

be calculated in the entire frequency domain via a single FDTD

simulation, whereas the spectral-domain methods only calcu-

late the antenna’s performance at distinct frequencies. Finally,

by applying the inherit parallelism of PSO, parallel clusters

0018-926X/$20.00 © 2005 IEEE
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Fig. 1. Flowchart of the parallel PSO/FDTD algorithm. The PSO kernel and
PSO/FDTD interface are constructed to prevent physically invalid structures
and redundant fitness evaluations. The activities confined by the dashed line
are implemented on parallel clusters.

can be utilized to significantly reduce the computational time

introduced by full-wave analysis.

Section II details the architecture of the parallel PSO/FDTD

algorithm. Section III utilizes the optimization of rectangular

patch antennas to illustrate the parallel PSO/FDTD concept. In

Section IV, the algorithm is applied to E-shaped patch antenna

designs, which represent the optimizations in a 6-D solution

space. Using different fitness functions, both dual-frequency

and wide-band E-shaped antennas are obtained. Further anal-

ysis and simulations of the optimized antennas are presented

in this section. The optimized E-shaped antennas are fabricated

and measured to validate the applicability of the algorithm in

practical patch antenna designs. The paper is summarized in

Section V.

II. PARALLEL PSO/FDTD ALGORITHM ARCHITECTURE

The UCLA-PSO algorithm has been tested to be numerically

accurate and efficient [2], [11]. With respect to the PSO kernel,

the fitness functions are evaluated externally. This enables var-

ious EM simulation tools (i.e., FDTD, MoM, PO/PTD) to be uti-

lized as the fitness evaluator without changing the PSO kernel.

Fig. 1 shows a flowchart of the parallel PSO/FDTD algorithm.

As aforementioned, for each design criterion, the basic antenna

structure can be determined a priori according to the designer’s

experience. The geometric parameters of the antenna are ex-

tracted to be optimized by the PSO kernel. The position of each

particle is determined by these parameters and mapped into a

candidate design. The FDTD configuration file is generated by

the PSO/FDTD interface. According to the FDTD simulation

results, the fitness function is evaluated to represent the perfor-

mance of the candidate design. The PSO kernel and PSO/FDTD

interface are constructed to prevent physically invalid structures

and redundant fitness evaluations. The activities confined by the

dashed line in Fig. 1 are implemented on parallel clusters.

A. The PSO Kernel

A PSO optimization is initiated by randomly allocating par-

ticle positions in the solution space. Assume there are parti-

cles in a swarm, along with geometrical parameters to be op-

timized ( is denoted as the dimension of the solution space).

The particles’ positions and velocities are stored in two

matrices, and , respectively. At each iteration, the velocities

of each particle is determined by the distances from its current

position to two important locations, which are denoted by the

“personal best” ( ) and the “global best” ( ). The

is the location where each particle attains its best fitness value

up to the present iteration. On the other hand, the , which

is chosen from the s, represents the location where the

best fitness value was attained by any particle. At each iteration

the particles’ velocities are calculated according to

(1)

and the particle’s positions are updated by

(2)

In the equations above, denotes the current iteration, and

is the time interval between two consecutive iterations which is

assumed to be unity. and are matrices where the

s and the are refreshed and stored at each iteration.

All the rows of are identical since all the particles have

the same .

Equations (1) and (2) show explicitly that a particle always

apply its own and other particles’ successes as the strategy to

adjust its trajectory. In (1), a time-varying coefficient , which

is called inertial weight [16], decreases linearly from a max-

imum when the optimization starts to a minimum to-

ward the end. It has the effect of changing the scale of explo-

ration from global to localized during the entire course. In this

paper, the best trade-off between the particle convergence and a

fully searched solution space is obtained by using

. Two random variables, and , are both uniformly

distributed within [0, 1] to inject the unpridictablility in the

swarm behavior. The constant coefficients are

multiplied to adjust the “nostalgia” and the social influence be-

tween the particles.

In a PSO optimization, the particles that fly out of the solution

space must be properly handled. The out-of-boundary particles

usually lead to physically invalid designs, therefore an error will

be encountered by the fitness evaluator and the recursive opti-

mization process will be corrupted. In this paper, the invisible

boundary condition [2] is used in the parallel PSO/FDTD al-

gorithm. Unlike other boundary conditions such as absorbing

walls and reflecting walls, the invisible boundary condition al-

lows the particles to fly over the boundary of the solution space.

These out-of-boundary particles are simply assigned a very bad

fitness value. Since only the particles currently located in the

solution space will be evaluated by the FDTD algorithm, the

number of overall fitness evaluations is reduced. It should be

noted that the out-of-boundary particles are not abandoned but
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still communicate with their counterparts. They will be evalu-

ated in later iterations after coming back to the solution space.

The total number of particles at each iteration is fixed during the

optimization.

B. The PSO/FDTD Interface for an Efficient Optimization

In the PSO/FDTD algorithm, an interface is constructed be-

tween PSO and FDTD executable files for necessary data trans-

missions and extractions. At the beginning of each iteration, the

PSO/FDTD interface is called after the PSO kernel writes the

particle positions using the information achieved from the last

iteration. The interface then reads each particle’s position, maps

it into a candidate design and generates a configuration file for

the FDTD simulation. After the candidate design being simu-

lated, the interface is called again to extract the desired antenna

performance and evaluate the fitness function. The current it-

eration ends by transmitting the fitness values back to the PSO

kernel to calculate the particle positions in the next iteration.

Due to the computational cost introduced by FDTD, the fit-

ness evaluation is the most time-consuming part in an optimiza-

tion. Therefore, it is critical to reduce the unnecessary fitness

evaluations to achieve an efficient optimization. The invisible

boundary condition implemented in the PSO kernel mitigates

the need to simulate the out-of-boundary particles; however,

nothing is more efficient in eliminating the redundant fitness

evaluations than applying the repeated position checking (RPC)

scheme in the PSO/FDTD interface.

The redundant simulations are introduced when mapping a

particle position into a candidate design. Here the continuously

valued particle position (which denotes the antenna geometrical

parameters) has to be discertized in the FDTD configuration

file. This arises a possibility that different particle positions are

mapped into the same candidate design. To illustrate this fact,

we assume that is the component of a -dimensional par-

ticle position vector, . We also assume the grid size in FDTD

algorithm is . All the particle positions located in

(3)

are defined as repeated positions with respect to the vector

. This is because all these positions result in

the same FDTD output as that when

(4)

is used as the input of FDTD algorithm.

The RPC scheme generates an archive to record the fitness

values of all not-repeated positions. This archive is updated

at each iteration. All the particle positions are compared to

this archive before being mapped: the repeated positions are

directly assigned their associated fitness values that are cal-

culated in previous iterations and stored in the archive. Only

the not-repeated positions are simulated by FDTD, with their

fitness values added to the archive afterward. This search-com-

pare process takes time; however, it is negligible compared to

the time cost of a FDTD simulation. The effect of applying

the RPC scheme in reducing the optimization time cost will be

presented in later sections.

C. Parallel PSO/FDTD Implementation

The optimization process is implemented on parallel clus-

ters to further reduce the computational time. PSO is parallel

by nature since each particle can be regarded as an independent

agent. Parallel computation benefits the algorithm by providing

each agent with one of the parallel processors. Compared to the

computational time in fitness evaluations, the calculation of par-

ticle positions and velocities is just a small fraction of the en-

tire course. The master-slave approach [17] is hence practical

to construct the parallel PSO architecture. With only one master

node tracking the particles and collecting simulation results, the

particles are distributed to a bunch of slave nodes to perform

FDTD fitness evaluations. Identical FDTD code is stored on

each slave node with PSO executable files. The particle posi-

tions and velocities are transmitted from the master node, and

the FDTD configuration files are generated on the slave nodes

by PSO/FDTD interface.

The master-slave system was constructed on the UCLA

Advanced Technology Service’s Beowulf Linux cluster. The

system has 64 batch process nodes, each with two Intel Xeon

3.0-GHz processors and 2-GB RAM. The Message Passing

Interface (MPI) was used to communicate between the master

and slave nodes. Theoretically there should be as many slave

nodes as the number of particles; however, due to the limitation

in the system’s availability, most optimizations in this paper

utilizes 4 parallel processors for a 10-particle swarm.

III. A TEST OF THE PARALLEL PSO/FDTD ALGORITHM:

RECTANGULAR PATCH ANTENNA DESIGNS

As a test of the parallel PSO/FDTD algorithm, the optimizer

is applied to a basic antenna design problem in this section. It

is desired to design a rectangular patch antenna that satisfies

some specific requirements on its resonant frequency and band-

width. The antenna performance is investigated near a desired

frequency of 3.1 GHz. The three geometrical parameters to be

optimized are the patch length , the patch width and the

feed position , as shown in Fig. 2. The ground plane is fixed

at 60 mm 60 mm. A 3-mm-thick dielectric with is

used as the substrate. The grid size in the FDTD simulation is

1 mm, in order to achieve both reasonable simulation time and

acceptable accuracy.

The geometrical parameters are optimized within (unit: mm)

(5)

Neither nor exceeds ( is the dimension of the

ground plane) to maintain a good front-to-back ratio in the radi-

ation pattern. On the other hand, the feed can not go beyond the

patch since it generates a physically invalid structure. An addi-

tional geometrical restriction of

(6)

should be also satisfied. Equations (5) and (6) completely define

the boundary of the solution space.
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Fig. 2. Configuration of a coaxial-fed, rectangular patch antenna. The length
L, width W , and feed position x of the patch need to be optimized. A
3-mm-thick substrate with " = 2:2 and a 60 mm� 60 mm ground plane are
fixed in the optimization.

The selection of the particle number and the maximum itera-

tion depends on the dimension of the solution space and the fit-

ness function. Our experimental result based on standard PSO

testing fitness functions (i.e., 10-D Rosenbrock function, etc.)

shows that, the number of particles should be comparable to the

dimension of the solution space to obtain a good convergence.

A reasonably large number of iterations are also necessary for

the particles to get converged. In this rectangular patch antenna

design, a 10-particle-swarm and a maximum of 200 iterations

are utilized.

To fully test the performance of the optimizer using different

fitness functions, two rectangular patch antennas satisfying dif-

ferent design criteria are optimized: 1) Antenna I has the best

return loss at ; 2) Antenna II has the best band-

width ( ) around . Two independent

optimizations are set up with the same swarm configuration, the

same solution space but different fitness functions. In the PSO

kernel, a better design is defined to have a lower fitness value,

therefore the fitness functions are defined as

(7)

and

(8)

Fig. 3. Simulated S curves of the two optimized rectangular patch antennas.
Both antennas resonate at f = 3:1 GHz. Antenna II is observed to have a
greater S < �10 dB bandwidth due to the larger patch width.

TABLE I
GEOMETRICAL PARAMETERS OF THE OPTIMIZED RECTANGULAR PATCHES

(UNIT: MILLIMETERS)

Here the terms are all negative values in dB. A constant of

50 is added to guarantee that the fitness value is positive. The

term in (8) denotes the bandwidth in GHz.

For most rectangular patch antennas, the fractional bandwidth

is only several percentages. The bandwidth term is hence multi-

plied by a factor of 500 to achieve an appropriate impact to the

fitness value. The first term in (8) gives a reward to the antennas

resonating at 3.1 GHz, which means our interest is not only a

broader bandwidth but also the desired center frequency of the

band.

Fig. 3 shows the simulated curves of the optimized an-

tennas. With only addressed on the resonant frequency, an-

tenna I exhibits an of at the desired frequency of

3.1 GHz. A bandwidth of 90 MHz (2.9%) is observed. On the

other hand, with the bandwidth information incorporated in ,

antenna II has a deteriorated of at 3.1 GHz but

an increased bandwidth of 150 MHz (4.8%). These results con-

vinced us that different fitness functions can be properly defined

to achieve different desired antenna performances.

The geometrical parameters of the optimized rectangular

patch antennas are shown in Table I. It is observed that both

antennas have the same length of 30.0 mm, while antenna II has

a much larger patch width. Reference [18] gives the empirical

formulas for rectangular patch antenna design

(9)

(10)
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Fig. 4. Convergence results for rectangular patch antenna designs. The
antennas are optimized (a) using fitness function in (7). (b) Using fitness
function in (8).

where is the free-space wavelength at the resonant frequency

and is the substrate thickness. Equations (9) and (10) predict

that: 1) rectangular patches resonating at the same frequency

have the same length; 2) the patch width is proportional to the

bandwidth. These features are recovered by the optimization re-

sults, with the fitness functions only addressed on the antenna’s

. It is also noticed that the width of antenna II is 44.0 mm,

which exhibits the effectiveness of the optimizer even when

the optimal design is located near the boundary of the solution

space.

Fig. 4 shows the convergence results of the two optimizations.

Two criteria are used in this paper to describe the convergence

performance: the up to the current iteration and the av-

erage fitness at each iteration. In optimization I, the best fitness

value appears at the 34th iteration. The mean value of the os-

cillation in the average fitness value decreases and approaches

toward the end. Similar features are observed in Fig. 4(b),

except for that the optimal design appears soon after the opti-

mization starts (at the 5th iteration).

Fig. 5. Configuration of an E-shaped patch antenna. There are six geometrical
parameters to be optimized by the parallel PSO/FDTD algorithm.

Using four parallel processors each, the two optimizations

finish in 25 and 16 h, respectively. The time duration can be

further reduced by applying the same number of processors as

the particles, for instance, use 10 processors for the 10-particle

swarm. Nevertheless, the optimization time has been greatly re-

duced by applying the RPC scheme. The particle positions and

the number of actually simulated positions are investigated in

both optimizations. In optimization I, 1872 positions (the pos-

sible maximum is 2000, other positions

are out of the boundary) are encountered in the solution space,

and all would be simulated by FDTD without applying RPC.

The investigation shows that only 677 positions are not-repeated

positions and actually simulated. In optimization II, only 357

positions are simulated among 1344 encountered ones. An op-

timization using the same swarm configuration is experimented

without applying RPC scheme. The elongated, 49-h time dura-

tion validates the capability of the RPC scheme in reducing the

computational time.

IV. PARALLEL PSO/FDTD OPTIMIZATION FOR E-SHAPED

PATCH ANTENNA DESIGNS

Rectangular patch antenna extends its functionality by cutting

slots in the patch to introduce multiple resonances. Recently a

novel slotted antenna reported in [19] has become prevalent in

wireless communication applications [20]. Two identical slots

are cut on the same edge of a rectangular patch, which makes

the antenna resemble a letter “E” and named E-shaped antenna
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accordingly. The configuration of an E-shaped patch antenna is

shown in Fig. 5. The geometrical parameters are also labeled in

the figure. A coaxial feed is mounted in the central stub, which

introduces two possible resonant lengths to generate different

resonant frequencies. At the higher frequency, the current flows

in the middle of the patch, which resembles a rectangular patch.

At the lower frequency, the current flows around the slot and the

resonant length is increased. By exploiting different coupling

between the two resonances, the antenna exhibits either dual-

frequency or wide-band performance.

Due to the complexity of the antenna topology, it is hard to

quantitatively estimate the effect of each geometrical param-

eter to achieve the desired antenna performance. The parallel

PSO/FDTD algorithm is applied in this section to accommo-

date this challenge. It is desired to optimize two E-shaped an-

tennas with the performance of: 1) antenna I resonates at two

frequencies of 1.8 GHz (for PCS applications) and 2.4 GHz

(for bluetooth applications). 2) antenna II covers the entire fre-

quency range from 1.8 to 2.4 GHz with acceptable return loss

.

A. Optimization Setup and Convergence

As shown in Fig. 5, the geometrical parameters to be opti-

mized are: the patch length , the patch width , the slot length

, the slot width , the slot position , and the feed posi-

tion . The dimension of the solution space is six. The ground

plane is fixed at 100 mm 120 mm, and a 15-mm-thick air sub-

strate is used to achieve the potential wide-band performance. In

each optimization a 10-particle swarm is utilized. Due to the in-

creased dimension of the solution space, the optimizations are

performed by a greater maximum iteration of 1000. The geo-

metrical parameters are optimized within (unit: mm)

(11)

To maintain the E-shaped structure, the following conditions

must also hold as the additional geometrical restrictions

(12)

(13)

(14)

(15)

Equations (11) – (15) completely defines the boundary of the

solution space.

Two fitness functions are defined to evaluate the perfor-

mances of the candidate designs. For antenna I, the worse

return loss at the two desired frequencies is optimized using

(16)

Fig. 6. Convergence results for E-shaped antenna designs. (a) The
optimization of antenna I (dual-frequency antenna). (b) The optimization
of antenna II (wide-band antenna).

For antenna II, the worst return loss in the entire frequency range

from 1.8 to 2.4 GHz is optimized by

(17)

to achieve the wide-band feature. Compared to the rectangular

patch antenna design, we use a different fitness function to ob-

tain the desired bandwidth since the frequency region is speci-

fied. The fitness functions in (16) and (17) are inspired by the

patch antenna optimizations using GA/MoM algorithm [12];

however, the FDTD algorithm takes advantage in getting broad

frequency domain information. The curve in the entire fre-

quency domain is obtained via only one FDTD simulation.

Fig. 6(a) and (b) illustrates the convergence results of the two

optimizations. Due to the complexity of the solution space, the

best design is obtained after the 500th iteration in each optimiza-

tion. The average fitness converges to the toward the end

of optimization. According to the record of the actual evaluated

particle positions, the effectiveness of the RPC scheme is again
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TABLE II
GEOMETRICAL PARAMETERS OF THE OPTIMIZED E-SHAPED PATCH ANTENNAS

(UNIT: MILLIMETERS)

Fig. 7. Simulated return loss curves of the two optimized E-shaped patch
antennas. The dual-frequency antenna operates at 1.8 and 2.4 GHz, and the
wide-band antenna has a 30.5% S < �10 dB bandwidth that covers the
desired frequency range.

verified. In optimization I, 3150 FDTD simulations are executed

among 6974 encountered positions. In optimization II, there are

only 2160 not-repeated positions being simulated out of 6766

encountered positions.

B. Optimization Results

The optimized geometric parameters are listed in Table II.

The simulated curves are shown in Fig. 7. As expected, the

parallel PSO/FDTD algorithm optimizes the of antenna I at

the two desired resonant frequencies and improves the relatively

worse value. The optimum design has values of

and at 1.8 and 2.4 GHz, respectively. The associated

bandwidths are 110 MHz at 1.8 GHz (6.1%) and 270 MHz at

2.4 GHz (11.2%). On the other hand, with the worst value

in the desired frequency range being optimized, antenna II has

a bandwidth from 1.79 to 2.43 GHz (30.5%).

It should be noted that even at the worst point, the return loss

satisfies the criterion ( at 2.04

GHz).

As shown in Table II, the two optimized antennas have ap-

proximately the same patch length, the same slot dimension, as

well as the same feed position. The major difference between

the two antennas lies in the patch widths. In fact the much wider

patch width of antenna II reduces the value of each resonance.

The coupling between the two resonances is hence increased to

cover a broader frequency range. Fig. 8 shows the simulated cur-

rent distributions. For both antennas, the current is concentrated

in the central stub at the higher frequency, while distributed in

Fig. 8. Simulated current distributions of the two optimized E-shaped patch
antennas. (a) Antenna I, at 1.8 GHz. (b) Antenna I, at 2.4 GHz. (c) Antenna II,
at 1.85 GHz. (d) Antenna II, at 2.2 GHz.

Fig. 9. Two alternative designs, a T-shaped antenna and an antenna with
W = 2 mm are developed from the optimized antenna I (dual-frequency
antenna), by moving the particle position out of and into the solution space.

top and bottom stubs at the lower frequency. Once again, the

antenna operation mechanism predicted in [19] is recovered by

the optimization results.

From Table II it is also noticed that the top and bottom stubs

of antenna I are only 1-mm wide. Equation (14) shows that this

design is located near the boundary of the solution space. Two

alternative designs can be developed by changing the stub width

by , which effectively “move” the original design in and

out of the solution space. This process is shown in Fig. 9. Specif-

ically, the antenna with no top and bottom stubs is named as

T-shaped antenna according to its topology.

The curves of the three antennas with different stub

widths are compared in Fig. 10. When the stub width is in-

creased by 1 mm, the antenna shows 1-dB deteriorated return

loss values at both 1.8 and 2.4 GHz. However, when the stubs

are removed, the resonance at the lower frequency completely

disappears without greatly affecting the resonance at the higher
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Fig. 10. Simulated S curves for the three antennas with W = 0 mm

(T-shaped antenna),W = 1 mm (antenna I) andW = 2 mm.

frequency. The effect of changing stub widths emphasizes the

importance to maintain the E-shape of the patch during the

optimization. Moreover, the results in Fig. 10 convince us that,

although the invisible boundary condition is used, the optimizer

is able to achieve the best design located near the boundary of

a complicated solution space.

C. Antenna Fabrications and Measurements

The optimized antennas are fabricated and measured

in UCLA antenna lab to test the accuracy of the parallel

PSO/FDTD algorithm in practical patch antenna designs. The

photographs of the fabricated antenna prototypes are shown in

Fig. 11. Fig. 12 plots the curves measured by HP8510B

network analyzer. The measured results agree well with the

simulation results shown in Fig. 7, despite a slight frequency

shift. The fabricated wide-band antenna exhibits a better return

loss at the worst point in the band with a 2-dB improvement.

The measured radiation patterns of the optimized antennas are

plotted in Figs. 13 and 14. As described in [19], the E-shaped

antenna has similar patterns to a rectangular patch antenna but

with relatively high cross polarizations in -plane. The radia-

tion patterns of the wide-band antenna are measured at 1.85 and

2.2 GHz, where the best values are observed. Both antennas

have broadside directivities greater than 7 dBi, which confirms

their potential applications in wireless communications.

V. CONCLUSION

In this paper, a novel evolutionary optimization algorithm

is applied in patch antenna designs. The optimization kernel

was constructed using PSO and FDTD was integrated into the

optimizer for fitness evaluations. The utilization of invisible

boundary condition and RPC scheme reduces the computational

burden imposed by the full-wave analysis. The optimization

process was implemented on parallel clusters to further reduce

the computational time.

The parallel PSO/FDTD algorithm was tested by designing

rectangular patch antennas. The design criterion was to obtain

satisfactory antenna return loss and bandwidth. The procedure

Fig. 11. Photographs of the fabricated antenna prototypes. (a) Antenna I
(dual-frequency antenna). (b) Antenna II (wide-band antenna).

and the results of the optimizations show that the parallel

PSO/FDTD optimizer is able to achieve the optimum design

for specified antenna performance in an effective manner.

Subsequently the algorithm was utilized to design more com-

plicated E-shaped patch antennas. Using different fitness

functions, a dual-frequency antenna and a wide-band antenna

were designed. The dual-frequency antenna operates at 1.8 and
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Fig. 12. Measured return loss curves of the two fabricated E-shaped patch
antennas. The measurement results agree well with the simulation results in
Fig. 7.

Fig. 13. Measured radiation patterns of the optimized antenna I
(dual-frequency antenna). (a) E-plane, at 1.8 GHz. (b) H-plane, at 1.8 GHz.
(c) E-plane, at 2.4 GHz. (d) H-plane, at 2.4 GHz.

2.4 GHz with at both frequencies. The wide-

band antenna has a bandwidth from 1.79 to 2.43

GHz (30.5%). The analysis of the optimized antennas provides

further understanding of the antenna operation mechanism and

the performance of the parallel PSO/FDTD algorithm in prac-

tical patch antenna designs. The measurement results of the opti-

mized E-shaped antennas agree well with the simulation results.

The accuracy and the robustness of the parallel PSO/FDTD al-

gorithm validate its potential application in the antenna designs

for wireless communications.
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