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Abstract

This paper presents a parallel programming model, Parallel Phase Model
(PPM), for next-generation high-end parallel machines based on a distributed
memory architecture consisting of a networked cluster of nodes with a large
number of cores on each node. PPM has a unified high-level programming ab-
straction that facilitates the design and implementation of parallel algorithms
to exploit both the parallelism of the many cores and the parallelism at the
cluster level. The programming abstraction will be suitable for expressing both
fine-grained and coarse-grained parallelism. It includes a few high-level par-
allel programming language constructs that can be added as an extension to
an existing (sequential or parallel) programming language such as C; and the
implementation of PPM also includes a light-weight runtime library that runs
on top of an existing network communication software layer (e.g. MPI). Design
philosophy of PPM and details of the programming abstraction are also pre-
sented. Several unstructured applications that inherently require high-volume
random fine-grained data accesses have been implemented in PPM with very
promising results.
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Parallel Phase Model: A
Programming Model for

High-end Parallel Machines
with Manycores

1 Introduction

Large scale high performance computing (HPC) applications often need the comput-
ing power of high-end parallel machines with tens of thousands of the processors [1]
For the past two decades, most of those high-end parallel machines have been based
on a distributed memory cluster architecture consisting of a networked cluster of com-
modity processors, each with its own memory.

For distributed memory parallel machines, parallel programming has mostly been
done using the message-passing programming model, such as MPI [21], which has
been very successful in providing good application performance for structured (or
regular) scientific applications. An important reason for this success is that the
message-passing model closely matches the characteristics of the underlying dis-
tributed memory architecture, and allows the application programmers to exploit
the parallel capabilities of the hardware; traditionally, programmers usually need to
handle certain low-level tasks including explicit managements of data distribution,
data locality management, communication preparation and scheduling, synchroniza-
tion, and load-balancing in order to achieve good application performance. To many
application developers who are trained physical scientists, these low-level tasks are not
related to their domain expertise, and represent additional programming difficulties,
which we refer to as parallel programming difficulties. For structured applica-
tions, domain decomposition methods can be applied, and the low-level programming
tasks generally do not pose a real problem for achieving good performance for struc-
tured (or regular) scientific applications, such as dense matrix algorithms. However,
for unstructured (irregular) applications that inherently require high-volume random
fine-grained communication, those low-level tasks can be challenging to application
developers. Unstructured applications represent a very significant percentage of sci-
entific applications, including graph algorithms, handling large-meshes, sparse-matrix
algorithms, iterative solution methods, multi-grid, and material physics simulations.
Some of the unstructured applications are so difficult to implement efficiently that
they are considered unsuitable for MPI parallel programming, for example, [20].

With the recent introduction of multicore technology, commodity processors in
cluster architecture are being replaced by multicore processors. This trend indicates
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that the next-generation high-end parallel machine architecture will include a net-
worked cluster of nodes, each having a large number (hundreds) of processor cores.
Developing applications for these machines will be much more difficult than it is to-
day, because programmers will need to simultaneously exploit node-level parallelism
(many cores and shared memory) and cluster-level parallelism (distributed memory)
in order to achieve good application performance; and the above-listed low-level par-
allel programming tasks on the new architecture can become overwhelmingly difficult
for most application developers. Therefore, a high-level programming model is needed
in order to support programmer productivity and more importantly good application
performance.

In this paper, we present a programming model, Parallel Phase Model (PPM),
for the next-generation high-end parallel machines, to address the parallel program-
ming difficulties listed above in order to help programmers achieve good application
performance and programming productivity. PPM has a high-level and unified pro-
gramming abstraction for both node-level (for the cores) and cluster level parallelisms,
to make it easy for parallel application algorithms to exploit and express such layered
parallelisms that can be efficiently mapped to the parallel capabilities of the next-
generation architecture. The programming abstraction will be suitable for expressing
both fine-grained and coarse-grained parallelism. It includes a few high-level parallel
programming language constructs that can be added as an extension to an existing
(sequential or parallel) programming language such as C; and the implementation
of PPM also includes a light-weight runtime library that runs on top of an existing
network communication software layer (e.g. MPI). Consequently, PPM will be com-
patible with existing programming environments such as MPI + C (or Fortran). This
compatibility can help the transitions of legacy code base and their programmers;
and smooth transitions are vitally important to the success of a new parallel pro-
gramming environment, because legacy code base represents huge past investments
and mission-critical applications that can not be abandoned; and developers of those
applications represent the dominant majority of expert programmers in HPC today.

2 Parallel Programming Models

A parallel programming model provides an abstraction for programmers to express the
parallelism in their applications while simultaneously exploiting the capabilities of the
underlying hardware architecture. A programming model is typically implemented
in a programming language, or a runtime library, or both; and the implementation is
also referred to as a programming environment.
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2.1 Technical Criteria

A practical programming model must balance the often conflicting technical factors
including application performance, ease of use, performance scalability to increasing
number of processors, and portability to a wide range of platforms. Application
performance is arguably the most important factor, and therefore has received the
most attention in the past. Ease of use, without sacrificing application performance,
is also an important factor in order to get good programming productivity. With the
architectural complexities of the next-generation high-end parallel machines, ease of
use of the programming environment is becoming essential in order to achieve good
application performance.

2.2 Related Work

Over past few decades, many parallel computation and programming models (lan-
guage extensions and libraries) have been explored. Proposed in the 1970s, PRAM
was a shared-memory SIMD model on which a huge volume of parallel algorithms
were generated for two decades by the theoretical computation science community
[15]. PRAM is a good tool for studying and expressing the inherent parallelism in the
mathematical problems because of it simplistic assumptions, which on the other hand
have made most (if not all) PRAM algorithms impractical on real-world distributed
memory machine platforms where programming is mostly done using a message-
passing model (e.g. MPI). In 1989 Valiant [26] proposed the Bulk-Synchronous Paral-
lel (BSP) style for writing efficient parallel programs on distributed memory machines
and message-passing environments such as MPI and BSP-specific environments ([13]).
So far, MPI has been the most successful. PVM [10] and SHMEM [19] have made
an impact on a subset of platforms and applications. On physical shared memory
machines, models such as POSIX [25] Threads and OpenMP [24] are also very useful;
but in reality, high-end parallel machines tend to be distributed memory machines.

In recent years, a lot of research efforts have been placed on improving parallel
programming productivity, including languages and libraries of the global address
space models (e.g. [7, 22, 8, 27, 18]) for distributed memory (commodity processor)
machines as well as languages supported by the DARPA HPCS program, such as IBMs
X10 ([14]) and Crays Chapel ([23]). There are many active research efforts to develop
ways to address multi-core programming challenge. These include developing new
programming languages and extensions, compilers, runtime libraries, domain-specific
application libraries (See [3], [2], [16], [17] and [5] for a partial list of such research
efforts). For example, there are attempts to combine MPI with OpenMP or multi-
threads as the programming model for the next-generation high-end parallel machines.
Since this is still in an early stage, so far, we are not aware of any satisfactory solutions
yet.

One thing seems to be clear: the hardware architecture, a cluster of many-cores

7



with both distributed and shared memory, is much more complex than before. Any
programming model that require users to deal with the traditional parallel program-
ming difficulties directly at the low-level will make it not only harder to write ap-
plications, but also harder to get good application performance. In other words, a
high-level programming model is needed not only for better usability, but also for
good application performance.

3 Parallel Phase Model

In this section, we formally present a high-level and unified programming abstraction
for cluster-level parallelism (distributed memory) and core-level parallelism (shared
memory). The programming abstraction enables those low-level parallel programming
tasks (as stated in the Introduction Section) to be handled by the compiler and the
runtime systems; therefore application developers are relieved from most of those
traditional parallel coding difficulties and can focus more of their attentions on the
parallel algorithms according to mathematical formulations of their domain problems
rather than low-level machine architecture details. Specifically, the PPM abstraction
includes the following principles.

• Virtualization of processors: Programs are written with unbounded number
of virtual processors rather than a fixed number of physical processors. (This
concept can be found in the theoretical PRAM model [15] and in programming
models such as Charm++ [16] and PRAM C [4].) Virtualization of processors
allows for maximal expression of inherent parallelism that exists in the appli-
cation algorithms, and therefore provides opportunities for the compiler and
runtime system to do optimizations such as load balancing.

• Virtualization of memory: In this model, virtual processors “communicate”
through shared variables. There are two types of shared variables: globally-
shared (through virtual shared memory) at the cluster level, and physically
shared memory at the node level. Shared memory provides a global view of
data structures that make it easier to exploit and express both fine-grained and
coarse-grained parallelisms in applications.

• Implicit communication: shared variables make communication between
processors implicit rather than explicit (as in message-passing model), and allow
programs to be high-level and less cryptic, because array syntax can be used in
computation code as they are in the mathematical algorithms.

• Implicit synchronization: the programming language constructs have build-
in, well-defined, and implicit synchronization in the semantics. This avoids the
need for explicit barriers as in some other parallel programming models. The
benefit is a simple memory model and data synchronization mechanism.
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• Automatic data distribution and locality management: They are auto-
matically managed by the runtime system.

• Layered parallelisms: The PPM programming abstraction allows node level
parallelism and global level parallelism to be separately expressed, with a uni-
fied syntax. This facilitates design and expression of algorithms to exploit the
parallel capabilities of the cluster of many cores. (Note: PPM supports par-
allelism in two levels, but it does not mean that both levels must be used in
one program. In fact, programmers can just use only one of the levels, say the
global level, when they see fit. When an algorithm step fits naturally, using
the node-level can save overhead in global communication and synchronization;
this is because the node-level involves fewer processor cores than the global
level, and also because data exchange at the node level is done through physical
shared memory rather than the network for communication.)

3.1 PPM Language Constructs

The programming abstraction of PPM has several new language constructs, which
can be added to an existing programming language such as C. We assume that SPMD
model (Single Program Multiple Data) is used. The new constructs are as follows.

1. Declaration: PPM supports two kinds of the shared variables, those shared
globally across the networked cluster and those shared at the node-level. They
can be declared by putting keywords PPM global shared and PPM node shared
in front of the variable declarations (as in the C language).

Note: When keyword PPM global shared is used to declare a variable, only one
globally shared variable is declared; however, When keyword PPM node shared
is used to declare a variable, multiple variables of the same name are declared,
one for each physical node on the networked cluster (because PPM is a SPMD
model). Shared variables provide a convenient way for virtual processors to
work on the same data.

In addition to shared variables, PPM supports variables that are local to a node
in the networked cluster (similar to variables in MPI programs). Both PPM
local variables and node-level shared variables are stored in the physical shared
memory of the node; but they are used differently. Shared variables can be
directly accessed by PPM virtual processors (in PPM functions to be described
later), but PPM local variables cannot be. Virtual processors can also have
their own private variables (as declared inside the PPM functions).

2. Control Construct to Start Virtual Processors:

PPM do(K) func ( arguments ) ;
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This parallel control construct creates K instances of the function “func”, on
the current machine node, to be executed in parallel, each by a virtual parallel
processor with a unique rank in the range between 0 and K−1. This unique rank
is algorithmically useful in the function instance to determine which portion of
a shared data structure to operate on, among other things. Here PPM do is a
key word. K is an expression; and its runtime value will be used. It may also
be helpful to think that K represents the degree of parallelism that needs to be
expressed in an algorithmic step. The function invoked in this control construct
is referred to as the PPM function.

3. PPM Functions: A PPM function is different from a regular C function in
that the PPM function declaration must be preceded with the PPM function
keyword. Variables declared inside a PPM function are private to the function;
and they become private variables of the virtual processors (started by the
PPM do construct). A PPM function can also include PPM phase constructs
(to be presented next).

4. Parallel Phase Construct:

PPM global phase compound statement ;
PPM node phase compound statement ;

The parallel phase construct is used inside a PPM function, to provide a mech-
anism for implicit synchronizations of parallel execution and shared variable
updates, across multiple instances of the PPM function (as created by the
PPM do). The construct has an implicit barrier at the end of the compound
statement, meaning that the parallel executions of the compound statement are
not synchronized until the end. Also, any read access to a shared variable will
get the value of the variable at the beginning of the phase; and any write access
to a shared variable will only take effect after the end of the phase. There are
two versions of the parallel phase construct, one for synchronization at the node
level, the other for synchronization at the global (cluster) level.

5. System variables: The PPM programming environment has several system
level variables, PPM node count, PPM cores per node, PPM node id. Their
meanings are self-explanatory, and therefore not discussed here.

6. Utility functions: The PPM programming environment also has some util-
ity functions, some of which are common in other programming environments,
such as reduction, parallel prefix etc. There is also a function to dynamically
allocate space for shared variables. There are utility functions related to the
relative ranks of the virutal processors started by a PPM do construct. They
are PPM VP node rank and PPM VP global rank. There are a few utility
functions for mapping (casting) between node-level physical space and globally
shared variables.
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3.2 Execution Model

PPM is a SPMD model, which means that there is one copy of the same program
on each physical node of the cluster. All these copies run in parallel. In addition,
the PPM do construct can be used to start many virtual processors (image them as
threads if it helps) for parallel execution of the PPM function. These virtual proces-
sors are synchronized according to the phases contained in PPM function. Within
every phase, any read access to a shared variable always gets the value as it was
the beginning of the current execution of the phase; and updates made to a shared
variable become effective only after the end of the current execution of the phase.

3.3 PPM Design Focus

Besides providing the general capabilities of a parallel programming model, PPM
focuses on the following areas.

Algorithm parallelism expressiveness: PPM encourages parallel algorithm
design based on the inherent parallelism of the application problems rather than low-
level hardware architecture details. The PPM do construct allows for maximal expres-
sion of parallelism and computation is decomposed for unbounded number of virtual
processors rather than a fixed number of physical processors (or cores). Maximal
expression of parallelism using virtual processors leaves more room for the compiler
and runtime library to do optimizations (such as load balancing).

Layered parallelisms: The cluster of many-core architecture features high-
degree of parallelism both at the cluster level (thousands of nodes) and at the node
level (hundreds of cores). This is reflected in PPM through the concepts and con-
structs of global-level and node-level shared variables and synchronization phases.
Such high-level programming concept and constructs facilitate the design and ex-
pression of parallel application algorithms that can exploit the parallel capabilities of
the underlying hardware, without the needs for the application developers to directly
handle the low-level machine architectural details.

Guidance for good programming style: It is well-known in the message-
passing programming community that, on distributed memory machines, programs
written in the Bulk-Synchronous Parallel ([26]) style tend to run more efficiently than
programs that require frequent fine-grained communication. This is also true for
virtual shared memory programming on the distributed memory machines, as shown
in the BEC programming model that seamlessly combines the convenience of the
share-memory programming with the efficiency of the BSP style ([27, 12]). The key
concept of the BSP style is the super-step. This concept along with the experiences
from the BEC virtual shared memory programming have led to the (high-level) phase
construct in PPM, in order to capture the essence of efficient high-level programming
style involving virtual shared memory on cluster of many-core architecture with a
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hybrid of physical distributed memory and shared memory.

Simple and implicit synchronization: PPM programs need synchronization
just like parallel programs in other programming models. But PPM programs syn-
chronize due to logical needs of the application algorithms rather than low-level hard-
ware constraints in the program implementations. Specifically, synchronizations of
both program execution and shared data updates always happen at the end of a PPM
phase; there is no need for explicit barrier and locking (as in many other programming
models).

Simple memory model and data coherence: Within a PPM phase, reading
of a shared variable always gets the value of the variable at the beginning of the phase
execution; and writing to a shared variable only takes effect at the end of the phase
execution. Such a data coherence scheme avoids the potential unexpected updates to
shared variables (race condition) in many other parallel programming models.

No need for explicit communication: In PPM, data exchange is done by
accessing shared variables; and the same array syntax is used for both off-node and
on-node shared array accesses.

Shared data coherence does not reply on hardware cache coherence
capability: In PPM, coherence of shared data is guided by PPM phase and managed
by the runtime library. It does not rely on hardware data coherence capabilities.

Supporting both synchronous and asynchronous modes on different
nodes: At a PPM do(K)func() construct, the PPM function that is invoked can be
different on different nodes. (This can easily been done by using function pointers.)
Also, expression K can evaluate to different values on different nodes. Furthermore,
it is possible that only node-level phase is used in the PPM function for each node.
Therefore, a PPM program can make different nodes work on completely different
tasks asynchronously using different number of virtual processors. On the other
hand, PPM can also have all the nodes work on a common task synchronously using
the same number of virtual processors.

Automatic scheduling of computation and communication needs, cores,
and network resources: PPM enables the runtime system to dynamically sched-
ule the computation needs (of the virtual processors) and the communication needs
based on the available processor cores and network resources. For example, the PPM
runtime library is capable of bundling up fine-grained remote shared data ac-
cesses into coarse-grained packages in order to reduce overall communication
over head; the runtime library is also capable of scheduling communication needs and
computation tasks to enable (automatic) overlap of computation and communi-
cation; and the runtime is able to schedule network communication needs to reduce
contention of multiple cores competing for network resources.
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3.4 Implementation of PPM

There can be various ways to implementing PPM, depending on the technical and
non-technical constraints. We have a preliminary implementation based on a com-
bination of a source-to-source compiler and a light-weight runtime library. A PPM
program is converted into C source code with function calls to the PPM runtime
library, which does most of the optimizations in computation work scheduling, re-
mote communication management, and shared data management, among many other
things. The virtual processors in PPM can potentially be thought of as threads and
also implemented as such. In the absence of hardware support for heavy threading,
overheads of context switching and thread scheduling can be a serious performance
issue. In our implementation, the PPM compiler converts the work of multiple virtual
processors into loops (for a general approach, see [11]), so that there will be fewer
threads (each doing the work of multiple virtual processors by looping), which can
then assigned to the processors cores.

4 Applications

In our experiments, we intentionally select applications that inherently require high-
volume random fine-grained data accesses (communication), which are the most com-
mon sources of programming difficulties in writing efficient parallel application pro-
grams using existing programming models on distributed memory machines.

4.1 Machine Platform

The applications presented here were run on a multicore cluster supercomputer named
as Franklin (URL: franklin.nersc.gov). It is a Cray XT4 machine with a total of 9660
compute nodes, each node having 4 cores (AMD Opteron 2.3GHz Quad Core) and
8G of physical shared memory.

4.2 Application 1: Conjugate Gradient Solver of Linear Sys-
tems

The application is a parallel linear system solver for Ax = b using the Conjugate
Gradient (CG) method. The linear system solved in this program is from the diffusion
problem on 3D chimney domain by a 27 point implicit finite difference scheme with
unstructured data formats and communication patterns. In the test, A is a sparse
matrix of size 16777216 X 16777216 with about 400 million nonzero entries.
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Figure 1. Application Performance of the CG Solver

4.3 Application 2: Sparse Matrix Generation for Multi-scale
Collocation Method

This application is a sparse matrix generator in a multi-scale collocation method for
integral equations [6]. Every non-zero entry of the generated matrix is a linear com-
bination of multiple functions’ values at multiple collocation points. The evaluation
of these function values involves numerical integrations of very high computational
complexity. To reduce the computational cost, the algorithm iterates through multi-
ple levels of computation, on each of which the intermediate results of the numerical
integrations are stored as global data, and then very randomly accessed in the pat-
terns determined by the linear combinations as well as the non-zero pattern of the
sparse matrix. In this test, the generated sparse matrix has 1 million rows, 1 million
columns and over 200 million nonzero entries.

Figure 2. Application Performance of the Matrix Genera-
tion

4.4 Application 3: Barnes-Hut Simulation

This application is a simple hierarchical algorithm for N-body simulation. In every
time step, the algorithm creates a tree from the particles according to the distribution
of their coordinates, then updates the coordinates by computing the particles’ forces
using the tree. The advantage is the reduced O(n logn) computation complexity
(originally O(n2)), but the drawback is the totally data-driven random access to the
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tree and the particles. In this test, the number of the particles simulated is 2 million.

Figure 3. Application Performance of Barnes-Hut Simula-
tion

4.5 Performance Discussions of the Applications

Before discussing the performance, it should be pointed out that in the test machine
platform, the MPI processes running on the cores of the same node still try to com-
municate by message-passing; even though such message-passing does not need to go
through the network, it can still incur much overhead. 1

On PPM model, virtual processors on the same node exchange data by accessing
the physical shared memory (without any communication overhead). But unlike ac-
cesses to variables in standard C language, accesses to the PPM shared variables go
through the PPM runtime library, which will bring in some overhead. Such runtime
library overhead can weigh on the overall performance using node-level shared vari-
ables, but this overhead will weigh much less when the number of nodes and the total
network communication cost increase.

Now lets look at the runtime of performances of the PPM version and the MPI
version of the Conjugate Gradient Solver. The MPI version is a highly-tuned imple-
mentation by a top MPI programmer. PPM version started out much slower than
the MPI version when there is only one node (4 cores) but catches up quickly as the
number of nodes increases. There can be multiple reasons. We are still trying to con-
duct in-depth analysis to understand the exact reasons. When there is only one node,
the performance results suggest that the MPI intra-node communication overhead is
not as significant as the overhead of in PPM shared variable accesses. As the number
of nodes increases, the amount of computation per node decreases while inter-node

1This intra-node communication overhead can potentially be reduced if the SmartMap mecha-
nism [3] is added to the multicore implementation of MPI runtime library, as demonstrated by the
enhanced version of MPI on Catamount at Sandia National Labs. But SmartMap is currently not
supported on Linux.
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communication increases; in other words, the overhead of the PPM shared variable
accesses becomes less of an issue. On the other hand, the PPM runtime library is
capable of communication optimizations for reducing network resource contention by
multiple cores, for better scheduling communication and computation tasks to allow
overlap. These further help the PPM version to catch up in performance relative to
the MPI version.

In the sparse matrix generation in multi-scale collocation method for integral equa-
tions, the amount of data is not significant, but the computation algorithm is rather
complex. The PPM program consistently performs better than the MPI implemen-
tation, because the PPM runtime library overhead associated with shared variable
accesses is not a significant factor in the total execution time. The PPM program
scales better as the number of nodes increases, because the PPM runtime library
has many built-in optimizations (as discussed above) that do not exist in the MPI
program.

The Barnes-Hut simulation inherently involves high-volume, random, and fine-
grained data accesses. Furthermore, the data access locations are data-driven; that
is, they cannot be anticipated and prepared in advance; and therefore, it is virtually
impossible to prepare and bundle up such data access requests before computation.
Such applications are generally unsuitable for MPI implementation (extremely dif-
ficult to code to get good application performance). For example, there is an MPI
implementation method [9] for the Barnes-Hut simulation; in that method, a hierar-
chical representation of the force field data is implemented a tree data structure on
each MPI node, then in every round of computation, each node needs to receive copies
of the trees from all other nodes. This requires extremely high-volume of data ex-
change and therefore communication costs. On the other hand, PPM is very suitable
this type of applications because there is built-in message bundling capability that
efficiently handle fine-grained remote shared data accesses; and this capability avoids
the need to copy the entire tree structures from other nodes. The PPM program
scales well as the number of nodes increases.

In summary, the PPM model provides good performance for unstructured appli-
cations on current multicore clusters. Some of the features optimizations have yet to
be fully utilized. These features include separation of global and node phases and
shared variables; the optimizations include intelligent communication scheduling to
allow overlap of communication and computation and reducing network resource bot-
tleneck caused by contention of many cores. We believe that when the number
of cores per node increases, the benefits of the PPM mode by exposing
multiple levels of parallelism will be more obvious and significant.
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Table 1. Code Size (Number of Lines)

Application PPM Program MPI Program
Conjugate Gradient 161 733
Matrix Generation 424 744
Barnes Hut 499 N/A

4.6 Application Code Size

The PPM implementations are much smaller (and simpler) than the MPI imple-
mentations of the same applications. The MPI programs and the PPM programs
have similar sizes in their computation codes because they are based on the same
mathematical formulas and algorithms. However, the MPI programs include very
significant codes in bundling and unbundling fine-grained communication messages
in order to achieve good performance; and there is also a fair amount synchronization
related code in each of the MPI programs. Such communication and synchroniza-
tion codes are what make parallel programming difficult. On the other hand, both
communication and synchronization are implicit in PPM, so there is no need to write
any communication and synchronization code; and PPM has built-in communica-
tion bundling/unbundling capabilities and other optimizations; therefore the PPM
programs are much smaller and simpler, while achieving comparable (and better)
performances.

5 Code Example

Given a sorted array A and another array B, the problem is to find the location in A
for each and every element of B. The following is a piece of PPM code to solve this
problem. In this code, we assume that both arrays A and B are already initialized.
We only show the part of the code to do the parallel binary search of each element of
B inside array A. Note: This is not an optimal parallel algorithm for the problem.
It is used just for its simplicity for a PPM code example.

/∗ In the f o l l ow i n g code , the binary search o f B elements
in array A are carr i ed out in p a r a l l e l ; s p e c i f i c a l l y , the
search o f each element i s performed by a v i r t u a l proces sor .
Here assume B i s a node− l e v e l shared array and A i s a g l o b a l
shared array . ∗/
PPM function b ina ry s e a r ch ( int n ,

PPM global shared double A[ ] ,
PPM node shared double B[ ] ,
PPM node shared int rank in A [ ] )

{
PPM global phase {

int l e f t , middle , r i gh t ;
l e f t = 0 ;
r i gh t = n ;
while ( l e f t + 1 < r i gh t ) {

middle = ( l e f t + r i gh t ) / 2 ;
i f (A[ middle ] < B[ PPM VP node rank ( ) ] )
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l e f t = middle ;
else

r i gh t = middle ;
}
rank in A [ PPM VP node rank ( ) ] = r i gh t ;

}
}

int main ( int argc , char∗∗ argv )
{

/∗ Other code , i n c l ud ing i n i t i a l i z a t i o n o f arrays
A[ 0 . .N−1] and B [ 0 . .K−1]∗/

. . .

PPM do(K) b ina ry s e a r ch (N, A, B, rank in A ) ;

. . .
}

6 Conclusion

We have presented a parallel programming model, Parallel Phase Model (PPM), for
the next-generation high-end parallel machines, which has a cluster of nodes with
a large number of cores on each node. We have implemented several unstructured
applications that inherently require high-volume random fine-grained data accesses.
Such applications are generally very difficult to implement in existing models such
as MPI in order to get good application performance. Using MPI implementations
as references, the PPM implementations of these applications show favorable results
(good performance and scaling) and easy programmability in term code simplicity
and sizes. Although the performance advantage is rather limited on cur-
rent machines, we believe the benefits of the PPM model will be more
significant when the number of cores per node increases (far beyond the
current 4 cores per node).
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