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Abstract: One of the non-linear phenomena affecting high bandwidth and long reach communica-1

tion systems is Four-Wave Mixing (FWM). Unfortunately, the simulation of systems for parameter2

optimization requires more time as the number of channels increases. In this paper, we propose a3

new high-performance computational model to obtain the optimal design parameters in a multi-4

span Dense Wavelength Division Multiplexing (DWDM) system, limited by FWM and the intrinsic5

Amplified Spontaneous Emission (ASE) noise of optical amplifiers employed in each segment. The6

simulation in this work provides a complete optical design characterization and compares the effi-7

ciency and speed improvement of the proposed parallelization model versus an earlier sequential8

model. Additionally, an analysis of the computational complexity of parallel models is presented,9

in which two parallel implementations are used; firstly, Open MultiProcessing (OpenMP) which is10

based on the use of a central multi-core processing unit and secondly, the Compute Unified Device11

Architecture (CUDA), which is based on the use of a Graphics Processing Unit (GPU). Results12

show that parallelism improves by up to 40 times the performance of a simulation when nested13

parallelization with CUDA is used over a sequential method and up to 6 times compared with14

the implementation with OpenMP using 12 processors. Within our parallel implementation, it15

is possible to simulate with an increased number of channels that which was impractical in the16

sequential simulation.17

Keywords: Computer Simulation; DWDM; FWM; GPU programming; Parallel Architectures;18

Parallel Programming19

1. Introduction20

Non-linear phenomena occur in optical fibre systems especially when they are21

used at their maximum . It is a limitation for multi-segment, high-bandwidth and long-22

range Dense Wavelength Division Multiplexing (DWDM) systems. DWDM is used to23

maximize the bandwidth capabilities of optical fibres where their segments are connected24

by optical repeaters. Such communication systems are found in land or transoceanic25

communication systems. Five non-linear effects that play a role in such systems are26

known so far: Four-Wave Mixing (FWM), Stimulated Raman Scattering (SRS), Stimulated27

Brillouin Scattering (SBS), Self-Phase Modulation (SPM) and Cross-Phase Modulation28

(XPM); each appears under certain design circumstances. In any design analysis, basic29

linear effects will also be present such as fibre attenuation and dispersion, defined by30

the parameter a and D, respectively. Erbium Doped Fiber Amplifiers (EDFAs) have31

been used to compensate for fibre losses and to increase the transmission distance,32

causing at the same time an increase on amplified spontaneous emission (ASE) noise33

and nonlinearities [1,2].Different kinds of optical fibres have been designed to reduce the34
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effect of dispersion and nonlinear effects [3–6]. There are numerous studies on non-linear35

impairments showing the importance and complexity of such phenomena for DWDM36

[7–12].37

The sequential model presented in [13] can be used on a multi-span DWDM system38

limited by FWM/ASE to obtain the optimal power (Popt) and maximum link length (Lmax)39

with respect to the dispersion D. The model is highly parallelizable so that different40

parallelization models can be used to reduce the computational complexity. Paralleliza-41

tion can significantly reduce the processing or execution time of a sequential algorithm42

[14],including the simulation of Non-Linear phenomena [15]. To implement paralleliza-43

tion, several tools exist, such as MPI (Message Passing Interface) [16], OpenMP[17], and44

recently GPU cards [18]. The latter are programmable using the libraries provided by45

NVIDIA, in particular the CUDA-C language. Other examples using GPU cards are46

mentioned in [19,20], where the use of this tool significantly improves the execution of47

algorithms.48

49

In this work we use two schemes to significantly reduce the time complexity of50

DWDM and simulate more channels than obtained in [13].First, we show a multipro-51

cessing parallel paradigm using OpenMP since it only uses the processors located in the52

Central Processing Unit (CPU) and does not require a distributed system like MPI. The53

efficiency has been proven [21], but it is limited by the number the cores in the processor.54

Secondly,we use of Graphic Processing Units for the cost-benefit ratio [22–24].For CUDA,55

we use Dynamic Parallelism (DM) [22]. Dynamic parallelism consists of hierarchical56

kernels in a tree structure, where a thread is defined as a father kernel. This father kernel57

can generate new child kernels to execute tasks in the GPU context. The height of the58

tree depends on the characteristics of the GPU card. Finally, an analysis of both imple-59

mentations using metrics such as speedup, efficiency and performance ratio is presented.60

61

The paper is divided into the following sections: Section 2 describes the theory of a62

multi-span DWDM system limited by FWM; Section 3 describes the proposed sequential63

model of computation; in Section 4 architectural models are explained, in Section 5,64

experimental, and simulated results are presented in terms of execution time, efficiency,65

performance ratio, and speedup. Finally concluding remarks are presented in Section 6.66

2. Theoretical Analysis67

The power dependence of the refractive index is denoted by χ3 and FWM, is de-68

scribed using χ3. If three optical fields with carrier frequencies f1, f2, and f3 copropagate69

inside the fiber simultaneously, FWM generates a fourth field whose frequency f4 is70

related to other frequencies by a relation f4 = f1 ± f2 ± f3. All frequencies correspond-71

ing to different plus and minus sign combinations are possible. In practice, most do72

not grow to significance because of a phase-mis-matching. Frequency combinations of73

the form f4 = f1 + f2 − f3 are troublesome for multichannel communication systems74

since they can become nearly phase-matched when channel wavelengths lie close to the75

zero-dispersion wavelength [1].76

A multi-span DWDM system refers to the multiplexing of multiple information77

frequency channels ( f1, f2, . . . , fN) in a single fibre with the aim of transmitting the78

largest possible bandwidth. To achieve long ranges, the optical fibre is segmented79

and connected by optical amplifiers as shown in Figure 1. The operating bandwidth80

of the amplifiers must match the spectral bandwidth of the combined channels to be81

transmitted. The C band is the most commonly used for its low lossesand the EDFA fits82

this system [2].83
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Figure 1. Multi-span DWDM System setup

Figure 1 represents the multi-span DWDM system setup. fi represents the i− th84

frequency channel, LS is the length of a segment or the space between amplifiers (typical85

values between 50 km and 100 km), N is the total number of channels, LT is the total86

length of the system and M is the total number of segments.87

The total spectral width in band C is W = fN − f1 = 3.75 THz (30nm). The multi-88

channel density ∆ f is a function of the total number of N channels and can be expressed89

as:90

∆ f = fi − fi−1 =
W

N − 1
. (1)

The central frequency can be expressed as:91

f =
f1 + fN

2
= 193THz[1550nm]. (2)

An FWM signal appears by mixing three frequency channels fi, f j and fk, so that is,92

fn = fi + f j − fk(i, j 6= k). The power at fn is given by [11,12,25]:93

Pi,j,k = k2PiPjPkηi,j,kd2
i,j,k(

MLe f f

Ae f f
)2e−aLS , (3)

for k = 32π3χ3

η2cλ
, where λ is wavelength, c is the vacuum light speed, η is the core94

refractive index, a is the linear loss coefficient,Pi, Pj, Pk are launched input power levels95

per channel, Le f f = (1− exp(−aLS)/a is the fibre effective length, Ae f f is the effective96

area of the guided mode, d is the degeneracy factor (d = 3 for i = j, d = 6 in case i 6= j),97

χ3 is the third-order nonlinear electric susceptibility (6× 10−14m3W−1), and ηi,j,k is the98

FWM efficiency, which is given by:99

ηi,j,k = (
a2

a2 + ∆β2
i,j,k

)(1 +
4e−aLS

(1− e−aLS)2
) sin2(

∆βi,j,kLS

2
), (4)

where ∆βi,j,k is the phase mismatch that is expressed as:100

∆βi,j,k = (
2πλ2

c
)(| fi − fk|| f j − fk|)

(D +
dD

dλ
(( fi − fk) + ( f j − fk))).

(5)

D is the fibre chromatic dispersion coefficient. In a DWDM system with N number101

of channels and with equal channel spacing, the total FWM power at the frequency fn or102

in other words, the total FWM power at the aforementioned frequency can be expressed103

as follows:104

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 23 March 2021                   doi:10.20944/preprints202103.0558.v1

https://doi.org/10.20944/preprints202103.0558.v1


Version March 20, 2021 submitted to Appl. Sci. 4 of 13

Pn = ∑
fn= fi+ f j− fk

Pi,j,k

= k2P3
S e−aLa(

MLe f f

Ae f f
)2 ∑

fn= fi+ f j− fk

ηi,j,kd2
i,j,k.

(6)

This include the sum of all cases that satisfy fn = fi + f j − fk, (i, j 6= k). For105

simplicity, we consider equal transmission power in each channel (PS = Pi = Pj = Pk),106

therefore, the most affected channel with the highest FWM, (n = w) power can be107

expressed as:108

Pw = k2P3
S(

MLe f f

Ae f f
)2Ye−aLS , (7)

where Y indicates the maximum value of the summation ∑ ηi,j,kd2
i,j,k for average109

channel as follows:110

Y = max (∑ ηi,j,kd2
i,j,k), i, j, k = 1, 2, . . . , N. (8)

FWM can be considered as an interfering signal, so if we consider a typical maxi-111

mum value of 20 dB of optical signal to interference ratio in the receiver [1], the maximum112

power for the most interfered channel, is:113

Pm =
Ae f f

10kMLe f f Y1/2
. (9)

This should be compared to the total ASE noise power in the receiver can be114

estimated, which increases with the number of amplifiers and is as [26] :115

Psp = 2ηsp(G− 1)h f B0M, (10)

where h is Plank’s constant (6.634× 10−34 J.s), f is the centre frequency, G is the gain, B0116

is the bandwidth of the optical filter that can be approximated by 2B, 2ηsp is the amplifier117

noise factor whose minimum value is 2 for an ideal amplifier and ηsp is the population118

inversion parameter [1]. For equal amplifier spacing (M = L/La) and an amplifier gain119

G that compensates for fibre loss as:120

G = eaLS , (11)

The minimum power per channel to ensure the required SNR (20dB) can be ob-121

tained as:122

P = 200ηsp(G− 1)h f B0L/La. (12)

The FWM effect imposes an upper limit on the power per channel and in the ASE123

case, it imposes a lower limit when the transmission distance is increased. Therefore, by124

intersecting P and Pm the maximum value of the transmission distance L = Lmax_ f wm125

is obtained and the optimal transmission power per channel Po_ f wm = P = Pm can be126

expressed in the following ways Lmax_ f wm :127

= {
Ae f f L2

a

200h f ηspB0(EeaLa − 1)Le f f 10kY1/2
}1/2, (13)

and Po_ f wm128

= {
200h f ηspB0(EeaLa − 1)

Le f f 10kY1/2
}1/2. (14)
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Equations (13) and (14) only represent a system limited by FWM-ASE noise. The129

values of equation (14) must be lower than the power thresholds of the non-linear phe-130

nomena of Raman [27] and Brillouin[28–31] stimulated scattering.131

132

By analyzing equations (13), (15) and (16), where equation (15) represents the133

maximum transmission distance due to Dispersion and equation (16) is the maximum134

transmission distance due to the SRS-ASE effect [32,33], we can obtain the equation (17)135

for D as a function of N, to limit the system for only FWM-ASE effect, without the need136

to analyze both non-linearities [34] so:137

Lmax_D =
C

2B2λ2|D|
, (15)

Lmax_srs =

2105LS
√

h f nspB0N(N − 1)(EeaLS − 1)∆ f Le f f

, (16)

D < 8.9× 10−5N2 + 0.011N + 1.1 (17)

Obtaining the graphs for Lmax_ f wm(D) and138

Po_ f wm(D), by using equations (13), (14) and (17) is time consuming. In Section 3 we139

describe the main difficulties in obtaining these values using the sequential model. We140

show that the execution time in the sequential model is O(N5). In Section 4 we present141

two parallel architectures, and we present the improvement in time by using such142

architectures by computing the values for Lmax_ f wm(D) and Po_ f wm(D) concurrently.143

3. Sequential model144

Pseudocode 1 presents the sequential algorithm to compute [Lmax_ f wm] and [Po_ f wm].145

The algorithm searches for the optimal values among all intervals and channels satisfying146

the relation fn = fi + f j − fk, given the wavelength channels N and the value µ that147

defines the number of equally spaced intervals.Line 2 of the pseudocode computes the148

value of the Dupper_limit using Eq (17) followed by the set of intervals D = {di|d1 =149

0.0∧ dµ ≤ Dupper_limit ∧ |di − di+1| = ǫ} according to the number of required intervals150

µ. |D| is the cardinality of set D.151

To compare the performance and efficiency of our algorithm with respect to other152

existing methods [35] we compute the complexity of this method. The computational153

cost is dominated by the nested cycles between lines 4 through 15. Line 4 performs |D|154

steps, and Line 5 performs N steps. Line 6 performs O(N3) steps due to the combination155

that is generated at the time of the formation of the set. The maximum cardinality of the156

set in Lines 7-11 is N3. Therefore, the computational complexity in lines 6 - 12 will be157

O(2N3). However, due to the nesting of the cycles on Lines 4 and 5 that affects Lines158

6-11, the complexity is given by O(|D|N4). Line 13 obtains the maximum value of a set159

of elements of [P] that, in the worst case, will be of length N3. Finally, the complexity of160

the Line 14 is constant. In total, the computational complexity of the proposed algorithm161

is given by O(|D|N4). Note that N and µ take the value of 240 and 144, respectively.162

Since |D| ≈ N/2, the time complexity is O(N5).163

4. Parallel algorithm ParDWDM164

We use two algorithms to reduce the execution time. Firstly, we use the OpenMP165

API for Symmetric Multi-processors (SMP) architecture [36] and distribute the load166

of work among the cores of the processor. Secondly, we use the more sophisticated167

parallel approach based on the CUDA-C for GPU processing and distributed a more168

homogeneous workload between graphics processors.169

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 23 March 2021                   doi:10.20944/preprints202103.0558.v1

https://doi.org/10.20944/preprints202103.0558.v1


Version March 20, 2021 submitted to Appl. Sci. 6 of 13

Pseudocode 1: Pseudocode for the sequential algorithm

Input : N,µ ,ǫ
Output : Lmax_ f wm, Po_ f wm

1 begin
2 Let Eq(24) to obtain Dupper_limit define the set of intervals of dispersion as

3 D = {di |d1 = 0.0∧ dµ ≤ Dupper_limit ∧ |di − di+1| = ǫ}, for 1 ≤ i ≤ µ. For N = 240 and

µ = 144 intervals in D, there exist Dupper_limit < 9 and ǫ = 0.0625 ;

4 for each di in D do
5 for each 0 < n ≤ N do
6 Let S = {sw = ( fi , f j, fk) | ∀i, j, kǫ{1..N}}

7 for each sw of S do
8 if ( fn == ( fi + f j − fk)) then
9 Compute Eq.(6) and add to [P]n;

10 end

11 end

12 end
13 Compute Y Eq.(8);
14 Let Eq.(13) and Eq.(14) to obtain [Lmax_ f wm]i and [Po_ f wm]i for di ;

15 end

16 end

4.1. OpenMP170

OpenMP uses a master-slave architecture [16]. In a master-slave architecture, the171

master executes itself sequentially, and creates a set of threads (slaves) to execute the172

current assigned computation. The master processor ensures that the workload is173

distributed equitably among all the slave processors. Pseudocode 2 describes the main174

steps of the algorithm ParDWDM using OpenMP.175

The master thread computes the set D from input ǫ into the main memory in176

the form of an array, and distributes the n channels to the individual threads for each177

di , as shown in Figure 2. The complexity of this algorithm is O(N4) . Notice that178

Line 6 performs a combination that is not parallelizable due to the dependency on the179

generation of such sets and the existence of a loop-based iteration dependency[37] in180

Line 7. Therefore, the proposed parallel algorithm has a parallelism level where only181

a set of polynomial number of processing units perform a large amount of work. This182

type of parallelism is geared toward coarse-grained parallelism[37].183

Pseudocode 2: Pseudocode for OpenMP

Input : N,µ,ǫ
Output : Lmax_ f wm, Po_ f wm

1 begin
2 Let Eq(24) to obtain Dupper_limit

3 for each di in D do
4 #pragma omp parallel for
5 for each 0 < n ≤ N do
6 Let S = {sw = ( fi , f j, fk) | ∀i, j, kǫ{1..N}}

7 for each sw of S do
8 if ( fn == ( fi + f j − fk)) then
9 Compute Eq.(6) and add to [P]n;

10 end

11 end

12 end
13 Compute Y Eq.(8);
14 Let Eq.(13) and Eq.(14) to obtain [Lmax_ f wm]i and [Po_ f wm]i for di ;

15 end

16 end
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Figure 2. A parallel architecture for ParDWDM Algorithm with one parallelism level

To improve the perfomance of the simulation we use dynamic parallelism using184

GPUs.185

4.2. Dynamic paralellism using CUDA186

CUDA was created by the NVIDIA company and uses a SIMT (Single Instruction,187

Multiple Threads) parallel systems model based on the use of threads, warps, blocks,188

grids, and kernels [38].In CUDA, the GPU is named the device, and the CPU is referred189

to as the host. To execute a parallel process in the device, first the process must be190

initiated from the host via the definition and call of a kernel. However, CUDA dynamic191

parallelism enables a CUDA kernel (GPU function) to launch new kernels and avoid192

communication overload with the host[22].193

Figure 3 shows the parallel architecture for ParDWDM using CUDA. In dynamic194

parallelism[22,24], the threads in the first level, create new threads at a lower level to195

be executed concurrently. The number of levels depends on the features of the hosted196

GPU card. Pseudocodes 3,4, and 5, show respectively the implementation. Firstly, in197

pseudocode 3 in line 3, the GPU function named kernelD will be called D times at the198

same time and each with a different block. Thus, at this point, the order of temporal199

complexity is O(1). Next, kernelD (pseudocode 4) calls the GPU function named kernelN200

N times, each with a different thread using nested parallelism, this step of the proposed201

parallel algorithm has a temporal complexity of O(1). Finally, GPU function kernelN202

(pseudocode 5) calculates the set S in line 2 and compute Eq(6) inside the loop that goes203

from line 3 to 7. These lines have a complexity of O(N3), as mentioned previously.204

Therefore, the computation execution time is reduced from O(N5) to O(N3).205

Figure 3. A Proposed parallel architecture for ParDWDM Algorithm using CUDA

dynamic parallelism

Pseudocode 3: Pseudocode for the proposed parallel algorithm using CUDA

Input : N,µ,ǫ
Output : Lmax_ f wm, Po_ f wm

1 begin
2 Let Eq(24) to obtain Dupper_limit

3 [Lmax_ f wm], [Po_ f wm]← kernelD <<< D, 1 >>> (parameters . . . )

4 end
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Pseudocode 4: Pseudocode for the kernelD

1 begin
2 [P]← kernelN <<< 1, N >>> (parameters . . . )
3 syncthreads()
4 Compute Y Eq.(8) ;
5 Let Eq.(13) and Eq.(14) to obtain [Lmax_ f wm]i and [Po_ f wm]i for Di ;

6 end

Pseudocode 5: Pseudocode for the kernelN which is called by kernelD

1 begin
2 Let S = {sw = ( fi , f j, fk) | ∀i, j, kǫ{1..N}}

3 for each sw of S do
4 if ( fn == ( fi + f j − fk)) then
5 Compute Eq.(6) and add to [P]n;
6 end

7 end

8 end

5. Computation times and results206

The results obtained from experiments using N = 240 channels and µ = 144 are207

presented. These experiments were conducted on an Intel Xeon computer with 12 cores,208

each with 1.6 GHz of clock speed in the case of OpenMP, and with an NVIDIA Quadro209

k6000 card with 2880 CUDA cores and 12 GB of memory in the case of CUDA-C.210

The parallel programming platform on a CUDA GPU version 10 was used with211

Visual Studio 2017 with a plug-in for CUDA. OpenMP 2.0 with Visual Studio 2017 was212

used for the CPU parallel model.213

The experiments consisted of applying the parallel methods and the sequential214

method to parameter above shown (N = 240 and µ = 144).215

We use the Speedup to measure the outperformance of the parallel algorithm by216

comparing its execution time versus the execution time of the best sequential algorithm217

[39]. The Speedup is defined as:218

Sp(n) =
T∗(n)

Tp(n)
, (18)

where T∗(n) is the time taken for the best sequential algorithm to resolve a problem219

of size n and Tp(n) is the time taken for the parallel algorithm with p processors to resolve220

the same size n problem. Optimal Speedup is defined by Sp(n) ≈ p and Efficiency is221

defined by222

Ep(n) =
T1(n)

pTp(n)
. (19)

Efficiency is a measure of the effective utilization of the p processors [39] in the223

parallel algorithm.224
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Table 1. Sequential single core vs parallel multicore OpenMP execution

Number of
CPU cores

Execution
time in s

Speedup Efficiency

1 898.783 1 1

2 472.591 1.90 0.95

4 254.039 3.53 0.88

6 174.577 5.14 0.85

8 141.948 6.33 0.79

10 133.123 6.75 0.67

12 136.021 6.60 0.55

Table 1 shows the values of Speedup and Efficiency for ParDWDM using OpenMP.The225

parallel method was up to six times faster than the sequential method using ≥ 8 pro-226

cessors. The Efficiency is almost optimal when using ≤ 6 processors. The Speedup227

decreases as the number of cores increases. This behavior is explained by Amdahl’s law228

that for a large number of processors the efficiency of the algorithm does not increase in229

parallel algorithms after the maximum efficiency is obtained.230

The performance using GPUs with nested CUDA-C is 20.58 seconds, which is 6.46231

longer than its counterpart using the best time executed in the OpenMP implementation232

and more than 40 times better than the sequential equivalent. It is possible to decrease233

the time by 2.6 times using the CUDA SFU (Special Function Units) for Sin and Sqrt234

evaluation [40,41], however, the accuracy of the results is will be significantly affected.235

Note that the number of CPU processors in our implementation is much lower than236

the number of GPU processors. Here we use the Performance Ratio (PR), which is a237

measure to quantify CPU speed for a specific quantity of input data (computational task)238

of size n using a constant number of processors concerning the total time taken by GPU239

performing the same input [19] . The Performance Ratio (PR) is defined as follows240

PR(n) =
T(n, ν)CPU

T(n, ζ)GPU
, (20)

where T(n, ν)CPU is the time taken for an algorithm using ν CPU processors to241

resolve a problem of size n, T(n, ζ)GPU is the time taken for an algorithm using ζ GPU242

cores to resolve a problem of size n.243
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Figure 4. PR of the GPU implementation vs the multicore with 1,2,4,6,8,10,12 number

of cores respectively for the algorithm ParDWDM

Figure 4 shows the PR in relation to the parallel implementation methods that use244

CPUs and GPUs when they receive the same data as the input n. Note that the parallel245

versions on GPU achieve speeds up to 6 times faster than those seen for the parallel246

implementations with 12 CPUs.247

5.0.1. Simulation results248

Figure 5. Maximum length evolution Vs Dispersion, due to FWM and ASE noise (240

channels)
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Figure 6. Optimum power Vs Dispersion, due to FWM and ASE noise (240 channels)

Figure 5 presents the maximum link length limit for a multi-stage system with249

optical repeaters while considering different dispersion values. The dispersion values250

are calculated from equation (17). It can be seen that at a dispersion of 9 ps/km-nm, the251

maximum permitted distance for the system is approximately 430 km. Figure 6 shows252

the optimum transmission power. Where it is observed that as the dispersion increases,253

the optimum power value also increases; up to 0.11 mW for 9 ps/km-nm dispersion.254

Finally, note that due to restrictions of the algorithm, we could not report results255

for 240 channels in [13]. Consequently, the greater the number of channels the longer256

execution time.257

6. Conclusions258

The study of the limitations imposed by non-linear phenomena in a DWDM system259

is increasingly complex when many channels are transmitted. This work has presented260

the optimization of a multi-stage DWDM system limited by three factors (FWM, disper-261

sion and amplifier noise). The maximum value of the optimum transmission power at262

a D = 9ps/Km− nm was 0.11 mW. These results were calculated for 240 information263

channels. A parallel architecture for these simulations was used which reduces the264

execution time from O(N5) in one single processor to O(N3) using t number of GPU265

threads, where t is in O(DN). Notice that D is proportional to N/2, therefore there exists266

O(N2) GPU threads, each one executing O(N3) operations. Thus, executing O(N5) in267

our sequential model is equivalent to executing O(N3) operations concurrently using268

O(N2) GPU threads under the parallel model. GPU outperforms by about six times269

the execution time compared to the best multi-core algorithm. Note that GPU also270

outperforms the best sequential model in terms of execution time by about 40 times.271

One can conclude that GPU is suitable for performing experiments that require many272

sections of fine granularity.273
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Abbreviations280

The following abbreviations are used in this manuscript:281

282

FWM Four-Wave Mixing

DWDM Dense Wavelength Division Multiplexing

ASE Amplified Spontaneous Emission

SRS Stimulated Raman Scattering

SBS Stimulated Brillouin Scattering

SPM Self-Phase Modulation

XPM Cross-Phase Modulation

EDFA Erbium Doped Fiber Amplifier

OpenMP Open MultiProcessing

CUDA Compute Unified Device Architecture

GPU Graphics Processing Unit

CPU Central Processing Unit

MPI Message Passing Interface

DM Dynamic Parallelism

SMP Symmetric Multi-processors

API Application Programming Interface

SIMT Single Instruction, Multiple Threads

SFU Special Function Units

PR Performance Ratio
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