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ABSTRACT

This paper presents the revision and evaluation of the interface between the convective parameterization
by Emanuel and Živković-Rothman and the Lagrangian particle dispersion model “FLEXPART” based on
meteorological data from the European Centre for Medium-Range Weather Forecasts (ECMWF). The
convection scheme relies on the ECMWF grid-scale temperature and humidity and provides a matrix
necessary for the vertical convective particle displacement. The benefits of the revised interface relative to
its previous version are presented. It is shown that, apart from minor fluctuations caused by the stochastic
convective redistribution of the particles, the well-mixed criterion is fulfilled in simulations that include
convection. Although for technical reasons the calculation of the displacement matrix differs somewhat
between the forward and the backward simulations in time, the mean relative difference between the
convective mass fluxes in forward and backward simulations is below 3% and can therefore be tolerated.
A comparison of the convective mass fluxes and precipitation rates with those archived in the 40-yr
ECMWF Reanalysis (ERA-40) data reveals that the convection scheme in FLEXPART produces upward
mass fluxes and precipitation rates that are generally smaller by about 25% than those from ERA-40. This
result is interpreted as positive, because precipitation is known to be overestimated by the ECMWF model.
Tracer transport simulations with and without convection are compared with surface and aircraft measure-
ments from two tracer experiments and to 222Rn measurements from two aircraft campaigns. At the surface
no substantial differences between the model runs with and without convection are found, but at higher
altitudes the model runs with convection produced better agreement with the measurements in most of the
cases and indifferent results in the others. However, for the tracer experiments only few measurements at
higher altitudes are available, and for the aircraft campaigns the 222Rn emissions are highly uncertain. Other
datasets better suitable for the validation of convective transport in models are not available. Thus, there
is a clear need for reliable datasets suitable to validate vertical transport in models.

1. Introduction

It has long been recognized that cumulus convection
plays an important role in both atmospheric physics and

chemistry (e.g., Smith 1997b). The sensible and latent
heat fluxes from the land’s surface and the ocean, which
are both heated by the incoming solar radiation, tend to
destabilize the lower atmosphere (e.g., Emanuel 1994).
The result is convective overturning in the atmosphere
that transports large amounts of mass and energy.

Although convection affects the dynamics and ther-
modynamics of large-scale atmospheric circulation, the
convective clouds themselves are small scale in the
horizontal plane. They are related to spatially variable
sensible and latent heat fluxes from the earth’s surface
and have a horizontal extent on the order of kilometers
(e.g., Cotton and Anthes 1992). In the vertical direc-
tion, they can extend throughout the whole tropo-
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sphere. Global-scale atmospheric models have a typical

horizontal grid spacing of about 1° and a vertical reso-

lution on the order of tens of meters to kilometers.

Thus, in such a model, convective clouds are grid scale

in the vertical direction but are subgrid scale in the

horizontal plane. Even if convection organizes itself, for

example, in mesoscale convective systems or tropical

cyclones with a horizontal dimension on the order of a

couple of hundred kilometers (Cotton and Anthes

1992; Cotton et al. 1995), it is not sufficiently resolved.

It has therefore to be parameterized—that is, convec-

tive temperature and humidity tendencies for the grid-

scale variables are introduced that depend on these

variables and stabilize the profiles.

Observations show that convection is always accom-

panied by large-scale, low-level convergence of mass

and moisture (Riehl and Malkus 1959; Frank 1978;

Raymond 1995) and occurs in regions where the air is

conditionally unstable to the pseudioadiabatic ascent of

a surface air parcel (Emanuel 1994). However, the

chain of causality for convection is not yet completely

understood to date. There exist two ways of interpret-

ing the role and influence of convection. According to

theory 1, the large-scale convergence of mass and mois-

ture destabilizes the atmosphere and triggers convec-

tion (Charney and Eliassen 1964; Ooyama 1964); ac-

cording to theory 2, the supply of energy (surface

fluxes, etc.) destabilizes the atmosphere and the con-

vergence of mass and moisture is rather a result of con-

vection (Manabe and Strickler 1964; Arakawa and

Schubert 1974; Emanuel et al. 1994). It is therefore not

surprising that a large number of different convective

parameterization schemes relying on the two theories

have been developed. A summary and review of con-

vective parameterizations can be found in Emanuel and

Raymond (1993) and Arakawa (2004). The two theo-

ries have been discussed controversially in the litera-

ture (e.g., Ooyama 1982; Emanuel et al. 1994; Smith

1997a) but were both successful in, for example, simu-

lating the development of tropical cyclones (Ooyama

1969; Emanuel 1986).

Convection does not only affect the atmospheric dy-

namics and thermodynamics, but also transports large

amounts of mass. Cotton et al. (1995) estimate a global

annual mass flux of 4.95 � 1019 kg of boundary layer air

by convection, which represents a venting of the entire

boundary layer about 90 times per year. Convection

thus effectively redistributes chemical substances in the

vertical direction, which is particularly important for

substances that do not have a uniform distribution. The

substances can rapidly be transported from the bound-

ary layer to the upper troposphere where they can in-

fluence the chemistry (e.g., Lelieveld and Crutzen

1994) and be subject to long-range transport (e.g., Stohl

and Trickl 1999). Therefore, convection has to be rep-

resented in models of atmospheric transport and chem-

istry (Feichter and Crutzen 1990).

In this paper we present the evaluation of a convec-

tive parameterization scheme in the Lagrangian tracer

transport model “FLEXPART,” version 6.2 (Stohl et

al. 2005). Primarily for practical reasons described in

section 2b, a convection scheme based on theory 2 was

chosen. It is tested with respect to the well-mixed cri-

terion (section 3) and its robustness toward simulations

forward and backward in time (section 4). In addition,

its convective mass fluxes and the convective precipita-

tion rates are compared with those of the 40-yr reanaly-

sis project (ERA-40; Kållberg et al. 2005) from the Eu-

ropean Centre for Medium-Range Weather Forecasts

(ECMWF) (section 5). FLEXPART simulations are

compared with data from two tracer experiments (sec-

tion 6) and with 222Rn measurements from two aircraft

campaigns (section 7).

2. Model description

In a Lagrangian particle model the trajectories of a

multitude of particles are calculated to describe the dis-

persion of atmospheric tracers from point, line, area, or

volume sources. These particles do not necessarily rep-

resent real particles, but infinitesimally small air par-

cels. Each particle is carrying a mass fraction of a tracer.

The accuracy of the simulation depends therefore on

the number of particles used, and with the number of

particles N → � the computation converges toward the

exact solution. Several different tracer masses can be

carried by each particle. The computational cost of the

advection scheme is therefore independent of the num-

ber of tracers transported. Moreover, Lagrangian mod-

els do not suffer from numerical diffusion. This is a

clear advantage to Eulerian approaches that use a grid

and finite differences or spectral techniques. These ap-

proaches work well when applied to smoothly varying

tracer fields but can result in considerable numerical

diffusion in the presence of tracer fields with strong

gradients. Note, however, that the accuracy of the

tracer fields in Lagrangian models depends on the

method used to calculate the concentrations. Last, in an

Eulerian model a tracer released from a point source is

instantaneously mixed within the entire grid box,

whereas a Lagrangian model is independent of a com-

putational grid.

a. General description of FLEXPART

The Lagrangian particle dispersion model FLEXPART,

version 6.2 (Stohl et al. 2005), simulates the mesoscale
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and long-range transport and dispersion of nonreactive

tracers and has been used in a number of studies on

long-range transport of air pollution (e.g., Wotawa and

Trainer 2000; Forster et al. 2001, 2004; Spichtinger et al.

2001). It parameterizes turbulence in the boundary

layer and in the free troposphere by solving Langevin

equations (Stohl and Thomson 1999), can simulate dry

and wet deposition as well as radioactive decay, and

includes a moist convective parameterization scheme

(evaluated within this study). Forward and backward

simulations in time are both possible with FLEXPART.

FLEXPART, version 6.2, presented here, can be driven

either with model-level data from the ECMWF or with

pressure-level data from the National Centers for En-

vironmental Prediction (NCEP) Global Forecast Sys-

tem (GFS). In this study we use operational ECMWF

data and data from the ERA-40 project (Kållberg et al.

2005). They have a temporal resolution of 3 h (analyses

at 0000, 0600, 1200, and 1800 UTC and 3-h forecasts at

0300, 0900, 1500, and 2100 UTC) and were extracted

with a horizontal resolution of 1° � 1° on 60 levels that

follow the terrain near the surface and the pressure at

the upper levels with a transition zone in between. The

convection scheme in FLEXPART has also been tested

with NCEP GFS data. The results of these simulations

were similar to those based on ECMWF data and are

not presented here.

b. The convection scheme and its implementation

into FLEXPART

Under convective conditions, the turbulence in the

vertical direction is highly inhomogeneous and skewed,

that is, the downdrafts occupy larger areas than the

updrafts. In the boundary layer such turbulent convec-

tive motions can be parameterized by a Lagrangian

technique by solving Langevin equations, for example,

under the assumption of bi-Gaussian turbulence (e.g.,

Luhar et al. 1996). However, it is not straightforward to

apply such a parameterization to moist convection that

can extend throughout the entire troposphere. The pa-

rameters needed for developing a Langevin equation

are not known for deep convection, and, to the knowl-

edge of the authors, no Langevin equation for moist

deep convection has been developed to date. The few

Lagrangian models accounting for deep convection go

back to a traditional approach when parameterizing

convection and use convective mass fluxes on an Eule-

rian grid for the vertical redistribution of the particles

(e.g., Collins et al. 2002; Reithmeier and Sausen 2002).

We also chose an existing (Eulerian) convective param-

eterization scheme for FLEXPART.

Seibert et al. (2001) equipped FLEXPART with the

convective parameterization scheme by Emanuel and

Živković-Rothman (1999, hereinafter called the EZ99

scheme). The motivation to use this scheme for

FLEXPART was that it relies on the grid-scale tem-

perature and humidity fields only (which are provided

by the input data) and gives as a by-product the con-

vective tendencies of tracers. The tracer tendencies for

each column are given on the same levels as the input

data and are calculated from a vertical mass displace-

ment matrix in the respective column. In the implemen-

tation by Seibert et al. (2001) these Eulerian tracer ten-

dencies were used to determine the convective dis-

placements of particles. This version was applied

successfully, for example, in the studies by James et al.

(2003a,b). However, the convection added a signifi-

cant burden to the computation time (up to 90% of

FLEXPART’s computation time), because it scaled to

the third power with the number of vertical model lev-

els. In addition, unavoidable numerical errors were in-

troduced when calculating the Eulerian tracer tenden-

cies.

Therefore, the interface between FLEXPART and

the EZ99 scheme has been completely revised. In the

revised version presented here, we no longer use the

tracer tendencies provided by the EZ99 scheme to de-

termine the convective displacements of particles. In-

stead, we use directly the mass fluxes given by the ver-

tical displacement matrix and compile them to prob-

abilities by which the particles are randomly displaced.

In addition, in the Seibert et al. (2001) version the con-

vective displacement of particles was only performed

whenever new temperature and specific humidity pro-

files required as input to the EZ99 scheme were read

in from the ECMWF data (typically 3 h). In the ver-

sion presented here the EZ99 scheme is called every

FLEXPART synchronization time step (typically 900

s), and the ECMWF temperature and specific humidity

profiles are interpolated to the current time. After

these revisions the convection scheme accounts for less

computation time than before, because the calculation

of the tracer tendencies is skipped, and thus the con-

vection scales to the square instead of the third power

with the number of vertical model levels. In a transport

simulation with 20 million particles well distributed

over the entire hemisphere the convection consumes

about 30% of the computation time. For a global run

with 2 times as many particles, it may consume up to

70% of the computation time. Moreover, by directly

using the vertical displacement matrix for the particle

redistribution, we avoid numerical errors.

1) DESCRIPTION OF THE EZ99 SCHEME

In the EZ99 scheme, convection in a grid cell is trig-

gered whenever TLCL�1
vp � TLCL�1

� � �T, where Tvp is
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the virtual temperature of a surface air parcel, LCL is

the lifting condensation level of a surface air parcel,

LCL � 1 is the level above the LCL, T� is the virtual

temperature of the environment, and �T � 0.9 K is the

required excess temperature. Convection then acts

among the cloud base, LCL, and the level of neutral

buoyancy LNB. Based on the buoyancy sorting prin-

ciple (Telford 1975; Raymond and Blyth 1986; Emanuel

1991) a matrix Mi, j of the saturated upward and down-

ward mass fluxes within clouds is then calculated be-

tween LCL and LNB by accounting for entrainment

and detrainment:

Mi, j �
Mi� |�i, j�1 � �i, j | � |�i , j � �i , j�1|	

�1 � �i, j	 

j�LCL

LNB

� |�i, j�1 � �i, j | � |�i, j � �i, j�1|	

.

�1	

Here Mi, j are the mass fractions displaced from source

level i to destination level j, Mi is the mass fraction

displaced from the surface to level i, and 0 � �i, j � 1 is

the mixing fraction between level i and level j. The

fraction �i,j is determined by the environmental poten-

tial temperature j, the liquid potential temperature  l
i, j

of air displaced adiabatically from i to j, and the liquid

potential temperature  lp
i, j of an air parcel first lifted

adiabatically to level i and farther to level j:

�i, j �
�j � � i, j

lp

� i, j
l � � i, j

lp
. �2	

More details on Eqs. (1) and (2), which involve assump-

tions on precipitation processes, can be found in Eman-

uel (1991). The mass fractions Mi are proportional to

the magnitude of the convective cloud base upward

mass flux

Mcb�t	 � �1 � �	Mcb�t � 1	 � 0.1� �Tvp
LCL�1�t	

� T �
LCL�1�t	 � �T �, �3	

where t is the current time and t � 1 is the previous

time. Here � � 0.025 and � � 0.1 are tuning parameters

controlling the magnitude of Mcb(t). They were chosen

such that an internal Courant–Friedrichs–Levy crite-

rion is fulfilled within the EZ99 scheme. At the begin-

ning of a model run, Mcb(t �1) is set to zero. There are

a number of other parameters in the EZ99 scheme con-

trolling, for example, precipitation processes and the

rates of entrainment and detrainment in the cloud. We

did not change these parameters, but took them as sug-

gested by the EZ99 scheme.

2) INTERFACE BETWEEN FLEXPART AND THE

EZ99 SCHEME

Every FLEXPART synchronization time step (typi-

cally 900 s), the EZ99 scheme is called and the particles

are randomly redistributed according to the mass fluxes

given by the matrix Mi, j. The temperature and specific

humidity profiles required as input to the EZ99 scheme

are taken from ECMWF data every 3 h and interpo-

lated to the current time. For the vertical redistribution

of particles according to the matrix Mi, j in each convec-

tively active column we revert back to a Lagrangian

method. If the mass per square meter of an ECMWF

model layer i is mi � (pi�1/2 � pi�1/2)/gearth (where

pi�1/2 is the pressure one-half level below i, pi�1/2 is the

pressure one-half level above i, and gearth � 9.81 m s�2

is the earth acceleration) and the mass flux from layer

i to layer j accumulated over one time step is �tMi, j,

then the probability of a particle to be moved from

layer i to layer j is �tMi, j /mi. An example of such a

probability matrix for tropical convection is given in

Fig. 1. It is most probable that a particle stays at its

original layer, and there is high probability that a par-

ticle is displaced from the boundary layer to the middle

or upper troposphere. The latter represents the typical

property of deep tropical convection to transport air

quickly from the boundary layer to the tropopause re-

gion (Emanuel 1994). At each source level i, the sum of

the probabilities over all destination levels j is 1.

Whether a given particle is displaced is determined by

drawing a random number from the interval [0, 1]. The

probabilities at level i are successively summed up over

the j levels starting at the lowest level. The particle will

be displaced to that level j at which this sum exceeds the

random number for the first time. The random number

also determines the exact position of the particle within

its destination layer j by interpreting the random num-

ber as the fraction of the distance from the lower

boundary of this layer.

The matrix Mi, j given in Eq. (1) is not balanced with

respect to the mass redistribution, because it only ac-

counts for saturated up- and downdrafts in the convec-

tive cell. We therefore assume that these up- and down-

drafts are compensated by a subsidence mass flux in the

cloud-free environment, a well known effect of convec-

tion in the real atmosphere. At each level i, the up- and

downdrafts are determined from Mi, j by summing up

over all levels j. The subsidence mass fluxes are equal to

these up- and downdrafts but with negative sign. After

the convective redistribution of the particles according

to Mi, j, the compensating subsidence mass fluxes are

converted to a vertical velocity and act on those par-

ticles in the grid box that have not been convectively
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displaced. By calculating a subsidence velocity rather

than displacing particles randomly between layers, the

EZ99 scheme’s numerical diffusion in the cloud-free

environment is eliminated.

3. Well-mixed criterion

The implementation of the EZ99 scheme into

FLEXPART was tested with regard to the so-called

well-mixed criterion (Thomson 1987), which is fulfilled

if particles that are well mixed in an atmospheric col-

umn remain so after the convective redistribution; that

is, the particles must not accumulate or leave gaps in

particular regions. Several single-column test runs over

a time period of 1 month were performed with particles

carrying an equal fraction of the atmospheric mass and

initially distributed according to the air density. Only

convection was allowed to act on the particles, not ad-

vection. In addition, constant meteorological conditions

(those of 0000 UTC 1 June 2004, from ECMWF opera-

tional data) at a convectively active grid box over the

Gulf of Mexico (25°N, 95°W) were applied over a

1-month period to avoid variations of the mass profiles

resulting from the meteorological conditions. Here we

show results from a test run with 600 particles per col-

TABLE 1. Height (m) of the model levels (assuming standard

pressure at the surface) for the matrix displayed in Fig. 1.

Level Height (m) Level Height (m) Level Height (m)

1 8 15 1980 29 9173

2 28 16 2309 30 9890

3 58 17 2667 31 10 654

4 102 18 3054 32 11 445

5 161 19 3470 33 12 296

6 268 20 3915 34 13 200

7 335 21 4389 35 14 151

8 453 22 4893 36 15 143

9 595 23 5427 37 16 172

10 760 24 5989 38 17 247

11 950 25 6578 39 18 375

12 1166 26 7191 40 19 558

13 1409 27 7828 41 20 769

14 1681 28 8488

FIG. 1. Example of a mean convective redistribution matrix along 10° latitude for October 1983 calculated from

the EZ99 scheme. The colors indicate the probability for a particle to be displaced from its origin to its destination

level. White colors indicate probabilities below 10�6. The sum of each column is 1. Origin and destination are given

in numbers of model levels. For the height of these model levels, see Table 1.
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umn and another one with 250 000 particles per col-

umn. Six-hundred particles is an example for a typical

particle number per column in a transport simulation

with 20 million particles that are well distributed over

the entire hemisphere. In the case with 600 particles,

the mass profiles averaged over 1 month can deviate

from the initial mass profile by up to 10% (dashed

curve in Fig. 2). The deviations are largest near the

ground and at altitudes above 10 km and are caused by

purely stochastic effects. Layers near the ground (very

thin layers) and at altitudes above 10 km (low air den-

sity) contain only a very few particles. Therefore, if

convection acts, it happens that all particles are re-

moved from a layer or that a layer containing, for ex-

ample, only one particle receives another one, leading

to a doubling of the mass (and an instantaneous devia-

tion of 100% from the initial mass profile) in this layer.

These stochastic effects decrease substantially with a

larger number of particles. For instance, with 250 000

particles per column, the deviations from the initial

mass profile are below 2% (solid curve in Fig. 2), and

with the particle number N → �, the deviations con-

verge to zero. It can therefore be concluded that the

well-mixed criterion is fulfilled in FLEXPART. In ad-

dition, because the stochastic effects cause errors below

2% for the case with 250 000 particles and below 10%

in the case with 600 particles, they are small enough

that they can be tolerated.

4. Comparison between forward and backward

simulations

Backward simulations are useful to calculate source–
receptor relationships describing the sensitivity of a re-

ceptor to a source (Seibert and Frank 2004). Such simu-

lations are computationally more efficient than forward

simulations, if the number of receptors is smaller than

the number of sources considered.

If FLEXPART is applied backward in time, all ad-

vective processes acting on the particles have to be re-

versed. Thus, in the convection scheme, the particles

must be redistributed from their destination level back

to their source level. The transposed redistribution ma-

trix MT
i, j has to be used and the probability of a particle

having arrived at its present level from another level

has to be considered. In addition, the compensating

subsidence velocity acting on those particles that were

not redistributed by MT
i, j has to be reversed.

To derive the matrix Mi, j, Mcb from the previous

time step must be known; that is, in the forward mode

Mcb(t � 1) is used to calculate Mcb(t) and Mi, j(t). In

the backward mode, however, Mcb(t) is known while

Mcb(t � 1) is not known, because we are coming from

the other direction in time. The correct solution of this

problem would be to run the convection scheme for-

ward in time, store Mcb at each grid box and time step,

and read it in, if the model is run backward. However,

this solution is very impractical. Therefore, we simply

reverse the procedure from the forward simulation, if

the model is run backward in time, and use Mcb(t � 1)

instead of Mcb(t �1) to calculate Mcb(t) and MT
i, j(t). We

have to admit that this procedure would be physically

correct only in a stationary atmosphere. In a real atmo-

sphere, this procedure leads to differences between the

forward and the backward Mcbs and redistribution ma-

trices Mi, j, and the Mcbs are unphysical in the backward

mode. This procedure can only be empirically justified

if the error introduced is small.

We examined the error by comparing the forward

and backward convective mass fluxes globally over a

period of 1 month (October 1983, ERA-40 data). The

mass fluxes were accumulated over a period of 6 h and

stored every 6 h. We compared the monthly mean of

the mass fluxes as well as the mass fluxes at distinct

times. As an example, Fig. 3 shows the monthly mean

mass fluxes for each horizontal grid box summed up

over all model levels obtained from the forward and

backward simulations, respectively. Except for small

mass fluxes [�25 g (m2 s)�1], the difference between

FIG. 2. Mass profile averaged over 1 month relative to the initial

mass profile for 600 (dashed curve) and 250 000 (solid curve)

particles in an atmospheric column.
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forward and backward mass fluxes is mostly below

10%, and for larger mass fluxes [�100 g (m2 s)�1] the

difference is below 5%. The relative deviation averaged

over all grid points is 2.84% with a bias of 2.78%. Simi-

lar results were found for single model levels as well as

for the comparison of the forward and backward mass

fluxes at distinct times. If the FLEXPART time step is

reduced, the relative deviation and the bias are smaller.

For instance, with a FLEXPART time step of 300 s,

both the relative deviation and the bias are below 1%.

We conclude from these results that the error intro-

duced by the unphysical calculation of Mcb in the back-

ward mode is minor and can be tolerated given the

large overall uncertainties of convective parameteriza-

tions. Figure 3 indicates that the backward mass fluxes

are systematically too low. This is due to the fact that

convection tends to stabilize the atmosphere and hence

to reduce the convective mass fluxes in the course of

time. Thus, in the backward mode, when the somewhat

lower Mcb(t � 1) is used to calculate the redistribution

matrix Mi, j(t), the intensity of the convection is under-

estimated and results in somewhat lower mass fluxes.

5. Mass fluxes and convective precipitation

The convective precipitation rates and mass fluxes

diagnosed offline from the EZ99 scheme were com-

pared with those archived online in the ERA-40 data.

ERA-40 used the scheme by Tiedtke (1989, hereinafter

called the ECMWF scheme; see also Tiedtke 1993; Nor-

deng 1994; Gregory et al. 2000), which is based on

theory 1 as described in the introduction. Online-

archived and offline-diagnosed mass fluxes can differ

from each other even if the same type of convection

scheme is used (Olivié et al. 2004), but we would at

least like to see similar magnitudes and spatial patterns

when comparing the results from the two convection

schemes.

Figures 4a and 4b show the ECMWF and the EZ99

convective upward mass fluxes, respectively, summed

up over all vertical layers and averaged over 1 month.

Their differences are displayed in Fig. 4c. This figure

and the following ones refer to October 1983 (ERA-40

data) as an example. We performed such comparisons

also for other months, during winter and summer, and

came to similar results concerning the differences. The

archived ECMWF convective upward mass fluxes are

larger than those produced offline by the EZ99 scheme

over land areas and especially over marine areas in

Southeast Asia, Central America, and the middle and

high latitudes (Fig. 4c). In contrast, the EZ99 scheme

shows larger mass fluxes north and south of the inter-

tropical convergence zone. In general, the maxima in

the EZ99 scheme are not as pronounced as those in the

ECMWF scheme, especially in the eastern and western

tropical Pacific Ocean. The EZ99 scheme produces the

largest mass fluxes over the central Pacific, and the

highest values from the ECMWF scheme can be found

over Southeast Asia. In the global mean the mass fluxes

of the EZ99 scheme were found to be lower than those

of the ECMWF scheme by about 26%. Vertical sec-

tions of the mean zonal upward convective mass fluxes

from the EZ99 scheme and the ECMWF scheme, as

well as the difference between them, are shown in Fig.

5. In the middle and upper troposphere north and south

of the intertropical convergence zone, as well as close to

the ground, the EZ99 scheme produces higher mass

fluxes than the ECMWF scheme. In all other regions,

the opposite is the case. The large differences at low

levels are most likely due to the different assumptions

on the conditions for triggering convection in the two

schemes. Whereas in the ECMWF scheme the occur-

rence of convection is based on the supply of moisture

by the large-scale convergence and boundary layer tur-

bulence, convection in the EZ99 scheme depends only

on temperature and humidity profiles near the surface.

Results similar to those of the upward convective

mass fluxes in Fig. 4 were found for the convective

precipitation patterns (Fig. 6). Although there are re-

gions in southern Africa, South America, and Tibet

FIG. 3. Scatterplot of the monthly mean upward mass fluxes

(10�3 kg m�2 s�1) in each grid column summed up over all model

levels. The fluxes from the forward simulations are plotted against

the difference between the fluxes from the forward simulation and

the backward simulation. The labeled lines illustrate the differ-

ence (%) between forward and backward mass fluxes relative to

the forward mass fluxes.

APRIL 2007 F O R S T E R E T A L . 409



where the EZ99 scheme produces more convective pre-

cipitation, the global mean in the EZ99 scheme is only

76% of that produced by the ECMWF scheme. We

interpret this result as positive, because previous stud-

ies have shown that precipitation is overestimated in

the ECMWF model. This is especially the case in the

intertropical convergence zone where the ECMWF

model shows nearly 2 times as much precipitation as

that from observations from the Global Precipitation

FIG. 4. Monthly mean (October 1983) upward convective mass

fluxes (kg m�2 s�1) summed up over all levels from (a) the EZ99

scheme, (b) the ECMWF scheme, and (c) the difference between

them.

FIG. 5. Monthly mean (October 1983) vertical sections of the

zonal mean of the upward convective mass fluxes (10�3 kg m�3

s�1) from (a) the EZ99 scheme, (b) the ECMWF scheme, and (c)

the difference between them.
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Climatology Project (GPCP)—a feature that appears to

be linked to the ECMWF convection scheme (Stohl

and James 2004). If convective precipitation is com-

bined with the archived large-scale precipitation from

ERA-40 (Figs. 7a,b), our results can be compared with

the observation-based analyses from GPCP (Fig. 7c).

Two features are prominent from the comparison: first,

the model results are dominated by the large-scale pre-

cipitation, and second the model overestimates total

precipitation, especially over marine areas in Southeast

Asia, and over parts of Africa, Central America, and

the tropical Pacific at around 10°�. Some of the mod-

eled precipitation maxima fit the observations better if

FIG. 6. Monthly mean (October 1983) convective precipitation

rates (mm day�1) from (a) the EZ99 scheme, (b) the ECMWF

scheme, and (c) the difference between them.

FIG. 7. Monthly mean (October 1983) total precipitation rates

(mm day�1) calculated from (a) the convective precipitation

from the EZ99 scheme plus the large-scale precipitation from the

ECMWF model and (b) the convective precipitation from the

ECMWF scheme plus the large-scale precipitation from the

ECMWF model. (c) The observed precipitation rate from GPCP.
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the convective precipitation is taken from the EZ99

scheme, for instance, over the tropical Pacific at around

10°� and over Southeast Asia. In addition, the global

mean precipitation rate from the EZ99 scheme in com-

bination with large-scale ECMWF precipitation (2.34

mm day�1) is closer to the observed one (2.33 mm

day�1) than the total precipitation from the ECMWF

model (2.59 mm day�1). This positive result is not suf-

ficient to conclude that the EZ99 scheme produces bet-

ter results than the ECMWF scheme, but it shows that

the EZ99 scheme gives acceptable results with our

implementation in FLEXPART.

6. Comparison with measurement data from tracer

studies

Tracer experiment data provide unique opportunities

to test long-range dispersion models, because the

amount of the released tracer is known and the mea-

surements can be quantitatively compared with the

model results. Here, we use tracer experiment data to

evaluate the convection scheme in the FLEXPART

model. We performed model runs with convection

switched on and off and compared them with the mea-

surement data.

Considerable differences between model runs with

and without convection are expected mainly above the

atmospheric boundary layer (ABL). It is therefore de-

sirable to have measurements available not only at the

surface, but also at higher levels—for example, from

aircraft. To the knowledge of the authors, the only air-

craft data available from large-scale tracer experiments

were those from the Cross-Appalachian Tracer Experi-

ment (CAPTEX) (Ferber et al. 1986) and the Across

North America Tracer Experiment (ANATEX) (Drax-

ler et al. 1991). However, these experiments took place

in the midlatitudes in autumn and winter, respectively,

a period during which convection is weak there, and

experiments in the Tropics (where convection is most

important) do not exist. During ANATEX, for in-

stance, the tracer was released frequently into strong

surface inversions (Stunder and Draxler 1989). In ad-

dition, only few CAPTEX and hardly any ANATEX

aircraft measurements are available above the ABL.

The ANATEX aircraft measurements were used to

provide the initial tracer path and distribution and were

thought to complement the sparse surface network in

the vicinity of the release location (Stunder and Draxler

1989). During CAPTEX at least two cases in which the

tracer plume passed a convective region, aircraft mea-

surements above the ABL were available, and differ-

ences between model runs with and without convection

could be assessed could be identified from a visual in-

spection. However, no such cases could be found during

ANATEX. Either there were no ANATEX measure-

ments available at altitudes at which the model runs

with and without convection showed differences or

ANATEX measurements were available but the model

runs with and without convection showed no or only

very small differences. An analysis of whether the con-

vection scheme brings an improvement was therefore

difficult using the tracer experiment data. However, we

will present the two case studies from CAPTEX, and

for both CAPTEX and ANATEX we present statistical

performance parameters that are widely used for model

validation. These are the Pearson correlation coeffi-

cient r, the normalized mean square error E � (1/

N)
N
i�1(Pi � Mi)

2/(PM), and the fractional bias F �

2B/(P � M), where B � (1/N)
N
i�1(Pi � Mi) is the bias,

N is the number of paired data points, Pi and Mi are the

model predictions and measurements, respectively, and

P and M are the average predictions and measure-

ments, respectively.

Note that a validation of the previous FLEXPART,

version 2.0, with CAPTEX and ANATEX data has al-

ready been performed by Stohl et al. (1998), but they

used surface measurements only and their simulations

were based on ECMWF operational data whereas here

ERA-40 data are used. In addition, FLEXPART, ver-

sion 2.0, was not equipped with a convection scheme.

a. CAPTEX

The CAPTEX experiment took place in September/

October 1983. Seven 3-h releases of approximately 200

kg of perfluoromonomethylcyclohexane (PMCH) were

made from Dayton, Ohio (DAY), and Sudbury, On-

tario (SUD). Tracer samples were collected at 84 sur-

face sites covering the northeastern United States and

southeastern Canada. In addition, seven aircraft were

operated. The aircraft generally flew at constant alti-

tudes above mean sea level (MSL). In a typical case,

several aircraft, stacked vertically, flew back and forth

laterally across the predicted plume location. Data are

generally available until 36–48 h after the release and

up to distances of about 1000 km away from the release

location. Data from release 6 are not presented here,

because only a few samples were collected at the sur-

face and no aircraft data are available for this release.

For each of the six remaining releases we simulated

250 000 particles carrying the released mass of PMCH.

Figure 8 shows a comparison between the surface mea-

surements and the model results with the convection

scheme switched on. The small-scale variations of the

plumes are not captured by the model because they are

mostly below the resolution of the meteorological input

data, but the overall location of the plumes is simulated
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FIG. 8. Surface FLEXPART PMCH tracer concentrations (colored contours) and surface observations (colored dots) (fL L�1) during

CAPTEX for (a) release 1 after 24 h, (b) release 2 after 30 h, (c) release 3 after 30 h, (d) release 4 after 18 h, (e) release 5 after 18 h,

and (f) release 7 after 24 h. Measurements with zero concentration are indicated as small black circles. The release locations are marked

with asterisks.
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well in releases 2–5 and 7. For release 1, the model

plume was transported slightly too far south relative to

the measurements, and for release 3 the plume maxi-

mum is overestimated by the model. Table 2 summa-

rizes r, E, and F for the model runs with (conv) and

without (noconv) convection for all releases. There is

hardly any difference between the runs with and with-

out convection. The correlation r and error E for re-

lease 5 are high; those for release 1 are the lowest. For

releases 1, 2, 4, and 7 there is a negative F, whereas for

release 3 the model strongly overestimates the tracer

concentrations. Release 5 has only a slight positive bias.

Note that the statistical numbers found here differ from

those found in Stohl et al. (1998) because of the use of

different meteorological datasets and model updates.

Because no substantial differences between the

model runs with and without convection were found at

the surface, we examined results at higher levels and

concentrate on those flights that took measurements

not only in the ABL but also above the ABL. Table 3

summarizes the statistical results for these flights. The

correlations r for two flights after release 2 and the

flight after release 4 are high. For the flight after release

5 the results for r, E, and F are worst. During this flight,

the aircraft flew several profiles between 1- and 3-km

altitudes. A careful examination revealed that at higher

levels the modeled plume captured the measurements

very well but that at lower levels it was somewhat too

slow, leading to the bad values reported in Table 3.

By comparing the values with and without convec-

tion in Table 3, it is evident that, except for release 3,

the model runs with convection yield better correlation

coefficients r and mostly better E and F values than

without convection. An examination of the meteoro-

logical conditions during the different releases showed

that only during releases 2 and 5 did the plume travel

through a region with convective activity, and differ-

ences between the runs with and without convection

could also be assessed from a visual inspection of the

results. Release 2 took place near DAY during daytime

under anticyclonic conditions. The plume traveled

northeastward over a convective region 36 h after the

release. Release 5 took place in SUD during nighttime

after a frontal passage. The plume was partly lifted by

convection about 12 h after the release. Figure 9 com-

pares aircraft measurements with model results with

(Fig. 9, left panels) and without (Fig. 9, right panels)

convection at different altitudes for releases 2 and 5.

Cross sections along the black lines indicated in Figs. 9a

and 9c highlight the vertical plume structures (Fig. 10)

along the flight tracks. Although the model still under-

estimates the measurements at higher altitudes, the

agreement between measurements and model is better

in all cases with the convection scheme switched on.

Especially for release 5, the location and the values of

the plume are closer to the measurements if convection

is accounted for. Note in this case that at 3-km alti-

tude the model does not even show concentrations in

the case without convection, although the measure-

ments indicate high tracer values there. No aircraft

measurements above 3 km were made during the whole

CAPTEX period.

b. ANATEX

During ANATEX, 33 releases of different perfluo-

rocarbons were made from each of two sites between 5

January 1987 and 29 March 1987. Every 60 h, alternat-

ing between daytime and nighttime, the tracers were

released in a 3-h period. Ortho-cis-perfluorodimethyl-

cyclohexane (ocPDCH) was released from St. Cloud

(STC), Minnesota, and perfluorotrimethylcyclohexane

(PTCH) was released from Glasgow (GGW), Montana.

Surface measurements were taken at 77 sites in the

eastern part of the United States and southeastern

Canada, with a low spatial and temporal resolution

relative to the CAPTEX experiment. In addition, dur-

ing most of the releases aircraft measurements were

performed within a range of at most 450 km from STC

TABLE 2. Analysis of model results against surface measure-

ments during CAPTEX; N indicates the number of data points.

All coefficients r are significantly positive on a confidence level of

99%. Conv and noconv are defined in the text.

Conv Noconv

Release N r E F r E F

1 362 0.24 100.22 �0.70 0.23 100.27 �0.70

2 366 0.32 28.17 �0.41 0.32 28.67 �0.42

3 366 0.47 37.48 0.93 0.47 37.43 0.93

4 312 0.60 72.40 �0.86 0.60 72.02 �0.86

5 316 0.81 12.57 0.12 0.81 12.78 0.09

7 202 0.65 14.64 �0.69 0.65 14.93 �0.70

All 1924 0.46 33.03 �0.25 0.46 33.42 �0.26

TABLE 3. Analysis of model results against aircraft measure-

ments from selected flights during CAPTEX; N indicates the

number of data points. All coefficients r are significantly positive

on a confidence level of 95%.

Conv Noconv

Release N Aircraft r E F r E F

2 24 1 0.37 1.92 0.79 0.35 1.95 0.79

2 27 2 0.54 2.29 0.71 0.52 2.61 0.73

2 17 3 0.61 1.97 �0.28 0.58 2.23 �0.32

3 29 5 0.47 6.50 �0.90 0.47 6.44 �0.90

4 7 4 0.61 0.47 0.39 0.58 0.48 0.37

5 33 5 0.30 23.61 �1.48 0.28 21.99 �1.45
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FIG. 9. FLEXPART PMCH tracer concentrations (colored contours) and aircraft observations (colored dots) (fL L�1) during

CAPTEX (left) with and (right) without convection for (a), (b) release 2 at 2200-m altitude above sea level after 36 h, (c), (d) release

5 at 2800-m altitude above sea level after 24 h, and (e), (f) release 5 at 3000-m altitude above sea level after 24 h. The black lines in

(a) and (c) indicate the location of the vertical sections shown in Fig. 10. Measurements with zero concentration are indicated as small

black circles. The release locations are marked with asterisks.
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and GGW (Stunder and Draxler 1989), respectively.

While one aircraft was operated near STC, two aircraft

mostly flying one over the other were operated near

GGW. Unfortunately, even fewer measurements above

the ABL than during CAPTEX were performed. The

aircraft flew mostly below 1.5 km. Profiles up to 1.9 km

were flown after three releases from GGW, and the

maximum flight altitude for releases from STC was

about 3 km, but this height was covered only in two

vertical profiles.

Similar to CAPTEX we simulated 250 000 particles

carrying the released tracer mass of ocPDCH or PTCH,

respectively, for each release. From a visual inspection,

we could not identify cases showing differences be-

tween the runs with and without convection and for

which aircraft measurements were available at the same

time. In addition, the measurements above the ABL

were too few to separate those flights with measure-

ments above the ABL from the other flights and to

perform a statistical analysis for them. Therefore, we

performed a global analysis of the model results against

aircraft measurements from all flights for each release

(Table 4 and Table 5). The normalized mean square

error E shows outstanding bad values for ocPDCH 18

FIG. 10. Vertical section along the black lines indicated in Figs. 9a,c (left) with and (right) without convection for

(a), (b) release 2 and (c), (d) release 5. The times are the same as in Fig. 9. Colored contours are the FLEXPART

PMCH tracer concentrations (fL L�1), and colored stars underlined with white circles are the aircraft measure-

ments (fL L�1). Measurements with zero concentration are indicated as small black circles. Gray-shaded areas

indicate the orography.
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and PTCH 8. The fractional bias F varies from a strong

overestimation by the model over reasonable values to

a strong underestimation. Significant correlations r are

obtained only for four releases from STC, seven re-

leases from GGW, and the analysis for all releases com-

bined from both STC and GGW. The correlations r are

high for ocPDCH 18, ocPDCH 19, and PTCH 23, and

they are low for the analysis for all releases together

(ocPDCH all and PTCH all). Note that the aircraft

mostly flew crosswind through the plumes. Therefore, if

the modeled plume is somewhat too slow or somewhat

too fast, the agreement between the model and the

measurements can be very bad, although the model

captures the overall plume structure and the pathway.

Sensitivity studies showed that the statistical numbers

presented here are considerably affected and some of

them can be improved, if another averaging interval is

used for the model output (here, we used 30 min).

Some statistical parameters for the run with convec-

tion differ from those for the run without convection.

For all parameters for PTCH 18 and for E and F for

PDCH 33, the convection seems to improve the statis-

tics, but there are also cases in which the convection

seems to worsen the results—for instance, for PTCH 32

and PDCH 32 (Table 4 and Table 5). These are, how-

ever, only very few cases relative to the total number of

releases and measurements, and the differences be-

tween runs with and without convection are small.

Thus, from ANATEX it cannot be concluded that the

convection scheme improves or worsens the agreement

between model results and measurements. Many more

measurements at higher altitudes and under conditions

with considerable convective activity are necessary.

7. Comparison with 222Rn measurements

Because it was difficult to draw sound conclusions on

the performance of the EZ99 scheme from the tracer

experiments, we referred back to 222Rn measurements.

The radionuclide 222Rn is a decay product of 238U and

is mainly exhaled from land surfaces. Its main sink is

radioactive decay. Because of its half-life of only 3.824

days, the spatial and, especially, the vertical, distribu-

tions of 222Rn are highly sensitive to subgrid-scale pro-

cesses such as deep convection. Therefore, 222Rn is

widely used as a tracer in atmospheric transport models

to validate parameterizations of such processes (e.g.,

Dentener et al. 1999; Jacob et al. 1997; Feichter and

Crutzen 1990).

However, while during the tracer experiments CAP-

TEX and ANATEX the emissions were exactly known

the emissions of 222Rn are uncertain, because they vary

greatly with soil conditions and meteorological factors

(Turekian et al. 1977; Dörr 1984). Flux measurements

of 222Rn show a large spread of continental emissions

TABLE 5. Analysis of model results against aircraft measure-

ments from all flights for the PTCH releases at GGW during

ANATEX; N indicates the number of data points. Coefficients r

that are significantly positive on a confidence level of 95% are

indicated by an asterisk.

Conv Noconv

Release N r E F r E F

PTCH 3 19 �0.17 10.44 0.36 �0.16 10.42 0.32

PTCH 4 20 0.37* 14.81 �1.20 0.37* 14.92 �1.20

PTCH 7 40 �0.08 24.42 �0.62 �0.07 24.35 �0.62

PTCH 8 40 �0.05 199.94 �1.75 �0.05 202.19 �1.75

PTCH 10 27 �0.04 90.82 1.03 �0.03 91.63 1.04

PTCH 11 39 �0.03 18.33 0.32 �0.03 18.32 0.32

PTCH 12 16 0.14 9.15 1.17 0.14 9.17 1.17

PTCH 13 20 0.33 4.37 0.39 0.33 4.34 0.39

PTCH 14 37 �0.17 56.59 1.78 �0.17 56.79 1.78

PTCH 17 40 �0.13 7.38 0.22 �0.13 7.38 0.22

PTCH 18 40 0.44* 14.45 �1.36 0.40* 16.17 �1.40

PTCH 20 39 �0.15 34.77 0.60 �0.15 34.45 0.60

PTCH 21 32 �0.06 18.42 0.64 �0.06 18.44 0.64

PTCH 23 60 0.69* 4.55 0.91 0.69* 4.52 0.91

PTCH 24 80 0.58* 37.19 0.67 0.57* 37.13 0.67

PTCH 25 20 0.55* 2.94 �0.04 0.55* 2.91 �0.04

PTCH 26 28 0.43* 7.60 1.02 0.43* 7.61 1.01

PTCH 27 37 �0.26 8.02 0.40 �0.27 8.22 0.42

PTCH 30 60 �0.03 43.38 1.63 �0.04 45.39 1.62

PTCH 32 76 0.43* 18.06 �0.47 0.45* 16.14 �0.34

PTCH 33 40 0.12 29.98 �1.02 0.12 30.21 �1.03

PTCH all 908 0.14* 18.43 0.44 0.14* 18.30 0.44

TABLE 4. Analysis of model results against aircraft measure-

ments from all flights for the ocPDCH releases at STC during

ANATEX; N indicates the number of data points. Coefficients r

that are significantly positive on a confidence level of 95% are

indicated by an asterisk.

Conv Noconv

Release N r E F r E F

ocPDCH 4 34 �0.10 21.88 �0.96 �0.10 21.87 �0.96

ocPDCH 5 27 0.46* 24.67 0.61 0.47* 24.54 0.61

ocPDCH 6 27 �0.16 30.43 �1.70 �0.16 28.74 �1.68

ocPDCH 7 18 0.58* 12.40 �0.98 0.58* 11.69 �0.96

ocPDCH 8 19 �0.16 72.44 1.81 �0.16 72.48 1.81

ocPDCH 10 15 0.09 44.33 1.14 0.08 45.09 1.15

ocPDCH 11 18 �0.03 16.04 0.93 0.01 15.93 0.97

ocPDCH 18 38 0.89* 339.59 1.90 0.89* 338.10 1.90

ocPDCH 19 31 0.70* 17.41 1.13 0.70* 17.33 1.13

ocPDCH 20 16 �0.17 6.15 0.42 �0.15 6.88 0.49

ocPDCH 21 18 0.62* 26.79 1.44 0.61* 27.15 1.44

ocPDCH 30 18 0.33 19.11 1.28 0.33 18.95 1.28

ocPDCH 31 18 �0.34 6.92 0.20 �0.34 6.86 0.19

ocPDCH 32 14 �0.12 23.94 �1.08 �0.12 22.15 �0.99

ocPDCH 33 35 0.21 4.79 0.19 0.19 6.16 0.72

ocPDCH all 346 0.15* 17.53 0.42 0.15** 17.40 0.44
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ranging from 0.1 to 2.5 atoms cm�2 s�1, with a best

estimate of 1.2 atoms cm�2 s�1 (Turekian et al. 1977).

Because it is difficult to extrapolate these point mea-

surements to larger areas, most model studies use a

global continental emission of 1 atom cm�2 s�1. On a

global scale, this emission may be accurate to within

25%; on a regional scale, it may be accurate to within a

factor of 2 (e.g., Jacob et al. 1997). Whether this accu-

racy is good enough for a model validation is question-

able, but because 222Rn measurements are widely used

for model validation, we will present comparisons of
222Rn data with FLEXPART results for completeness.

We use 11 222Rn profiles from the Moffett Field cam-

paign between June and August 1994 and 9 222Rn pro-

files from the North Atlantic Regional Experiment

(NARE) in August 1993, all measured by aircraft, to

test the EZ99 scheme in FLEXPART. The NARE

campaign took place along North American east coast

to measure the pollution outflow from the North

American continent (Fehsenfeld et al. 1996). The 222Rn

profiles were taken at altitudes ranging from 500 to

about 5000 m MSL (Zaucker et al. 1996). During the

Moffett Field campaign, measurements of 222Rn were

taken along the California coast with the purpose of

acquiring a statistically significant dataset, at one sea-

son and location, suitable for use in the develop-

ment and validation of chemical transport models

(Kritz et al. 1998; Stockwell et al. 1998). The profiles

cover the entire troposphere up to 12 600 m above

sea level. Thus, the Moffett Field and NARE cam-

paigns both provide more measurements above the

ABL than do the tracer experiments during CAPTEX

and ANATEX.

For our simulations we have used 222Rn emissions of

1 atom cm�2 s�1 between 60°S and 60°N, and one-half

of this amount between 60° and 70°N (S) as recom-

mended by Jacob et al. (1997). Emissions over oceans

and poleward of 70° are assumed to be small and are

therefore neglected. From each aircraft measurement

(receptor), we released 20 000 particles with unit mix-

ing ratio and followed them 20 days backward in time.

A response function to emission input (s m3 kg�1),

which is proportional to the particles residence times, is

calculated on a 0.5° � 0.5° grid. The response function

in the lowest model layer multiplied with the 222Rn

source strength (compiled to kg m�3 s�1) gives the
222Rn source contribution per grid box. By summing up

the source contributions over all grid boxes we obtain

the mass mixing ratio at the receptor. Simulations with

and without convection were performed, and the result-

ing modeled mixing ratios were compared with the

measured mixing ratios.

Figure 11 shows a comparison of the mean measured

and modeled 222Rn profiles for the Moffett Field and

NARE campaigns. In the ABL, the simulations with

and without convection both considerably underesti-

mate the observations for the Moffett Field campaign

and overestimate them for the NARE campaign. A rea-

son for this might be the uncertainties in the 222Rn

emissions. In addition, both campaigns took place at

FIG. 11. Mean measured (solid line) and modeled 222Rn profiles

(Bq m�3 s�1 STP) for (a) the Moffett Field and (b) the NARE

campaign. The long-dashed and short-dashed lines represent re-

sults from the simulations with and without convection, respec-

tively.
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the edge of North America where the horizontal 222Rn

gradients are large. Because the modeled value greatly

depends on whether the respective grid box is mainly

located over land or over the sea, big differences can

occur between modeled and measured values. In the

free troposphere, the model underestimates the obser-

vations for both campaigns. For Moffett Field, such re-

sults were also found by other model studies (e.g., Ja-

cob et al. 1997; Stockwell et al. 1998). Because the air

masses in the free troposphere over California mainly

come from eastern Asia where they were lifted by con-

vection and subsequently transported over the Pacific

in the subtropical jet, an anomalously high 222Rn source

in eastern Asia has been proposed as an explanation for

the failure of the models (see Jacob et al. 1997, and

references therein). However, this is just speculation

and reflects the uncertainties in the 222Rn emissions.

Our model results agree with the measurements within

a factor of 2–3, and they lie at least in the range of

values found by other model studies (e.g., Jacob et al.

1997; Stockwell et al. 1998; Lin et al. 1996).

The mean profiles show that, at altitudes above the

ABL and especially in the upper troposphere, the simu-

lations including convection improve the comparison

with the measurements (Fig. 11). This is also evident

from Tables 6 and 7, which present the statistical pa-

rameters r, E, and F for both campaigns. There are two

flights of the Moffett Field campaign (23 June and 10

August) and three flights of the NARE campaign (17,

28, and 31 August), for which E and F get worse if the

convection scheme is switched on. In all other cases

they improve. This is also true for the significant cor-

relations r, which are all above 0.5. There is only one

exception during the Moffett Field campaign (7 July)

and two exceptions during NARE (16 and 27 August)

where r hardly changes. The convection especially im-

proves the results for the flight on 24 June during the

Moffett Field campaign. The correlation r gets signifi-

cantly high and E and F decrease by about a factor of 3.

If only data above 7.5 km are accounted for when

calculating the statistical parameters for all Moffett

Field flights (63 data points), r � 0.68, E � 1.57, and

F � �2.50 without convection and r � 0.74, E � 1.17,

and F � �2.01, including convection. Overall, it can be

concluded from both campaigns that including convec-

tion in the model simulations has a positive effect on

the comparison between measurements and model re-

sults.

8. Summary and conclusions

The Lagrangian particle dispersion model FLEXPART,

version 6.2 (Stohl et al. 2005), has been equipped with

the convective parameterization scheme by EZ99. The

parameterization requires as input the grid-scale tem-

perature and humidity as well as the convective cloud

base mass flux Mcb from the previous time step and

then calculates a mass flux matrix giving the necessary

information for the convective redistribution of the par-

ticles. The interface between FLEXPART and the

EZ99 scheme has been tested, and the results from

model runs with and without convection have been

compared with tracer experiment and 222Rn data.

We showed that if a tracer is well mixed in an atmo-

spheric column then it remains so after the convective

redistribution of the particles. Test runs with particles

carrying the atmospheric mass showed only minor fluc-

tuations in the mass profiles resulting from the stochas-

tic redistribution of the particles by convection.

For practical reasons, the EZ99 scheme was imple-

TABLE 6. Analysis of model results against aircraft measure-

ments from all flights during the Moffett Field campaign; N indi-

cates the number of data points. Coefficients r that are signifi-

cantly positive on a confidence level of 95% are indicated by an

asterisk.

Conv Noconv

Date N r E F r E F

03 Jun 1994 11 0.77* 0.45 �1.41 0.73* 0.49 �1.45

07 Jun 1994 12 0.32 0.49 �1.26 0.17 0.72 �1.68

14 Jun 1994 14 0.28 1.79 �4.03 0.35 2.24 �4.96

16 Jun 1994 13 0.11 1.20 �3.06 0.004 1.46 �3.56

23 Jun 1994 11 �0.14 3.07 �5.45 �0.13 1.72 �2.65

24 Jun 1994 11 0.85* 5.80 �10.75 0.07 19.33 �30.00

28 Jun 1994 12 0.33 1.02 �2.02 0.28 1.53 �3.47

07 Jul 1994 9 0.95* 0.89 �2.62 0.95* 0.91 �2.69

10 Aug 1994 10 0.92* 0.86 �2.29 0.87* 0.71 �1.69

12 Aug 1994 12 0.28 2.68 �4.81 �0.17 5.42 �8.37

16 Aug 1994 13 �0.46 1.77 0.02 �0.21 2.48 �0.39

All 128 0.77* 1.32 �2.30 0.73* 1.65 �2.71

TABLE 7. Analysis of model results against aircraft measure-

ments from all flights during the NARE campaign; N indicates the

number of data points. Coefficients r that are significantly positive

on a confidence level of 95% are indicated by an asterisk.

Conv Noconv

Date N R E F r E F

16 Aug 1993 9 0.97* 0.69 0.53 0.98* 0.95 0.36

17 Aug 1993 8 0.20 17.57 1.78 0.19 17.26 1.76

18 Aug 1993 6 �0.01 0.10 0.52 �0.01 3.42 �8.18

22 Aug 1993 6 �0.83 2.70 0.99 �0.96 3.14 1.11

24 Aug 1993 5 0.77 1.09 �0.13 0.09 1.40 �0.78

27 Aug 1993 6 0.87* 0.08 0.47 0.88* 0.11 0.55

28 Aug 1993 8 0.94* 0.28 �0.70 0.92* 0.15 �0.60

29 Aug 1993 9 0.60 1.05 0.36 0.58 1.31 0.45

31 Aug 1993 9 0.60* 0.18 0.45 0.50* 0.17 0.39

All 66 0.64* 0.73 0.52 0.62* 0.82 0.49
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mented in a way that results in small differences in the

convective particle redistribution between forward and

backward simulations in time. The magnitude of these

differences depends on the synchronization time step in

FLEXPART. For a time step of 900 s, we showed that

the mean relative deviation of the mass fluxes of a for-

ward simulation from those of a backward simulation is

2.84%. Smaller time steps result in smaller relative de-

viations. We conclude therefore that our implementa-

tion results in only minor differences between forward

and backward simulations, which can be tolerated given

the large overall uncertainties of convective parameter-

izations.

We compared the convective upward mass fluxes and

precipitation rates with those archived in the ERA-40

data. The largest differences between the convective

upward mass fluxes can be seen in the lower tropo-

sphere, where the mass fluxes from the ECMWF

scheme show larger values, and in the middle and upper

troposphere north and south of the intertropical con-

vergence zone, where the EZ99 scheme shows larger

mass fluxes. In a global mean the convective upward

mass fluxes of the ECMWF scheme are larger than

those from the EZ99 scheme by 26%. A similar result

is obtained for the global mean convective precipitation

rate, which is lower in the EZ99 scheme by 24%. If the

convective precipitation from the EZ99 scheme is com-

bined with the large-scale precipitation from the ERA-

40 data, the resulting total precipitation is closer to the

observations from the Global Precipitation Climatol-

ogy Project than is the total precipitation from the

ERA-40 data. We cannot conclude that the EZ99

scheme that diagnoses convection offline produces

better results than the ECMWF scheme that runs on-

line in the ECMWF model, but we could at least show

that the EZ99 scheme gives acceptable results within

FLEXPART.

Last, we evaluated the convective transport in

FLEXPART by using large-scale tracer experiment

and 222Rn data. We compared aircraft measurements

from the tracer experiments CAPTEX (Ferber et al.

1986) and ANATEX (Draxler et al. 1991) with model

simulations with and without convection. Within the

atmospheric boundary layer no significant differences

were found between the runs with and without convec-

tion, because there the effects of convection are domi-

nated by the boundary layer parameterization. At

higher altitudes, the model runs with convection re-

vealed better agreement with the measurements for

some flights during CAPTEX, but in the other cases the

results were indifferent. These findings can, however,

not be generalized, because the tracer experiments

took place in seasons of the year during which convec-

tion is weak. In addition, too few measurements were

available above the ABL. To validate the convection

scheme in FLEXPART properly, many more measure-

ments at higher altitudes and under conditions with

considerable convective activity would be necessary.

However, no tracer experiments providing such mea-

surements exist to our knowledge. Therefore, we used
222Rn profiles measured by aircraft from the Moffett

Field 1994 and the NARE 1993 campaigns. Both cam-

paigns provide 222Rn measurements at higher altitudes

and took place in summer. A comparison of the mean

measured profiles with the simulated profiles and a sta-

tistical evaluation of the single flights revealed that for

both campaigns the model results compare better to the

measurements when the convection scheme is switched

on. However, the modeled profiles both with and with-

out convection agree with the measurements by only a

factor of 2–3, a result that has also been found by other

studies. One reason is that, in regions with sharp 222Rn

gradients, the modeled value greatly depends on

whether the respective grid box is mainly located over

the region with high or low 222Rn values. Another pre-

sumably much more important reason is that the emis-

sions of 222Rn are uncertain, because they greatly vary

with meteorological and soil conditions. On a global

scale, the 222Rn emissions may be accurate to within

25%; on a regional scale, they are accurate to within a

factor of 2 (e.g., Jacob et al. 1997). We doubt that this

accuracy is good enough for a thorough model valida-

tion, and our conclusion is that all datasets available to

date are not sufficient for a validation of vertical trans-

port in models. Either the emissions are exactly known

but too few data are available as is the case for the

tracer experiments, or a comprehensive dataset is avail-

able but the emissions are uncertain as is the case for

the 222Rn measurements. There is a clear need for the

establishment of datasets providing both tropospheric

profiles and reliable emission information for a tracer,

such that the data are suitable for the validation of

vertical transport in models.
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