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ABSTRACT
Although text categorization is a burgeoning area of IR re-
search, readily available test collections in this field are sur-
prisingly scarce. We describe a methodology and system
(named Accio) for automatically acquiring labeled datasets
for text categorization from the World Wide Web, by capi-
talizing on the body of knowledge encoded in the structure of
existing hierarchical directories such as the Open Directory.
We define parameters of categories that make it possible to
acquire numerous datasets with desired properties, which in
turn allow better control over categorization experiments. In
particular, we develop metrics that estimate the difficulty of
a dataset by examining the host directory structure. These
metrics are shown to be good predictors of categorization
accuracy that can be achieved on a dataset, and serve as
efficient heuristics for generating datasets subject to user’s
requirements. A large collection of automatically generated
datasets are made available for other researchers to use.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Information filtering ; H.3.4 [Infor-
mation Storage and Retrieval]: Systems and Software—
Performance evaluation (efficiency and effectiveness)

General Terms
Algorithms, Design, Experimentation

1. INTRODUCTION
While numerous works studied text categorization (TC)

in the past, good test collections are by far less abundant.
This scarcity is mainly due to the huge manual effort re-
quired to collect a sufficiently large body of text, categorize
it, and ultimately produce it in machine-readable format.
Most studies use the Reuters-21578 collection [28] as the
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primary benchmark. Others use 20 Newsgroups [18] and
OHSUMED [13], while TREC filtering experiments often
use the data from the TIPSTER corpus [12].

Even though the Reuters-21578 dataset became a stan-
dard reference in the field, it has a number of significant
shortcomings. According to Dumais and Chen [7], “the
Reuters collection is small and very well organized compared
with many realistic applications”. Scott [31] also noted that
the Reuters corpus has a very restricted vocabulary, since
Reuters in-house style prescribes using uniform unambigu-
ous terminology to facilitate quick comprehension. As ob-
served by Joachims [14], large Reuters categories can be reli-
ably classified by virtually any reasonable classifier. We be-
lieve that TC performance on more representative real-life
corpora still has way to go. The recently introduced new
Reuters corpus [20], which features a large number of docu-
ments and three orthogonal category sets, definitely consti-
tutes a substantial challenge. At the same time, acquisition
of additional corpora for TC research remains a major issue.

In the past, developing a new dataset for text categoriza-
tion required extensive manual effort to actually label the
documents. However, given today proliferation of the Web,
it seems reasonable to acquire large-scale real-life datasets
from the Internet, subject to a set of constraints. Web direc-
tories that catalog Internet sites represent readily available
results of enormous labeling projects. We therefore propose
to capitalize on this body of information in order to derive
new datasets in a fully automatic manner. This way, the
directory serves as a source of URLs, while its hierarchical
organization is used to label the documents collected from
these URLs with corresponding directory categories. Since
many Web directories continue to grow through ongoing de-
velopment, we can expect the raw material for dataset gen-
eration to become even more abundant as the time passes.

In what follows, we propose a methodology for automatic
acquisition of up-to-date datasets with desired properties.
The automatic aspect of acquisition facilitates creation of
numerous test collections, effectively eliminating a consid-
erable amount of human labor normally associated with
preparing a dataset. At the same time, datasets that possess
predefined characteristics allow researchers to exercise better
control over TC experiments and to collect data geared to-
wards their specific experimentation needs. Choosing these
properties in different ways allows one to create focused
datasets for improving TC performance in certain areas or
under certain constraints, as well as to collect comprehensive
datasets for exhaustive evaluation of TC systems.

After the data has been collected, the hierarchical struc-



ture of the directory may be used by classification algorithms
as background world knowledge—the association between
the data and the corresponding portion of the hierarchy
is defined by virtue of dataset construction. The resulting
datasets can be used for regular text categorization, hyper-
text categorization, as well as hierarchical text classification.
Moreover, many Web directories cross-link related categories
with so-called “symbolic links”, which allow one to construct
datasets for multi-labeled TC experiments.

We developed a software system named Accio1 that lets
the user specify desired dataset parameters, and then ef-
ficiently locates suitable categories and collects documents
associated with them. It should be observed that Web doc-
uments are far less fluent and clean compared to articles
published in the “brick and mortar” world. To ensure the
coherence of the data, Accio represents each Web site with
several pages gathered from it through crawling, and fil-
ters the pages gathered both during and after the crawling.
The final processing step computes a number of performance
metrics for the generated dataset.

In this paper we describe generation of datasets based on
the Open Directory Project (ODP, http://dmoz.org), al-
though the techniques we propose are readily applicable to
other Web directories, as well as to non-Web hierarchies of
documents (see Section 2). A number of previous studies
in hypertext and hierarchical text classification used docu-
ment sets collected from Yahoo! [23, 16], ODP [4, 5, 21]
and the Hoover’s Online company database [11, 34]. To the
best of our knowledge, all these studies performed standard
acquisition of Web documents pointed at from the explic-
itly specified directory nodes; specifically, no properties of
categories were considered or defined, and no attempt to pre-
dict the classification performance was made. Interestingly,
a recent study in word sense disambiguation [30] used ODP
to automatically acquire labeled datasets for disambiguation
tasks. In this work, a collection of ODP categories were first
automatically mapped to WordNet [9] senses, and then the
descriptions of links classified under these categories were
collected to serve as sentences with sense-labeled words. In
contrast to our approach, this mapping only considered cat-
egory paths, while we also analyze the full text of category
and link descriptions (see Section 2).

The main contributions of this paper are threefold. First,
we present a methodology for automatically acquiring la-
beled data sets for text categorization experiments, which
allows parameterized generation of datasets with desired
properties. Second, we establish a connection between sim-
ilarity metrics for document sets and the classification ac-
curacy achieved on these sets. The similarity metrics we
developed are shown to be good predictors of classification
accuracy, and can therefore be used as efficient heuristics
for locating datasets of desired degree of hardness. We
also propose to use classification accuracy as a new simi-
larity metric that reflects how separable two document sets
are. Finally, we make publicly available a large collection
of text categorization datasets that we collected and eval-
uated in the course of this work, along with a variety of
metrics computed for them. Using the same datasets al-
lows different research groups to conduct repeatable exper-
iments and to compare their results directly. This repos-

1Accio (Latin - to call to, summon)—incantation for the
Summoning Charm, which causes an object called for to fly
to the caster [29].

itory, which is similar in purpose to the UCI Repository
of machine learning databases [2], is available for research
use at http://techtc.cs.technion.ac.il. We also plan
to release the software system for automatic generation of
datasets. Other researchers will be able to use Accio to
acquire new datasets subject to their specific requirements.

2. PARAMETERIZATION OF DATASET
GENERATION

Throughout this paper we discuss generation of datasets
that contain two categories and are single-labeled, that is,
every document belongs to exactly one category. In Sec-
tion 5 we consider possible relaxations to this rule.

We assume the availability of a hierarchical directory of
documents that satisfies the following requirements:

1. The directory is organized as a tree where each node
is labeled with a category.

2. There is a collection of documents associated with each
category (directory node).

3. Categories are provided with text descriptions. Doc-
uments associated with the categories may optionally
be accompanied by short annotations.

Suitable directories come in a variety of forms. Some are
major Web directories that catalog actual Web sites, such
as Yahoo! or the Open Directory. The Medical Subject
Headings (MeSH) hierarchy [22] maintained by the U.S. Na-
tional Library of Medicine is cross-linked with the MED-
LINE database, and therefore can be used for automatic
generation of labeled datasets of medical texts. Library clas-
sification schemes such as UDC and Dewey are hierarchical
catalogs of books that can also be used for automatical ac-
quisition of text categorization datasets; samples of books
can be used if shorter documents are required. The open
content Wikipedia encyclopedia2 collaboratively developed
by Internet users offers tantalizing opportunities for har-
nessing high quality datasets. As of this writing, Wikipedia
contains over 170,000 articles in English and 150,000 in other
languages, thus allowing acquisition of datasets on similar
topics in a variety of languages. Yet another option is to use
the new Reuters collection [20] that contains over 800,000
documents labeled with categories coming from three dis-
tinct hierarchies. In this project we generate datasets based
on the Open Directory Project, which is arguably the largest
publicly available Web directory.3

We employ two kinds of parameters that define the na-
ture of generated datasets: those characterizing the dataset
as a whole (i.e., describe pairs of categories), and those char-
acterizing individual categories that comprise the datasets.
Varying these parameters allows one to create classification
tasks with different properties.

2.1 Metrics
Metrics quantify conceptual distance between a pair of

categories. Intuitively, the larger the distance, the easier it

2http://www.wikipedia.org .
3Although the actual size of Yahoo! has not been
publicly released in the recent years, it is estimated
to be about half the size of the Open Directory
(see http://sewatch.com/reports/directories.html and
http://www.geniac.net/odp for more details).



is to induce a classifier for separating the categories. From
the machine learning perspective, the difficulty of a dataset
for existing categorization algorithms is an important pa-
rameter. The ability to create datasets with varying degree
of difficulty would be instrumental in the quest for better
learning algorithms. In other words, we would like to re-
tain control over the degree of separability of the two cate-
gories comprising the dataset. In this section we first define
an exact but computationally expensive measure of dataset
hardness, and then propose two metrics that are highly cor-
related with it but are much more efficient to compute.

2.1.1 Achievable categorization accuracy as a mea-
sure of dataset hardness

A straightforward way to assess how difficult a given data-
set is for currently available learning algorithms is simply to
run these algorithms on it. It is apparently appealing to
use the accuracy of a single best classification algorithm as
an ultimate measure, especially in the light of the fact that
a number of studies showed support vector machines to be
the best performing text classifier [14, 8]. However, as we
show in Section 4.4, SVM does not necessarily produce the
best results for every dataset. Several researchers observed
similar phenomena, and used various learning approaches to
decide which classifier should be used for a given category
[17] or for a given document [1].

We believe that such sophisticated classifier combination
schemes might be an overkill for establishing a measure of
category separability. We suggest using some function of
the accuracy values achieved by a number of classifiers as
the “gold standard” of hardness. While there are many
ways to define a suitable combination scheme, we propose
to use the maximum accuracy among a set of classifiers, as
we believe it reflects how difficult the dataset is for the best
available algorithm (obviously, without an oracle predicting
which classifier to use, this value cannot always be attained
in practice). Formally, we define

distclass max(c1, c2) = max
alg∈C

Accuracyalg(c1, c2) ,

where c1, c2 are a pair of categories comprising a dataset and
C is a set of classification algorithms. In the sequel we refer
to this metric as Maximum Achievable Accuracy (MAA).
In the experiments reported in Section 4 we compute MAA
using classifiers based on support vector machines, decision
trees and the K-Nearest Neighbor algorithm.

Nothing seems simpler than defining the hardness of a
dataset by actual classification accuracy. The only problem
with this approach is that it is grossly inefficient. When we
search for datasets in a certain difficulty range, using MAA
as part of “generate-and-test” strategy is too computation-
ally intensive to be practical. Computing MAA requires to
actually crawl the Web to download the documents, clean
the data and organize it as a dataset, and finally subject it
to a number of classifiers. If MAA turns out to be too low
or too high compared with the requirements, we have to test
another pair of categories, then another one, and so on.

We developed two metrics that estimate the difficulty of
a dataset by only examining the hierarchical structure of
the host directory, without analyzing the text of actual docu-
ments. In Section 4 we show that these metrics are strongly
correlated with MAA and the accuracies of individual clas-
sifiers, and this can serve good predictors of how difficult it
is to build a classifier that tells two categories apart.

Historically, the idea of partitioning categories by similar-
ity of meaning (as well as by importance or frequency) was
first mentioned by Lewis [19], when he suggested to group
categorization results over different kinds of categories.

In order to develop metrics for computing similarity of
categories drawn from a hierarchical directory, let us review
a similar setting of assessing similarity of words using a hi-
erarchical dictionary or taxonomy. The metrics we define
assign lower values to more similar categories, therefore, in
what follows we use the term distance metric (rather than
similarity metric) to emphasize this fact.

2.1.2 Edge-counting graph metric
The edge-counting metric (called graph metric below) mea-

sures the distance between a pair of categories by the length
of the shortest4 path connecting them in the hierarchy. We
conjecture that the closer two categories are in the under-
lying graph, the closer they are in meaning, and hence the
smaller the distance between them is. Formally, we define

distgraph(c1, c2) = #edges in the tree path from c1 to c2 .

Rada et al. [26] also used hierarchy path length as a mea-
sure of conceptual distance. However, this study focused
on estimating the similarity of individual terms rather than
entire sets of documents.

2.1.3 WordNet-based textual metric
The above metric only uses the graph structure underly-

ing the hierarchy as a sole source of information. We now
propose a more elaborate metric (called text metric in the
sequel) that compares textual descriptions of the categories
that are assumed to be provided with the hierarchy.

Our text metric builds upon the similarity metric for in-
dividual words suggested by Resnik [27], which uses the
WordNet electronic dictionary [9] as a source of additional
background knowledge. Given two words w1 and w2 whose
similarity needs to be established, let us denote by S1 the
set of all WordNet nodes (called synsets) that contain w1

and by S2—the set of all synsets that contain w2. Resnik
defined the similarity between two words as

simResnik(w1, w2) = maxsj [− log p(sj)] , (1)

where {sj} is a set of synsets that subsume at least one
synset from S1 and one synset from S2 (i.e., the set of all
concepts that subsume both given words), p(sj) is the prob-
ability of synset sj computed as a function of the frequencies
of words that belong to it measured on a reference corpus,
and − log p(sj) is the information content of this synset.
No word sense disambiguation is performed, and all senses
of a polysemous word are considered equally probable.

We generalize this metric to make it applicable to entire
category descriptions rather than individual words. In the
preprocessing phase we represent each category by pooling
together (i) the title and description of the category itself
and all of its descendants (sub-categories), and (ii) the ti-
tles and descriptions (annotations) of the links to actual
documents classified under this category or one of its sub-
categories. We denote the union of all these textual descrip-
tions for category ci as Di. Each pooled description Di is
represented as an unordered bag of words.

4Using the shortest path is important when the hierarchy
is actually a graph rather than a tree (for example, when
symbolic links of the Open Directory are considered).



The (asymmetric) distance between a pair of such descrip-
tions is canonically defined as an average distance from the
words of the first description to those of the second one:

dist(D1, D2) =
1

|D1|
∑

w∈D1

dist(w, D2) ,

where the distance between a word and a bag of words is
defined as the shortest distance between this word and the
bag (i.e., the distance to the nearest word in the bag):

dist(w, D) = minw′∈Ddist(w, w′) . (2)

The distance between two words is defined using Resnik’s
similarity metric, except the score it returns is subtracted
from the maximum possible score (simMAX) to transform
the similarity metric into a measure of distance:

dist(w, w′) = simMAX − simResnik(w, w′) .

To estimate the word frequencies needed for the computa-
tion of p(sj) in (1), we used a training corpus composed of
the descriptions of all ODP categories; this step effectively
tunes the metric to a specific text collection at hand.

Finally, the metric that operates on entire textual descrip-
tions of categories is symmetrically defined as

disttext(c1, c2) = dist(D1, D2) + dist(D2, D1) .

Computing disttext requires some preprocessing compu-
tation to build category descriptions Di, and then use the
frequency of words found in these descriptions to train a lan-
guage model that underlies the computation of − log p(sj).
Observe that even without the preprocessing phase per-
formed offline, computing the text metric is a computation-
ally intensive process, as it considers every pair of words in
the two category descriptions, and for each such pair maxi-
mizes the information content of the subsuming synsets.

See [3] for a good survey of other word similarity metrics
based on WordNet.

2.2 Properties of individual categories
The following parameters can be configured for individual

categories:

1. The cardinality of a category specifies the desired num-
ber of documents it should contain. In general, the
more examples (documents) are available, the easier
the learning task is due to a better representation of
the category.

2. Recall that the documents we collect actually repre-
sent Web sites they were downloaded from. Exploring
Web sites to different depths affects the quality of this
representation. However, taking too many documents
from each site is not necessarily good, as moving fur-
ther away from the site’s root page may lead to barely
related pages. The parameter that controls this fine
balance is called coherence, and is expressed as a num-
ber of pages downloaded from each Web site and con-
catenated into a single document.

3. Limiting the selection of categories to a certain part
of the hierarchy effectively allows to restrict the con-
tents of the documents to a particular topic. For ex-
ample, generating datasets from the Open Directory
Top/Health subtree may be useful for testing opera-
tional TC systems for the medical domain. The lan-
guage of documents may be restricted in a similar way.

Algorithm LocateCategoryPair TextDist(d)
if (∃(p, q) ∈ Cache s.t. disttext(p, q) = d)

then return (p, q)
found ← false
while (¬found)

Draw a random sample S ⊂ Cache
Let (p, q) ∈ S s.t. ∀(p′, q′) ∈ S :
|d − disttext(p, q)| ≤ |d − disttext(p

′, q′)|
Starting from (p, q), perform n-step hill climbing

until a pair (pd, qd) is found s.t. disttext(p, q) = d

Figure 1: Locating categories at requested text distance.

3. METHODOLOGY FOR AUTOMATIC
DATASET GENERATION

In this section we outline the methodology for automatic
generation of datasets.

3.1 Acquisition of the raw data
Generating a new dataset starts with locating a pair of

categories subject to user’s specification, which consists of a
set of desired parameters (or characteristics) of the dataset
to build (see Section 2). Finding a pair of categories at
specified graph distance is easy, as it involves pursuing a
corresponding number of edges in the graph underlying the
hierarchy. On the other hand, identifying pairs of categories
at a specified text distance is far from trivial. Although
the experiments presented in Section 4.3 do show high cor-
relation between the two metrics, in general counting the
number of edges can only give a rough estimation of the
text distance between two categories.

Since the text metric is much more computationally in-
tensive than the graph one, we cache its values for all pairs
of categories considered so far. Given the desired text dis-
tance, we first consult the cache to see if a suitable pair of
categories was already found. If this simple test fails, we
randomly sample the cache and identify a pair in the sam-
ple whose distance is closest to the required one. We then
perform a hill-climbing search in the hierarchy graph start-
ing from that pair. This search is limited in the number of
steps, and if no appropriate pair is found after the limit is
exhausted, we randomly sample the cache again, and repeat
the entire process until a suitable pair of categories is found.
Figure 1 outlines the pseudocode of the search algorithm.

It is essential to emphasize that the above algorithm only
analyzes the hierarchy structure and category descriptions,
but never examines the contents of actual documents. It is
this feature of our methodology that makes finding datasets
of configurable difficulty much more computationally trac-
table than if MAA was to be used (Section 2.1.1). In our fu-
ture work we plan to develop more sophisticated algorithms
for efficiently locating pairs of categories at specified con-
ceptual distance (see Section 5).

After locating an appropriate pair of categories, we col-
lect the documents associated with them. Importantly, if a
certain category c has several sub-categories under it in the
given hierarchy (c1 . . . cn), we collect the documents from
the union of all these categories. The hierarchy structure
allows us to view c1 . . . cn as particular cases of c, and thus
we can find many more relevant documents than if looking
into category c alone.

When generating datasets from Web directories such as



the ODP, where each category contains links to actual In-
ternet sites, we need to construct text documents represen-
tative of those sites. Following the scheme introduced in [34],
each link cataloged in the ODP is used to obtain a small rep-
resentative sample of the target Web site. To this end, we
crawl the target site in the BFS order, starting from the URL
listed in the directory. A predefined number of Web pages
are downloaded, and then concatenated into a synthetic doc-
ument. We refer to these individual pages as sub-documents,
since their concatenation yields one document for the cat-
egorization task. We usually refer to synthetic documents
created by pooling sub-documents simply as documents to
be consistent with TC terminology; alternatively, we call
them meta-documents to avoid ambiguity when necessary.

Finally, HTML documents are converted into plain text
and organized as a dataset, which we render in a simple
XML-like format. It should be noted that converting HTML
to text is not always perfect, since some small auxiliary text
snippets (as found in menus and the like) may survive this
procedure; we view such remnants as a (low) residual noise
inherent in automated data acquisition.

3.2 Filtering the raw data to cope with noise
Data collected from the Web can be quite noisy. Common

examples of this noise are textual advertisements, numerous
unrelated images, and text rendered in background color
aimed at duping search engines. To reduce the amount of
noise in generated datasets we employ filtering mechanisms
before, during, and after downloading the data.

Pre-processing filtering eliminates certain categories from
consideration. For example, we unconditionally disregard
the entire Top/World subtree of the Open Directory that
catalogs Web sites in languages other than English. Sim-
ilarly, the Top/Adult subtree may be pruned to eliminate
inappropriate adult content.

Recall that for every directory link we download a number
of pages whose concatenation represents the corresponding
Web site. Online filtering performed during the download
restricts the crawler to the site linked from the directory,
and does not allow it to pursue external links to other sites.

Post-processing filtering analyzes all the downloaded doc-
uments as a group, and selects the ones to be concatenated
into the final meta-document. In practice, we download
more sub-documents than requested by the user, and then
decimate them. We developed two post-processing filters:

1. Weak filtering discards Web pages that contain HTTP
error messages, or only have a few words.

2. Strong filtering attempts to eliminate unrelated pages
that do not adequately represent the site they were
collected from (e.g., legal notices or discussion forum
rules). To eliminate such pages, we try to identify ob-
vious outliers. We use the root page of a Web site
(i.e., the page linked from the directory) as a “model”
deemed to be representative of the site as a whole.
Whenever the root page contains enough text for com-
parison, we use the text metric developed in
Section 2.1.3 to compute the distance between it and
every other page downloaded from the site. We then
discard all pages located “further” from the root than
one standard deviation above the average.

Comparing weak and strong filtering, we found the latter
to improve TC accuracy by about 0.5%–1.5%.

4. EMPIRICAL EVALUATION
In this section we show that the datasets generated us-

ing the proposed methodology are sufficiently versatile and
allow adequate degree of control over TC experiments.

4.1 Data acquisition
We used the methodology outlined in Section 3 to au-

tomatically generate a collection of datasets based on the
Open Directory Project (http://dmoz.org). The Open Di-
rectory is a public directory that catalogs selected Internet
sites. At the time of this writing, ODP covers over 4 million
sites organized in more than 540,000 categories. The project
constitutes an ongoing effort promoted by non-professional
users around the globe; currently, ODP advertises a staff
of over 60,500 editors. Being the result of pro bono work,
the Open Directory has its share of drawbacks, such as non-
uniform coverage, duplicate subtrees in different branches of
the hierarchy, and sometimes biased coverage due to peculiar
views of the editors in charge. At the same time, however,
ODP embeds a considerable amount of human knowledge.

Based on the Open Directory, we generated 300 datasets
of varying difficulty, by using the metrics defined in Sec-
tion 2.1 to find categories located at different graph or text
distances. Each dataset consists of a pair of categories with
100–200 documents per category, while each document was
created by concatenating 5 sub-documents.

4.2 Text categorization infrastructure
The following learning algorithms were used to induce

actual text classifiers: support vector machines [33] (using
SV M light implementation [15]), decision trees (C4.5 [25]),
and K-Nearest Neighbor [6]. The motivation behind this
choice of algorithms is that they belong to very different
families, and thus allow comprehensive evaluation of the
datasets generated.

We used classification accuracy as a measure of text cate-
gorization performance. Studies in text categorization usu-
ally work with multi-labeled datasets in which each cate-
gory has much fewer positive examples than negative ones.
In order to adequately reflect categorization performance in
such cases, other measures of performance are convention-
ally used, including precision, recall, F1, and precision-recall
break-even point [32]. However, for single-labeled datasets
all these measures can be proved to be equal to accuracy,
which is the measure of choice in the machine learning com-
munity. All accuracy values reported in this paper were
obtained under the 10-fold cross-validation scheme.

We conducted the experiments using a text categoriza-
tion platform of our own design and development called
Hogwarts5. We opted to build a comprehensive new in-
frastructure for text categorization, as surprisingly few soft-
ware tools are publicly available for researchers, while those
available only allow limited control over their operation.
Hogwarts performs text preprocessing, feature extraction,
construction, selection and valuation, followed by cross-vali-
dated classification. Hogwarts interfaces with SVM, KNN
and C4.5, and computes all standard measures of catego-
rization performance. At a later stage we plan to make
Hogwarts publicly available for research use.

5Hogwarts school of witchcraft and wizardry is the educa-
tional institution attended by Harry Potter [29].



4.3 Correlation between distance metrics and
text categorization accuracy

Recall that our primary aim is to generate datasets with
predefined properties. Specifically, one of the most impor-
tant properties we introduced in Section 2 is the ability to
exercise control over the difficulty of separation of two cat-
egories comprising a dataset. The experiments reported be-
low were designed to verify whether the metrics we devel-
oped in Section 2.1 can serve as reliable predictors of cate-
gory separability. We first juxtapose metric predictions with
the accuracy of an SVM classifier, and then compare them
with the Maximum Achievable Accuracy (MAA).

Figure 2 shows the correlation between the graph metric
and SVM categorization accuracy, while Figure 3 shows a
similar plot for the text metric. Both figures demonstrate
that the metrics have strong prediction power for SVM accu-
racy. The value of Pearson’s linear correlation coefficient [24]
that we computed to quantify this dependence is 0.533 for
the graph metric and 0.834 for the text one. Interestingly,
the two metrics are fairly strongly correlated between them-
selves, as implied by their correlation of 0.614 (see Figure 4).

As follows from the experimental results, there is a trade-
off between the computational efficiency and the prediction
power of the two metrics. The graph metric is much faster
to compute, but only offers a rough estimation of the degree
of separability of a pair of categories. The text metric is
much less efficient to compute, but offers by far more reliable
distance assessment.

4.4 Correlation between distance metrics and
MAA

In Section 2.1 we defined the difficulty of a dataset as a
function of performance of a number of classifiers. Instead
of using the accuracy produced by any single classifier, we
proposed to use the maximum value among several classifiers
that were shown to be good performers in previous studies.

Let us first provide empirical support for the choice of
MAA as a reasonable measure of conceptual distance be-
tween a pair of categories. The average accuracy achieved
by SVM on the datasets tested is 0.896, KNN—0.874, and
C4.5—0.878. These results are consistent with previously
published studies [32], and show that the generated datasets
exhibit similar performance properties to the manually col-
lected ones used in prior research. However, a closer look
at classifier performance on individual datasets reveals that
SVM—although a superior technique in the majority of
cases—does not always yield the best accuracy compared
to other classifiers. Specifically, SVM was outperformed
by KNN on 58 datasets (19%) and by C4.5 on 80 datasets
(27%). Furthermore, C4.5 outperformed KNN on 119 data-
sets (40%), even though decision trees are usually deemed an
inferior approach to text categorization compared to SVM
and KNN. Therefore, the performance of the best currently
available algorithm for a particular dataset constitutes a
more reliable measure of its true difficulty.

The experiments we conducted prove that the correlation
of the graph and text metrics to MAA is consistently high.
Specifically, the correlation between distgraph and MAA is
0.550, and between disttext and MAA—0.790. Figures 5
and 6 depict these correlations with standard error bars.
Based on these findings, we conclude that the metrics we
developed are good predictors of dataset difficulty.
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Figure 2: SVM accuracy vs. graph distance
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4.5 Versatility of dataset generation
We now show that the proposed methodology can be used

to automatically generate a continuum of non-trivial cate-
gorization tasks of varying difficulty. Having established in
the previous section that the distance metrics are good pre-
dictors of categorization accuracy, we demonstrate that it
is possible to find enough category pairs of adequate size at
different conceptual distances.

To prove this, we examine two graphs with pertinent ODP
statistics. Figure 7 depicts the number of category pairs that
reside at various distances as measured by the graph met-
ric. Since the text metric is much more computationally
expensive, showing in full the similar distribution of text
distances is not feasible. For machine learning tasks, we are
usually interested in categories with a sufficient number of
examples to make (statistical) learning meaningful and allow
adequate generalization. Figure 8 shows a sampled distribu-
tion of text distances among mid-size category pairs having
100–3000 links. ODP has approximately 13,000 categories in
this size range (and therefore 13,0002/2 pairs); Figure 8 was
built by randomly sampling 3,500 pairs of such categories.
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These graphs suggest that the Open Directory is large and
versatile enough to produce numerous datasets with desired
properties.

5. CONCLUSIONS AND FUTURE WORK
Text categorization is an active area of research in in-

formation retrieval, yet good test collections are scarce. We
presented a methodology and system named Accio for auto-
matically acquiring labeled datasets for text categorization
from hierarchical directories of documents. We applied this
methodology to generate 300 datasets from the largest Web
directory to date—the Open Directory Project—as an ex-
ample. The datasets thus generated can be used in a variety
of learning tasks, including regular text categorization, hy-
pertext categorization, and hierarchical text classification.

To allow acquisition of new datasets with predefined char-
acteristics, we defined a set of properties that characterize
datasets as a whole, as well as individual categories that
comprise them. We first introduced Maximum Achievable
Accuracy (MAA) as an intrinsic measure of dataset diffi-
culty, and then developed two kinds of distance metrics that
predict the categorization difficulty of a dataset without ac-
tually examining the full text of the documents. These met-
rics analyze the location of categories in the hierarchy tree,
as well as textual descriptions of categories and annotations
of documents. We empirically showed that the text-based
metric possesses high predictive power for estimating the
separability of a pair of categories. The edge-counting graph
metric is somewhat less reliable, but is much more efficient
computationally. We also observed that MAA can be used
as a measure of similarity between sets of documents, quan-
tifying the ease of separating them with a text classifier.
Since texts acquired from the WWW are often plagued with
noise and are generally quite different in nature from formal
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(sample).

written English found in printed publications, we reported
specific steps we undertook to filter the data and monitor
its quality during acquisition.

Finally, we established a new repository of text catego-
rization datasets, which currently contains several hundred
datasets at various levels of difficulty that we generated us-
ing the proposed methodology. This collection is available
at http://techtc.cs.technion.ac.il, along with ancillary
statistics and measured classifier performance. The collec-
tion continues to grow, and its growth rate is only limited
by bandwidth and storage resources. Having a wide variety
of datasets in a centralized repository will allow researchers
to perform a wide range of repeatable experiments. The
Accio system that performs parameterized dataset acquisi-
tion from the ODP will be released at a later stage. Using
a subset of these datasets, we developed a novel criterion
that assesses feature redundancy and predicts the utility of
feature selection for TC [10].

This research can be extended in several directions. We
plan to investigate more sophisticated distance metrics that
overcome the drawbacks of the basic metrics we described
herein. The graph metric does not account for the fact that
two nodes whose common ancestor is close to the hierarchy
root are much less related, than two nodes at the same edge
distance whose common ancestor resides deep in the tree.
The graph metric may also produce unreliable values for
extremely long hierarchy paths, which contain too many in-
termediate generalizations. The WordNet-based text metric
is obviously undefined for words not found in WordNet (e.g.,
neologisms, narrow technical terms, and proper names); cur-
rently, if such a word is present in both documents, we take
the value in equation (2) to be zero, otherwise, we ignore this
word. The text metric may also be inaccurate for documents
with only a few words. Following standard IR practice, we



also tested the conventional cosine metric to compare bag-
of-word vectors of categories and documents, but empiri-
cally found it to be inadequate. Most of the values of the
cosine measure clustered near its extremes (0 and 1), while
the mid-range was very sparsely populated; we attribute this
phenomenon to the lack of any background knowledge about
word semantics (as, for example, provided by WordNet in
the text metric).

We intend to investigate additional parameters of cat-
egories that will allow to exercise better control over the
properties of generated datasets. Of particular interest and
practical importance are filtering techniques for cleaning the
data downloaded from the Web, and we plan to study this
issue in greater depth using focused crawling techniques. We
also plan to develop more elaborate algorithms that locate
pairs of categories subject to user’s requirements.

We further intend to construct larger datasets consisting
of more than two categories; to do so, category similarity
metrics will need to be generalized appropriately to consider
mutual distances in a group of categories. We also intend to
generate datasets from additional document directories that
contain high quality noise-free articles.
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