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ABSTRACT

Despite the fact that GPUs and accelerators are more e�cient in
deep learning (DL), commercial clouds like Facebook and Amazon
now heavily use CPUs in DL computation because there are large
numbers of CPUs which would otherwise sit idle during o�-peak
periods. Following the trend, CPU vendors have not only released
high-performance many-core CPUs but also developed e�cient
math kernel libraries. However, current DL platforms cannot scale
well to a large number of CPU cores, making many-core CPUs inef-
�cient in DL computation. We analyze the memory access patterns
of various layers and identify the root cause of the low scalability,
i.e., the per-layer barriers that are implicitly imposed by current
platforms which assign one single instance (i.e., one batch of in-
put data) to a CPU. The barriers cause severe memory bandwidth
contention and CPU starvation in the access-intensive layers (like
activation and BN).

This paper presents a novel approach called ParaX, which boosts
the performance of DL on many-core CPUs by e�ectively allevi-
ating bandwidth contention and CPU starvation. Our key idea is
to assign one instance to each CPU core instead of to the entire
CPU, so as to remove the per-layer barriers on the executions of the
many cores. ParaX designs an ultralight scheduling policy which
su�ciently overlaps the access-intensive layers with the compute-
intensive ones to avoid contention, and proposes a NUMA-aware
gradient server mechanism for training which leverages shared
memory to substantially reduce the overhead of per-iteration pa-
rameter synchronization. We have implemented ParaX on MXNet.
Extensive evaluation on a two-NUMA Intel 8280 CPU shows that
ParaX signi�cantly improves the training/inference throughput
for all tested models (for image recognition and natural language
processing) by 1.73× ∼ 2.93×.
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1 INTRODUCTION

The big data era brings severe challenge for data analytics as in-
formation becomes available in such volume, velocity and variety
[7] that it cannot be processed by traditional algorithms and sys-
tems. In recent years, deep learning (DL) has been emerging as an
e�ective approach for many �elds of big data analytics [25, 55, 75]
such as image recognition [39, 54, 69], natural language processing
[35, 61, 62], and recommendation [27, 41, 52]. The basic processing
of deep learning includes two separate phases, namely, (i) train deep
neural network (DNN) models which evolve by iteratively tuning
their model parameters with stochastic gradient descent (SGD) [18]
on many batches of training data, and (ii) infer the results of input
data by using the trained models.

DL platforms, such as TensorFlow [16], PyTorch [11], Ca�e [48],
and MXNet [22], support both CPUs and GPUs for training and
inference of DNN models. Although CPUs are less e�cient than
GPUs for deep learning, they are now widely used in both training
and inference in the cloud environment [12, 37, 38]. This is not
only because CPUs can provide low latency (with small batch sizes)
for online inference but also because there are large numbers of
CPUs which would otherwise sit idle during o�-peak periods. For
instance, FBLearner [38] is a hybrid system of Facebook, which
mainly (i) uses GPUs in training and o�ine inference for high
throughput and (ii) adopts CPUs in online inference for low latency.
Since the diurnal load cycles leave a signi�cant number of CPUs
available, FBLearner also heavily uses CPUs in its o�ine training
and inference tasks. Further, Facebook’s CPU-based inference sys-
tem improves the performance of many-core CPUs by batching and
co-locating inference jobs [37].

Following the trend, CPU vendors have not only released high-
FLOPS (�oating point operations per second) many-core CPUs
but also developed high-performance math libraries (similar to
cuDNN [24] for GPUs) to accelerate x86-based kernel computation
on the DL platforms [16, 22, 48]. As a result, the training and in-
ference throughput of CPUs has been e�ectively improved (§2),
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Figure 1: Utilizations of memory bandwidth and CPU cycles

in the inference of ResNet50, running MXNet on Intel 8280

(one NUMA node with 28 cores).

demonstrating the potential of many-core CPUs for throughput-
demanding deep learning tasks.

However, it is still challenging to fully exploit the power of many-
core CPUs on the mainstream DL platforms, which are originally
designed for and currently focused on GPU-based deep learning
computation. This is mainly because CPUs and GPUs adopt dif-
ferent hardware designs especially in their memory architectures:
GPUs have smaller on-chip memory with much higher bandwidth,
while CPUs use main memory with lower bandwidth but much
larger capacity. Current DL platforms rely on GPUs’ high memory
bandwidth for high throughput [33] and overlook this di�erence
for CPU-based training and inference, making them not scale to
the many cores of CPUs.

To understand this problem, we run mainstream DL platforms
(MXNet [22], TensorFlow [16] and PyTorch [11]) on an Intel Xeon
8280 CPU [5] with one NUMA (non-uniform memory access) node
of 28 cores to infer ResNet50 [39], and measure the utilization of
memory bandwidth and CPU cycles. Figure 1 depicts the result
for MXNet, where it is the memory bandwidth that bounds the
executions of the activation (Act) and batch normalization (BN)
layers and causes CPU starvation. About half the bandwidth is idle
at the convolution (Conv) layers, which results in a low (overall)
utilization of 61.3% of the precious CPU memory bandwidth. Ten-
sorFlow and PyTorch perform even worse than MXNet (not shown
in Figure 1), respectively achieving only 57.0% and 54.6% memory
bandwidth utilization.

The root cause of the low utilization of the precious memory
bandwidth is that in current DL platforms only one single instance
is assigned to one CPU (referred to as one-instance-per-CPU ), where
an instance is a batch of input data jointly processed in an iteration.
Although assigning one instance to a GPU which has high memory
bandwidth can fully exploit the parallelism inside the batch (by
dividing the batch into partitions each being assigned to one core),
Figure 1 shows that it is ine�cient to assign only one instance to a
many-core CPU which has much lower bandwidth. This is because
one-instance-per-CPU implicitly imposes the per-layer barriers on
the executions of the many cores which are jointly processing the
batch.

We categorize the layers in DNNs into two classes, namely, the
compute-intensive layers that execute complex arithmetic opera-
tions (like convolution and general matrix multiplication (GEMM)),
and the access-intensive layers that execute much simpler element-
wise operations (like activation and BN), which will be analyzed via
experiments in §3. As shown in Figure 1, the per-layer barriers en-
force synchronous executions of the operations, making the limited
memory bandwidth of many-core CPUs become a bottleneck and
causing intermittent CPU starvation at the access-intensive layers.
Note that memory bandwidth would not bound the throughput
when the number of cores is much smaller (in ordinary multi-core
CPUs) or the bandwidth is much higher (in GPUs), in which cases
the total compute capacity does not saturate the bandwidth.

Based on the observation, in this paper we present ParaX, a novel
approach that boosts the performance of deep learning on many-
core CPUs. Our key idea is to break the input data of an iteration
(a.k.a. mini-batch [59]) into batches (i.e., instances) and assign one
instance to each CPU core (referred to as one-instance-per-core)
instead of to the entire CPU, so as to allow each core to individually
process its batch and thus remove the per-layer barriers on the
executions of the cores (§4.1). Note that one-instance-per-core does
not increase the number of cores involved in an iteration compared
to one-instance-per-CPU which can occupy all the cores for the
single instance by adopting MKL-DNN (a.k.a. oneDNN) [13], but
improves the memory bandwidth utilization. ParaX designs an
ultralight scheduling policy which su�ciently overlaps the access–
intensive layers and compute-intensive ones on di�erent cores to
avoid contention. We show this could be achieved by leveraging
the randomness of the layers’ execution times, complemented with
delayed initiation [74] when training relatively shallow networks.

For training, ParaX follows synchronous SGD [18] to update
model parameters for every iteration. However, the many instances
on one CPU will potentially increase the overhead of per-iteration
synchronization, which may even completely counteract the ben-
e�t of layer overlapping. To address this problem, ParaX designs
a NUMA-aware gradient server mechanism (§4.2) that leverages
shared memory to substantially reduce the overhead compared to
the state-of-the-art parameter server (PS) [58] or ring-allreduce
(RAR) [68] mechanisms, which are ine�cient for synchronization
of many cores on a CPU since they are designed for distributed
scenarios and cannot adapt to the NUMA architecture of many-core
CPUs.

This paper makes the following contributions. To the best of
our knowledge, we are the �rst to (i) uncover the reason (per-layer
barriers) of the ine�ciency of current DL platforms on many-core
CPUs, and (ii) propose one-instance-per-core for both training
and inference. We have implemented ParaX on MXNet. Extensive
evaluation on a two-NUMA Intel 8280 CPU (§5) shows that ParaX
signi�cantly improves the throughput of training and inference
for all tested models (for image recognition and natural language
processing) respectively by 1.73× ∼ 2.93× and 2.08× ∼ 2.11×.

The rest of this paper is organized as follows. §2 reviews the
background. §3 analyzes the problem of deep learning on many-
core CPUs. §4 introduces the design of ParaX for improving mem-
ory bandwidth utilization. §5 presents the evaluation results. §6
discusses related work. And �nally §7 concludes the paper and
discusses future work.
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Figure 2: Throughput comparison.

2 BACKGROUND

2.1 Recent Advances in Many-Core CPUs

The competition between CPUs and GPUs has been long lived in
the market of deep learning hardware. Although in recent years
it has been widely accepted that GPUs are more suitable for high-
throughput tasks (model training and o�ine inference) and CPUs
perform better in low-latency tasks (online inference), most recently
CPUs are also widely used in throughput-demanding scenarios so
that commercial cloud vendors could adapt to the diurnal load
cycles in the cloud [12, 38]. For instance, Intel not only designs
the new series of many-core CPUs [5] but also develops the math
kernel DNN library [13]. This section brie�y introduces the state-of-
the-art many-core CPUs in hardware parameters (cores/FLOPs and
memory bandwidth/capacity), libraries, and performance (latency
and throughput).

Cores and FLOPs. GPUs have much more cores than CPUs. For
instance, a Tesla P100 [3] GPU has 60 SM (Streaming Multiproces-
sor) each of which has 64 CUDA cores, so there are totally 3840
CUDA cores on P100. In contrast, Intel CPUs have at most tens of
cores [5]. Counterintuitively, their di�erence in FLOPS is not as
high as expected. For instance, the single-precision performance
of NVIDIA Tesla P100 is 10.6 TFLOPS. For two-NUMA Intel Xeon
Platinum 8280 CPUs (which has 56 cores with 2.70 GHz frequency
with AVX512 [4] support for 64 single-precision arithmetic compu-
tation), the single-precision performance is 2.70 × 56 × 64 ≈ 9.66
TFLOPS.

Memory bandwidth and capacity.GPUmemory hasmuch higher
bandwidth than CPU memory. For example, the peak bandwidth of
P100’s on-chip memory is 732 GB/sec, while the theoretical band-
width of the state-of-the-art DDR4-SDRAM [63] is 25.6 GB/sec.
Memory bandwidth is one of the main factors that limit the through-
put of CPUs. On the upside, however, CPUs usually have much
larger memory capacity compared to GPUs. For example, it is com-
mon for commodity servers to have 256 GB main memory, while
the state-of-the-art GPUs have at most 48 GB on-chip memory [6].
Besides, the cache sizes in CPUs are also larger than that in GPUs.
For example, the L3-cache size of Platinum 8280 is 39,424 KB, while
P100’s counterpart cache size is 4096 KB.

Libraries and applications. CPUs and GPUs adopt di�erent mech-
anisms for multithreading. Intel Xeon CPUs (with MKL-DNN) relies

1 2 4 8 14 28 56
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Figure 3: Inference latency comparison.

on OpenMP [17] to awaken multiple threads from a pool, each of
which executes the kernel on a data partition using one core with
SIMD (Single Instruction Multiple Data) like AVX512 [4]. In con-
trast, GPUs (with cuDNN) relies on CUDA [14] to assign the threads
to blocks which are further assigned to SMs, where threads in the
same block are executed with SIMT (Single Instruction Multiple
Threads) [60].

Performance. We measure the training throughput of an i7-7700k
CPU (with 4 cores) and a two-NUMA Platinum 8280 CPU (with 56
cores), running ResNet50 [39], MobileNet-v1 [44], and Inception-
BN [46] on MXNet (batch size = 64), respectively. For comparison,
we also evaluate the same applications using a Tesla P100 GPU
(with 3840 cores). The result (Figure 2) shows that (i) CPUs have
already made remarkable progress in throughput, and (ii) there is
still a huge performance gap between many-core CPUs and GPUs
for throughput-demanding scenarios.

We also compare the inference latencies of 8280 CPU and P100
GPU, as shown in Figure 3. We run MXNet adopting one-instance-
per-CPU and keep the total batch size small for emulating the online
inference scenario with stringent latency requirement. Figure 3a
depicts the cold start latencies (from launching programs to out-
putting results) where CPUs have much smaller latencies, mainly
because (i) GPUs have to do extra initialization work (e.g., loading
models into GPU memory) and (ii) CPUs have higher single-core
frequency. Autotune [15] is turned o� otherwise cuDNN would
need a fewmore seconds to search the best kernels. Figure 3b shows
the hot start latencies (from entering the networks to outputting
the results), where CPUs have slightly higher latencies for inference
with � > 4. Note that the inference latencies with cold start are
important for GPUs, since it is common for context switching in the
cloud environment [38] where tenants share the expensive GPUs
with relatively small on-chip memory capacity.

2.2 Deep Learning on NUMA

Many-core CPUs adopt the NUMA (non-uniform memory access)
architecture [51] where a CPU has< NUMA nodes (< ≥ 1) each
having its local memory shared by its cores. Although the< NUMA
nodes of a CPU can access all the main memory, a NUMA can access
its local memory faster than the non-local memory.
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Current DL platforms (such as TensorFlow [16], PyTorch [11],
Ca�e [48], and MXNet [22]) all adopt the “one-instance-per-CPU”
paradigm for model training and inference. A DNNmodel is trained
by iterating a large dataset many times (i.e., epochs). Within each
epoch, the dataset is partitioned into mini-batches, each being the
input for a training iteration. A mini-batch is broken into multiple
batches, each being a processing instance1 which individually travels
through the DNN model layer-by-layer. Figure 4 shows an example
of the training procedure on a one-NUMA CPU. In every iteration,
a single instance is assigned to the CPU and divided into partitions
each being assigned to one core. The many cores jointly process
the batch (exploiting the intra-batch parallelism) by reading the
weights from memory, executing the layers one by one, computing
the gradients, and updating the weights.

3 ANALYSIS

A neural network contains a sequence of successive layers where
one layer’s output is the next layer’s input. The computation of a
layer is called an operation, such as convolution, GEMM, activation,
BN, etc. Current DL platforms leverage the cuDNN or MKL-DNN
libraries to exploit the intra-batch parallelism, which enable all the
cores of a GPU or CPU to execute the operations on the assigned
batch of data.

In the state-of-the-art one-instance-per-CPU paradigm, each
core runs a thread and all the cores jointly process a single instance
layer-by-layer. Figure 5 illustrates the processing of the many cores
on an instance (one-instance-per-CPU), where each )8 is a thread

1In most cases the two terms “instance” and “batch” are interchangeable.
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running on one core. At the :th layer, multiple threads are awak-
ened from the thread pool, each executing the operation ($% (:))
on a partition of the instance in parallel to exploit the intra-batch
parallelism. We categorize the layers into two classes, namely, the
compute-intensive layers that execute compute-intensive opera-
tions (like convolution and GEMM) which conduct complex arith-
metic computations, and the access-intensive layers that execute
access-intensive2 operations (like activation and BN) which are
element-wise and usually have less computation complexity. When
the total memory bandwidth demand at an access-intensive layer
exceeds the maximum capacity, it will cause bandwidth contention
which leads to starvation of the cores (Figure 1) and consequently
longer execution times.

To understand the impact of bandwidth contention, we evaluate
the ratios of the execution times of the compute-intensive layers
to that of the access-intensive layers, running MXNet on a one-
NUMA Intel 8280 CPU (with MKL-DNN), respectively for inference
of ResNet50 [39], RNN (two-layer LSTM) [43], and NCF (Neural
Collaborative Filtering) [40]. The result is shown in Figure 6, where
the execution times of the compute-intensive layers are (< 1.5×)
comparable to that of the access-intensive layers. In contrast, when
conducting the same experiment on a P100 GPU (with cuDNN), the
execution times of the compute-intensive layers are up to 2.7× that
of the access-intensive layers (also shown in Figure 6).

We further analyze the scalability of the compute-intensive op-
erations (convolution) and the access-intensive operations (BN and
activation), by executing them layer by layer using a one-NUMA
8280 CPU to infer ResNet50 on MXNet. The result (Figure 7) shows
that the speedups of the three operations are similar before the
numbers of threads (=) increase up to 7. Afterwards, the speedups
of BN and activation increase very little, while that of convolution
is still almost linear with =. This is because the bandwidth utiliza-
tion of BN and activation almost reaches the maximum bandwidth
capacity when = > 7, while that of convolution reaches only about
one half the maximum capacity even when the number of cores is
as high as = = 28.

2More accurately, they should be called compute-non-intensive since they have much
less arithmetic computations (but similar amount of input/output data) compared to
compute-intensive ones.
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the numbers of threads increase.

Compared to the compute-intensive operations, although the
access-intensive operations have less arithmetic computations in
the training and inference on many-core CPUs, they have similar
amount of input and output data. This makes the memory band-
width become a potential bottleneck on the critical paths of execu-
tions of the access-intensive operations. In contrast, the compute-
intensive operations perform signi�cantly more computations per
memory access, which could amortize the memory access cost.
Therefore, the overall throughput on many-core CPUs is largely
decided by the overall memory bandwidth utilization.

4 DESIGN

4.1 One-Instance-Per-Core

To alleviate the problem of memory bandwidth contention, our
basic idea is to overlap the executions of various layers (including
convolution, GEMM, activation, BN, etc.) on di�erent cores, so that
the compute-intensive layers (e.g., convolution and GEMM) could
“lend” the surplus bandwidth to the access-intensive ones (e.g.,
activation and BN). As shown in Figure 5, however, one-instance-
per-CPU implicitly imposes the per-layer barriers for the executions
on all the cores that are jointly processing the instance and thus
prevents “bandwidth lending” (Figure 8a).

Inspired by data parallelism [19, 29, 58] which is widely exploited
in distributed deep learning, ParaX proposes to divide the input
data of an iteration into batches (instances) and assign each CPU
core with one instance, which we refer to as one-instance-per-core.
As shown in Figure 8b, this allows each core to individually process
its instance without barriers, making it possible for the access-
intensive layers to make use of the surplus bandwidth of the simul-
taneous compute-intensive layers. Note that one-instance-per-core
is di�erent from the distributed DL scenarios [29, 58] where multi-
ple GPU/CPU nodes process the same model and each individual
node is responsible to train/infer a batch: distributed DL platforms
are to integrate more resources and cannot adapt to the NUMA
architecture, while ParaX is mainly focused on improving the uti-
lization of existing resources (memory bandwidth and CPU cycles).

By removing the per-layer barriers, one-instance-per-core pro-
vides an opportunity for bandwidth lending between the many
cores of a CPU, each of which runs one thread processing one
instance. To improve the bandwidth utilization, intuitively ParaX
need to elaborately schedule the threads on the cores so that their
access-intensive layers could execute in di�erent time slices. Since

(a) One-instance-per-CPU

Thread Pool

…
𝑇0𝑇𝑝−1

(b) One-instance-per-core

Inst 0 𝑇
Inst 1 𝑇
Inst p-1 𝑇… …

Compute-

intensive OPs

Access-

intensive OPs

Figure 8: Layer overlapping.

the executions of operations usually have sub-second durations,
however, it is impractical to conduct �ne-grained scheduling for a
large number of threads.

Fortunately, we observe that there is certain randomness for the
execution times of the same operations on the same-sized batches,
especially when the number of threads is relatively large and the
network is deep enough. Therefore, ParaX adopts an ultralight
overlap scheduling policy, which relies on the randomness of op-
erations’ execution times to overlap the executions of access- and
compute-intensive layers on di�erent cores. Consider an 8th layer
in a DNN model illustrated in Figure 8b. The threads randomly
make di�erent progresses during the executions of the �rst (8−1)th

layers. Consequently, the executions of the access-intensive and
compute-intensive layers of the threads will statistically overlap
with each other, thus implicitly realizing memory bandwidth lend-
ing between the threads executing di�erent instances and enabling
ParaX to achieve high bandwidth utilization.

4.2 Gradient Server for E�cient Training

ParaX follows synchronous SGD [18] (for guaranteeing conver-
gence [77]) to update the parameters by using the gradients from
the instances for every training iteration. The downside of one-
instance-per-core for parameter update is that it potentially in-
creases the synchronization overhead as the numbers of instances
increases, which might even completely counteract the bene�t
of layer overlapping (as evaluated in §5.2). Existing synchroniza-
tion mechanisms of current DL platforms, such as PS (parameter
server) [58] and RAR (ring-allreduce) [68], are initially targeted for
distributed scenarios and thus not suitable for synchronization of
the many instances on a CPU.

We brie�y discuss the ine�ciency of PS in synchronization. Fig-
ure 9 shows a PS-based training iteration adopting one-instance-
per-core on an <-NUMA CPU (< = 2), where for each ?-core
NUMA node there is one dedicated thread occupying one core to
serve as the parameter server (PS0/PS1), and the remaining ? − 1

(worker) cores process ?−1 instances. A worker (i) pulls the weights
(, = {,8 } where 8 = 0, 1, · · · ,< − 1) from the< servers (PS8 ) by
copying,8 in memory via sockets, (ii) computes its gradients (6)
using its instance, and (iii) pushes 6 to each of the servers (68 to
PS8 ) by adding 68 to the gradients (�8 ). PS8 �nally updates �8 to
its weights (,8 ). Clearly, the PS mechanism not only wastes CPU
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cycles but also induces high synchronization delay. Di�erent from
PS, RAR reduces communication by organizing the instances into a
ring which exchange gradients with the neighbors in two separate
phases. However, its ring update greatly slows down the synchro-
nization procedure (also evaluated in §5.2).

To improve the synchronization e�ciency, ParaX designs a
NUMA-aware gradient server (GS) mechanism which leverages
shared memory to allow worker instances to directly access the
weights. As shown in Figure 10, one CPU runs one gradient server
which does not possess its own weights but shares the weights with
the instances, in order to eliminate the costly per-iteration memory
copy. On each NUMA there is a complete copy of the weights in
the local memory, so as to avoid frequent remote memory accesses
within an iteration.

Algorithm 1 shows the pseudocode of one training iteration
based on the gradient server mechanism, where< is the number
of NUMA nodes, ? is the number of instances (equal to the num-
ber of cores in one-instance-per-core) on a NUMA, ,8 = , is
(the complete copy of) the shared weights (, ) stored in the local
memory of NUMA 8 (8 = 0, 1, · · · ,< − 1), � is the global gradients

distributed in the local memory of the = NUMAs, and 6
9

8
is the

gradients calculated by instance 9 ( 9 = 0, 1, · · · , ? − 1) on NUMA 8 .
Each instance individually performs Forward() and Backward()

to calculate the local gradients (6 9
8
), and aggregates 6 9

8
to the global

gradients (�). Note that the aggregate step (� += 6
9

8
) may access

the remote memory of another NUMA, but which is infrequent
and will not a�ect the overall performance. After all local gradients
have been aggregated to � , the gradient server will add � to the<
copies of the weights,8 (8 = 0, 1, · · · ,<− 1) in the< NUMA’s local

Algorithm 1 A Training Iteration Based on GS

for all 8 = 0, 1, · · · ,<-1 do in parallel

for all 9 = 0, 1, · · · , ?-1 do in parallel

/**** Initialization ****/
instance9

8
.bind(core9

8
)

if Network is shallow then // Discussed in §4.4
Calculate delay C according to its launching group

instance9
8
.sleep(C )

end if

/**** Forward/Backward ****/
Forward(3 9

8
,,8 )

6
9

8
=Backward(3 9

8
,,8 )

� += 6 9
8
// Mutual exclusion

end for

end for

/**** Synchronization ****/
for all 8 = 0, 1, · · · ,<-1 do in parallel

,8 += � · ;A // Executed by gradient server
end for

memory. Also note that the< copies of,8 are identical because
they are updated in exactly the same way.

4.3 One-Instance-Per-G-Core

Compared to the existing one-instance-per-CPU paradigm, one-
instance-per-core increases the number of instances and e�ectively
improves memory bandwidth utilization for many-core CPUs. For
distributed training, however, too many instances in an iteration
may a�ect the training accuracy [34, 50]. Consider an =-machine
cluster where each machine has< ?-core NUMAs, one-instance-
per-core will lead to = ×< × ? instances each processing one batch
of input data in an iteration. Too many instances decreases the
training accuracy, because either the total batch size of all instances
is too large or the per-instance sample number is too small [65, 73].

To avoid the inaccuracy problem, we design the more general
one-instance-per-G-core paradigm by extending one-instance-per-
core: a CPU is assigned with multiple instances each of which is
jointly processed by G cores. Existing studies [53] have shown that
for distributed training in moderate-sized clusters the accuracy
will almost keep unchanged if issuing at most : = 4 instances per
NUMA node with appropriate batch sizes (e.g., 64) and adopting a
linear scaling learning rate. For example, for distributed training
with multiple machines each having a one-NUMA CPU (? = 28),
assigning : = 4 instances to each machine (i.e., each instance is
jointly processed by G = ?/: = 7 cores) can guarantee the accuracy.

We have partially implemented one-instance-per-G-core for ParaX
on a single machine, which will be evaluated together with one-
instance-per-core in §5.2 and §5.4. For distributed training with
multiple machines, however, one-instance-per-G-core requires tight
cooperation between the NUMA-aware synchronization mecha-
nism (i.e., gradient server discussed in §4.2) and the distributed
communication framework (PS or RAR) for both intra- and inter-
machine parameter updates, which has not yet been implemented
in ParaX and will be studied in our future work.
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4.4 Delayed Initiation

The randomness-based overlap scheduling policy (§4.1) e�ectively
overlaps the executions of access- and compute-intensive opera-
tions for DNN models. However, a potential problem of overlap
scheduling is that at the �rst few layers of a training iteration, the
randomness might not be enough for su�cient operation over-
lapping. Although not a problem for deep networks with a large
number of layers, it may a�ect the performance of relatively shallow
networks of which the total number of layers is small. Therefore,
ParaX complements overlap scheduling with delayed initiation [74]
to address this issue.

Consider a CPU with< NUMA nodes each having ? cores partic-
ipate in the training. For one-instance-per-core, ParaX has totally
< × ? worker threads organized into < thread pools, each pro-
cessing one instance on one core. We divide the ? threads of each
NUMA into = subsets each having ?/= threads, and select one sub-
set from each of the< pools to form a launching group (consisting
of totally<?/= threads). At the beginning of an iteration, ParaX in
turn initiates the = launching groups with an interval of C between
two successive initiations, where C is a con�gurable parameter (usu-
ally at the scale of tens of milliseconds) to explicitly overlap all the
launching groups within the duration of the �rst group’s �rst few
layers.

4.5 Discussion

To satisfy the performance requirement of common desktop, server,
and cloud applications, currently CPU memory has much lower la-
tency and higher capacity than GPU memory. However, CPUs view
memory bandwidth as a secondary performance metric, as most
applications running on CPUs do not have such high bandwidth
requirement.

As demonstrated in Figure 1, the low CPU memory bandwidth
causes severe bandwidth contention and a�ects the execution of
access-intensive operations in DL training and inference, conse-
quently lowering the performance of CPU-based DL. Although
ParaX e�ectively alleviates the bandwidth contention problem
by overlapping the access-intensive operations with the compute-
intensive ones, the software-based solution will be possibly not
able to fully exploit the computing capacity of modern many-core
CPUs, as they have increasingly higher FLOPS which will be even
comparable with GPUs in the near future. Our analysis on band-
width requirement of memory accesses (§3) implies that the band-
width contention problem could be addressed by designing new
DL-friendly CPU memory architecture, where we could add an
additional level of on-chip high-bandwidth cache with less strin-
gent latency requirement that can be below or in parallel with
the L3-cache, possibly integrated with di�erent cache scheduling
policies.

5 EXPERIMENT

We have implemented ParaX on MXNet (v1.5 with default con�g-
uration). We choose MXNet as the basis for implementing ParaX,
mainly because (i) MXNet performs better than other mainstream
platforms in many-core CPU based DL (as evaluated in §1), and (ii)
the modular design of MXNet facilitates the integration of ParaX.

We have realized one-instance-per-core (as well as one-instance-
per-G-core) with overlap scheduling and gradient servers. Delayed
initiation is disabled in our evaluation. The machine installs one
two-NUMA Intel Platinum 8280 CPU with 28 2.70 GHz cores per
NUMA (totally 56 cores), 39424KB L3-Cache, 192GB six-channel
DDR4-2933 memory, and two Intel 750 PCIe 400GB NVM-Express
SSDs.

We evaluate ParaX in training and inferring various DNN mod-
els including image recognition (ResNet [39], MobileNet [44], and
Inception-BN [46]) and natural language processing (LSTM [43]
and GNMT [71]),

Next we �rst brie�y introduce these DNN models.
First, ResNet adds shortcut connections between layers in the

DNN networks, so as to avoid the problems of gradient vanishing
and exploding when the number of layers is high.

Second, MobileNet replaces common convolutions with depth-
wise convolutions to reduce parameters while keeping accuracy
for mobile image processing.

Third, Inception-BN adds BN layers after the convolution lay-
ers in the Inception network, which contains various convolution
kernels in each sub-module to adapt to features at di�erent scales.

Fourth, LSTM (long short-term memory) uses feedback connec-
tions to selectively remember useful patterns in long sequences. An
LSTM has four GEMM layers, four sigmoid activation layers, and
two tanh activation layers.

If not speci�ed, the data type used in our evaluation is FP32.
The setting of per batch size in ParaX is relatively straightforward:
too large (> 64) batch sizes will tend to exceed the memory capac-
ity (§5.3) since ParaX adopts one-instance-per-core for many-core
CPUs, and too small batch sizes (< 32) will lead to inaccuracy for
training and low throughput for inference [37, 38]. Therefore, if not
speci�ed, for training the per-instance batch size is � = 64 (which
ensures convergence) and thus the total batch size is � times the
number of instances, and for inference the total batch size is a �xed
value (64×56 = 3, 584). An exception is that for ResNet50/ResNet101
on ImageNet, when training with 56 instances ParaX uses � = 32

(instead of 64) and thus the total batch size is 1792, and when infer-
ring ParaX uses a �xed total batch size of 1792 (instead of 3584), to
avoid exceeding the memory capacity. This is because higher batch
sizes for them will exceed the maximum memory capacity of the
machine (as evaluated in §5.3).

In the rest of this section, our experiments seek to answer the
following questions:

• How does ParaX perform when training and inferring var-
ious DNN models, compared to the original MXNet that
assigns one single instance to the many-core CPU? And
what is the resource utilization and scalability (§5.1)?

• How (and why) does the gradient server mechanism out-
perform the state-of-the-art PS and RAR communication
mechanisms in per-iteration parameter update for model
training (§5.2)?

• What is the impact of the total batch sizes on the training
and inference performance of ParaX as well as the memory
footprint (§5.3)?

• And how does ParaX perform in various applications in-
cluding image recognition and NLP (§5.4)?
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Figure 11: ParaX vs. MXNet.
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5.1 Micro Benchmarks

We evaluate the throughput of ParaX in training and inferring
ResNet (with 50 layers and using ImageNet [30]), MobileNet-v1
(with 28 layers and using ImageNet), and LSTM (with 2 layers 650
hidden neurons per layer and using the Sherlock Holmes dataset
[8]). ParaX adopts one-instance-per-core and gradient servers, and
relies on randomness for layer overlapping. ParaX does not adopt
delayed initiation since the networks are deep enough. For compar-
ison we also evaluate MXNet, which adopts one-instance-per-CPU
and thus has no synchronization overhead for training.

Figure 11 shows the speedups of ParaX to MXNet, where for
training and inference the speedups are respectively 1.73× ∼ 2.93×

and 2.08× ∼ 2.11×. Unlike ResNet and MobileNet-v1, LSTM train-
ing is sensitive to the per-instance batch size (�), and thus we also
evaluate the throughput of MXNet for LSTM with � = 128 and 256.
The result (not shown in Figure 11 for brevity) shows that ParaX
has the speedups of 2.76× and 2.49×, respectively.

The advantage of ParaX mainly comes from two factors, namely,
(i) the gradient server update mechanism (which we will evaluate in
§5.2), and (ii) the overlapping of the compute- and access-intensive
operations. Therefore, we also measure the degree of overlapping,
i.e., the ratios of the convolution/BN/Activation operations during
the inference of ResNet50 on ParaX. The result is shown in Figure 12,
which demonstrates that the executions of the di�erent kinds of
operations are e�ectively overlapped.

We further measure the e�ectiveness of overlapping schedul-
ing, i.e., the CPU utilization during the inference of ResNet50 on
ParaX, with a total batch size of 1792. Figure 12 shows the CPU
utilization for a period of 50 seconds (measured with vtune [9]),
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Figure 14: Inference scalability.

where the utilization keeps always high. The mean utilization of
the entire training procedure achieves as high as 94.8%. We also
measure the mean memory bandwidth utilization during the in-
ference, which (not shown in this �gure) is about 88.6%, much
higher than that of the original MXNet (Figure 1). Compared to
the original one-instance-per-CPU paradigm adopted by current
DL platforms, ParaX signi�cantly improves the CPU and memory
bandwidth utilizations.

We also evaluate the scalability of ParaX and compare it with
that of MXNet, respectively in training and inferring ResNet50 and
MobileNet-v1. We increase the number of involved cores from 1 to
56, andmeasure the corresponding throughput of ParaX andMXNet.
The results are depicted in Figures 13 and 14, where ParaX has much
better scalability than MXNet in both training and inference. This
is because ParaX not only maximizes the utilizations of memory
bandwidth and CPU cycles (in both training and inference) but
also minimizes the synchronization overhead of multi-instance
parameter updates (in training).

5.2 Gradient Servers

This subsection compares GS (gradient server) of ParaX with the
state-of-the-art PS (parameter server) and RAR (ring-allreduce)
mechanisms for per-training-iteration parameter update.

We �rst evaluate the throughput when training ResNet50 on
ParaX with di�erent numbers of instances, adopting gradient server
(GS), parameter server (PS), and ring-allreduce (RAR), respectively.
The PS mechanism has already been integrated in the original
MXNet, and RAR is ported from Horovod [68]. Since PS and RAR
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are originally targeted for distributed scenarios, they both need a
dedicated server thread occupying one core on each NUMA node.
Consequently, there only remain at most 56− 2 = 54 cores on the 2-
NUMA CPU available for training instances. Since all the instances
must occupy the same numbers of cores, several cores have to be
wasted in some of the tests. For example, if we issue four instances
then each instance has at most 13 cores, and thus the total number
of cores available for training is 52. Consequently, 54− 52 = 2 cores
are wasted.

For fairness we use the same numbers of cores when comparing
di�erent mechanisms (even though all the 56 cores can be used
for training in GS). The result is shown in Figure 15, where the
numbers in the parenthesis represent the actual numbers of cores
(worker threads) used for speci�c numbers of instances. For example,
the result of 4(52) represents the training throughput when using 4
instances and 52 cores.

The throughput almost always keeps growing for the GS mecha-
nism as the number of instances increases, except for 54 instances
when ParaX has to use batch size � = 32 (instead of 64) due to
the memory capacity limitation (evaluated in a later experiment
in §5.3). In contrast, both the PS and RAR mechanisms su�er from
lower throughput when using more than four instances. When
using 54 instances with PS and RAR, the per-iteration synchroniza-
tion overhead almost counteracts all bene�t of layer overlapping,
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Figure 17: Data accessed for parameter synchronization in

an iteration (adopting one-instance-per-G-core).

if we compare the two results of 1(56) and 54(54). This is because
(as the numbers of instances increase) the cost of per-iteration
parameter update greatly counteracts the bene�t of layer overlap-
ping. Note that when using only one instance for all the 56 cores
all the three mechanisms have the same throughput, because no
synchronization occurs between the cores.

To understand the throughput advantage of GS (gradient server)
over PS (parameter server) and RAR (ring-allreduce), we mea-
sure the latency of per-iteration parameter update in training the
ResNet50 model, adopting the same con�gurations as the above
experiment. The result is shown in Figure 16, where the latency in-
creases as the numbers of instances increase for all the three update
mechanisms. The GS mechanism always has much lower latency
compared to PS and RAR, because the NUMA-aware GS mecha-
nism uses shared memory to keep one copy of shared weights for
each NUMA, so as to eliminate the costly memory copy overhead.
Besides lower update overhead, another important advantage not
shown in this experiment is that GS can use all the cores for training
while PS and RAR have to waste at least two cores dedicated for
updating parameters.

We also measure the volumes of data access (including both the
volume of data read and the volume of data write) for parameter
synchronization in a training iteration, respectively for the GS, PS,
and RAR mechanisms. The result is shown in Figure 17, where
the volume of data access of the PS mechanism is about twice that
of GS. This is because in PS both the pull and push operations
perform memory copies while in GS only push needs to do so
owing to the shared weights mechanism. Note that although RAR
has only slightly higher data accesses than GS, it has much higher
synchronization overhead as the instances are organized into a
ring and exchange gradients with the clockwise neighbors in two
separate phases.

5.3 Impact of Batch Sizes

To understand the impact of batch sizes on the performance, in this
subsection we evaluate the training and inference throughput of
ResNet50 and MobileNet-v1 on ParaX, as a function of the total
batch sizes. For training, we use a �xed per-instance batch size
� = 64 and vary the numbers of instances (=) from 1 to 56. For
inference, we �rst use 1, 4, 14, and 56 instances each with � = 1,
and afterwards �x the number of instances (= 56) and increase �
up to 64. The results are shown in Figures 18 and 19, where the
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throughput increases fast at �rst and slowly after the total batch
sizes are relatively high. For training, this is because after 64 × 14

the numbers of instances have the marginal e�ect on memory
bandwidth utilization; while for inference, this is because after
16 × 56 the batch sizes have only marginal e�ect on computation
e�ciency.

Figures 18 and 19 also label the memory footprint (in GB) on
the bars for di�erent total batch sizes, respectively when training
and inferring ResNet50 and MobileNet-v1 on ParaX. Training has
slightly more memory footprint than inference, because it experi-
ences more complex processing (e.g., back propagation). As shown
in the two �gures, ResNet cannot use the total batch size 3584
(= 64 × 56) because it will exceed the maximum memory capacity
(192 GB). Since the operations have already been su�ciently over-
lapped, the batch size and memory capacity are not a bottleneck for
the performance of ParaX. Almost all the models (except RestNet50
and ResNet101) evaluated in this section can have a total batch size
of 3584 when we have 192 GB memory. We also test various total
batch sizes on P100, and the result (not depicted due to lack of space)
shows that its maximum total batch size is 448 for both ResNet50
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Figure 20: Training with ImageNet.
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Figure 21: Inference with ImageNet.

and MobileNet-v1 due to the relatively small GPU memory capacity
(16 GB for P100).

5.4 Applications

In this section we in turn evaluate ParaX with more applications
(for image recognition and natural language processing).

5.4.1 Image Recognition. We evaluate ParaX in training and in-
ferring various models (ResNet, MobileNet, and Inception-BN) for
image recognition. On the Intel 8280 CPU with two NUMA nodes
each having 28 cores, we vary the numbers of instances (from 1 to
56) to compare the throughput of various ParaX con�gurations of
one-instance-per-CPU, one-instance-per-G-core, and one-instance-
per-core. The datasets include ImageNet (ILSVRC2012) [30] and
CIFAR10 [1]. ImageNet has 1,280,000 training images from 1000
categories. The images in ImageNet are all natural images with high
resolutions (224 × 224). In contrast, the CIFAR10 dataset contains
60,000 relatively small (32 × 32) images.

Figures 20 and 21 show the throughput of �ve CNN models
(ResNet50, ResNet101, MobileNet-v1, MobileNet-v2, and Inception-
BN) on ImageNet, respectively for training and inference. As intro-
duced at the beginning of §5, in training the per-instance batch size
is � = 64 (except for 56-instance ResNet � = 32), and in inference
the total batch size is a �xed value of 3584 (except for ResNet it is
1792). Note that all the cores are used in these experiments no mat-
ter the numbers of instances. ParaX achieves the best performance
when issuing 56 instances for all the �ve models, demonstrating
that the one-instance-per-core paradigm e�ectively improves the
utilizations of memory bandwidth and CPU cycles.
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Figure 22: Cifar10-ResNet50.
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Figure 23: Cifar10-ResNet101.

Figures 22 and 23 respectively show the throughput of ResNet50
and ResNet101 with CIFAR10, for both training (with per-instance
batch size� = 64) and inference. (with the total batch size= 64×56 =

3584). The result is similar to that with ImageNet, except that for
inference the best throughput is achieved with 28 instances in
both ResNet50 and ResNet101. This is mainly because the number
of channels of ResNet is compressed when training with Cifar10,
which increases the dependence on the memory bandwidth and
thus lowers the e�ectiveness of the overlapping scheduling.

5.4.2 Natural Language Processing. We evaluate ParaX in training
and inferring the Word-LM (word language model) and GNMT
(Google neural machine translation) models for natural language
processing, as the numbers of instances increases from 1 to 56. We
use the Sherlock Holmes [8] dataset for Word-LM and IWSLT2015
[31] for GNMT.

For Word-LM, we train and infer a two-layer LSTM, which has
650 hidden neurons on each layer. Figure 24 shows the throughput
of Word-LM for both training (with per-instance batch size � = 64 )
and inference (with the total batch size = 64×56 = 3584). The result
is similar to that for CNN models (§5.4.1), where the throughput
increases as the number of instances increases, but Word-LM scales
better than CNN models because it mainly contains GEMM (rather
than convolution) operations.

We evaluate the GNMT model which has 128 hidden neurons on
each layer with the same con�gurations as the above experiment.
GNMT consists of three separate networks (encoder, decoder, and
attention), where the encoder and decode contain an eight-layer
LSTM each so as to translate entire sentences with high accuracy.
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Figure 24: Word-LM.
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The result is shown in Figure 25, where the throughput is measured
as the number of (1000) words translated per second. From the
result we get similar conclusion as in the Word-LM experiment.

6 RELATED WORK

6.1 Memory Wall for DL Computation

With the development of semiconductor technology, many-core
CPUs have broken through the power limitation and greatly im-
proved the performance via core parallelism. However, due to the
mismatch between the total compute capacity and the memory
bandwidth, memory wall [42, 72] lowers the DL performance of
CPUs compared to GPUs and accelerators (such as Brainwave [32],
Centaur [45], and TPU [64]). The memory bandwidth has become a
major performance bottleneck as the number of CPU cores greatly
increases.

Memory bandwidth contention has been widely studied for deep
learning on GPUs and accelerators. For example, Prophet [20] and
Baymax [21] realize precise QoS prediction on non-preemptive
accelerators to improve bandwidth utilization. Compared to these
studies, ParaX removes the per-layer barriers to mix di�erent op-
erations and improves utilization based on operation execution
randomness without precise prediction.

Deep learning on CPUs has drawn less attention than on GPUs
and accelerators. For example, TensorDIMM [56], DeepRecSys [36],
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and RecNMP [49] improve CPU-based recommendation perfor-
mance with tensor operations and near-memory processing; Deep-
CPU [76] improves CPU-based RNNs by sharing weights in L3
cache and leveraging fusion. Compared to these studies that fo-
cus on speci�c deep learning applications and models, ParaX is
applicable to all applications and accelerates all models based on
one-instance-per-core, where shared weights in L3-cache is just a
byproduct of gradient servers and fusion is orthogonal to ParaX.

For x86-based CPU architectures, the math kernel library for
Deep Neural Networks (MKL-DNN a.k.a. oneDNN [28]) has devel-
oped a series of optimizations for speci�c operations (like convolu-
tion). MKL-DNN alleviates the mismatch between compute capacity
and memory bandwidth via architecture-speci�c techniques such
as optimal threading, cache-blocking, vectorization, and register-
blocking. For example, Intel has changed the memory layout for
many-core CPUs from “NCHW” to “nChw8c” [28], which makes
memory accesses in the innermost loops as contiguous as possible
to increase the cache hit ratio. These optimizations demonstrate the
problem of memory bandwidth contention and inspire our design.

6.2 DL on Multi-Core CPUs

DimmWitted [75]was an earlyworkwhich studied three approaches
for data analytics based on multi-core (but not many-core) CPUs
with last-level cache (LLC) optimization, namely, PerCore, PerNode,
and PerMachine, respectively corresponding to one-instance-per-
core/-node/-CPU in this paper.

DimmWitted mainly targeted linear models like support vector
machine, logistic regression, least squares regression, and linear
programming. For neural networks, DimmWitted updated model
parameters for each epoch instead of each iteration, which is dif-
ferent from all state-of-the-art methods including ParaX. With the
per-epoch update paradigm, the authors found that the PerNode
approach with communication through the last-level cache per-
formed the best for a shallow (seven-layer) neural network on a
small dataset (MNIST [2]).

DimmWitted achieved di�erent conclusion from ParaX’s result
that one-instance-per-core is optimal for most cases (in, e.g., Fig-
ures 20 ∼ 25). This is not only because DimmWitted was applied
to a shallow network on multi-core CPUs (with 6 ∼ 10 cores per
NUMA) using a non-mainstream (per-epoch) parameter update
paradigm, but also because its PerCore approach did not adopt the
NUMA-aware GS mechanism (§4.2).

6.3 Optimizations for DL

Recent studies propose to limit the model sizes to satisfy the low
latency requirement of emerging applications. For example, Quan-
tization [47] converts �oating-point arithmetic in DNNs into �xed-
point (e.g., from fp32 to int8) which could theoretically achieve
four times speedup for inference making real-time inference practi-
cal on mobile devices.

Further, researchers propose to use fewer bits for quanti�cation
with higher speedups [26, 57, 66]. For example, BWN (Binary Neu-
ral Network) [26] uses binary weights, TWN (Ternary Weight Net-
work) [57] uses weights of +1, 0 and −1, and XNOR-Net [66] adopts

binary convolutional neural networks. However, quantization in-
evitably reduces the accuracy of the models due to compression
and approximation.

Tensor compilers (such as TVM [23], GLOW [67], and Tensor-
Comprehensions [70]) provide end-to-end optimizations under dif-
ferent architectures, so as to ease model deployment for developers
by summarizing the optimization experiences of various DL opera-
tions from a high level of abstraction and allowing users to explore
e�cient implementation space in an automated or semi-automated
way. These designs are orthogonal to the one-instance-per-core
paradigm and we will integrate ParaX with these compilers in our
future work.

7 CONCLUSION

Large numbers of CPUs are now heavily used for DL in the cloud,
routinely running training and inference tasks since they would
otherwise sit idle during o�-peak periods. Unfortunately, the state-
of-the-art platforms cannot support e�cient DL on many-core
CPUs, because they overlook the low memory bandwidth property
of many-core CPUs and assign a single instance to one CPU (in the
same way as in GPU-based DL). This causes synchronous execu-
tions of operations (layers) and consequently results in intermittent
memory bandwidth contention and CPU starvation.

This paper proposes ParaX, an e�ective method that improves
memory bandwidth utilization for scaling DL to many CPU cores.
The key idea behind ParaX is to assign one instance to each core
(instead of to each CPU), so as to overlap the cores’ executions of
di�erent operations. ParaX designs the ultralight scheduling pol-
icy and gradient server mechanism. We have implemented ParaX
and evaluated it with various models. The results show that ParaX
achieves much higher DL performance compared to existing meth-
ods on many-core CPUs.

In the future, we plan to enhance ParaX to fully support dis-
tributed deep learning on multiple machines installing many-core
CPUs. Besides, ParaX follows synchronous SGD to ensure conver-
gence, and we will study ParaX with asynchronous SGD. We expect
ParaX to achieve similar accelerations in DL on many-core CPUs
for other MKL-DNN-based platforms like TensorFlow and PyTorch,
because they all su�er from the low memory bandwidth utiliza-
tion problem caused by the per-layer execution barriers. Currently
ParaX is implemented on MXNet, and we will implement ParaX on
other popular deep learning platforms. We will also integrate ParaX
with tensor compilers. The bandwidth contention problem could be
addressed by adding an additional level of on-chip high-bandwidth
cache, which will also be studied in the future. The source code of
ParaX is available at [10].
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