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Abstract

Recently, we developed NIR based face recognition for
highly accurate face recognition under illumination varia-
tions [10]. In this paper, we present a part-based method
for improving its robustness with respect to pose variations.
An NIR face is decomposed into parts. A part classifier is
built for each part, using the most discriminative LBP his-
togram features selected by AdaBoost learning. The outputs
of part classifiers are fused to give the final score. Experi-
ments show that the present method outperforms the whole
face-based method [10] by 4.53%.

1. Introduction
Face recognition is one of the most prominent areas in

computer vision for several decades. It has attracted much
attention due to its potential application values as well as
theoretical challenges. Numerous face recognition meth-
ods have been proposed, such as PCA [17] and LDA [3].
Current systems can do fairly accurate recognition under
constrained scenarios using these face recognition methods.
However, when the scenarios changes, such as head rota-
tions, illumination variations, and facial expressions, the
recognition becomes more difficult.

Recently, Li et al. [16, 10] have developed a method
and system for illumination invariant face recognition us-
ing near infrared images. They build an active near in-
frared imaging system that is able to produce face images
of good condition regardless of visible lights in the envi-
ronment. They further show that the resulting face images
encode intrinsic information of the face, subject only to a
monotonic transform in the gray tone, thus combining with
Local Binary Pattern (LBP) features to compensate for the
monotonic transform, they derive an illumination invariant

face representation. Using this system, high accurate face
recognition can be achieved, with the only difficulty of pose
variations and facial expressions.

To deal with the above scenarios changes, several
component-based face recognition methods have been pro-
posed. Heisele et al. [7] introduce one component-based
method. Facial components are extracted and combined
into a single feature vector. Then the feature vector is clas-
sified by a Support Vector Machine. The component-based
method is compared with two comparable global systems.
The two global systems recognize faces by classifying a sin-
gle feature vector consisting of the gray values of the whole
face image. A variation of that system consists of a set of
viewpoint-specific SVM classifiers and involves clustering
during training. The component-based method is shown
more robust than the two global approach with respect to
face rotation up to 40o. In a later paper [8], Ivanov et al. im-
prove their previous component-based method [7] and ob-
tain a better result by using use Support Vector Machine as
the classifier for each component. Then, the output of the
classifiers are fused using vote, sum rule and product rule.

Weyrauch et al. [18] propose a component-based face
recognition method using 3D morphable models for pose
and illumination invariant face recognition. 3D morphable
model is used to compute 3D face models from three in-
put images in database. The 3D models are rendered under
varying pose and illumination conditions to build a large set
of synthetic images. Then, the component-based face rec-
ognizer is trained using these images. A component-based
face detector is used to detect the face and extract compo-
nents from the face. This system is much robust than the
holistic face recognition system.

Timo Ahonen et al. [2] extract the LBP texture features
from each face region (part) to form a enhanced facial fea-
ture vector. A classifier is built from LBP histogram fea-
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tures for each region. Weights are obtained manually to fuse
the part-based classifiers.

In this paper, we present a part-based face recognition
method for near infrared (NIR) based face recognition. Fol-
lowing our previous approach [10], Subwindow Local Bi-
nary Pattern Histograms (SLBPHs) are extracted from a
near infrared face image to describe the face therein. Stat-
ical AdaBoost learning is applied to analyze the discrimi-
nation power of the SLBPHs at all facial locations. A face
is then decomposed into several facial parts, such as eyes,
nose, mouth, and their combinations, according to the anal-
ysis result. Then a part classifier is built for each part using
boosted SLBPH features, and the outputs of part classifiers
are fused to give the final score. We apply max rule, sum
rule, and LDA-based sum rule for score fusion, and ana-
lyze their effects on performance. Experiments show that
the part-based method outperforms the state-of-the-art NIR
face recognition method [10] by 4.53%.

The rest of the paper is organized as follows: In Section
2, we introduce an illumination invariant face representation
using LBP filtering on NIR images. Feature selection and
classifier learning is presented in Section 3, and facial part
decomposition and classifier fusion is shown in Section 4.
In Section 5, we demonstrate and analysis the experimental
results. Finally, we summarize this paper in Section 6.

2. Illumination Invariant Face Representation
Li et al. [10] have recently developed a method and sys-

tem for illumination invariant face representation using near
infrared images. They build an active near infrared imag-
ing system that is able to produce front-lighted face images
regardless of visible lights in the environment. It is fur-
ther shown that the active NIR imaging is subject mainly to
an approximately monotonic transform in the gray tone due
to variation in the distance between the face and the NIR
lights and camera lens. They use local binary pattern (LBP)
features [13, 1, 6] to compensate for the monotonic trans-
form in the NIR images because the ordering relationship
between pixels and hence LBP code are not changed by any
monotonic transform. Therefore, LBP code generated from
an active NIR face image gives rise to an illumination in-
variant representation of the face.

2.1. Active NIR Imaging

In [16, 10], an active NIR imaging system is designed to
overcome the problem arising from uncontrolled environ-
mental lights so as to produce face images of a good illu-
mination condition for face recognition. The good illumi-
nation condition means that the lighting is from the frontal
direction and the image has suitable pixel intensities, i.e.
having good contrast and not saturated.

In the imaging system, active lights in the near infrared

Figure 1. The Basic LBP Operator.

(NIR) spectrum between 780-1100nm are mounted on the
camera. NIR light-emitting diodes (LEDs) are used as ac-
tive radiation sources, which are strong enough for indoor
use and are power-effective. A convenient wavelength is
850nm. Such NIR lights are almost invisible to human eyes,
yet most CCD and CMOS sensors have sufficient response
at this spectrum point. The strength of the total LED light-
ing should be as strong as possible, at least stronger than ex-
pected environmental illumination, yet does not cause sen-
sor saturation. A concern is the safety to human eyes. When
the sensor working in the normal mode is not saturated, the
safety is guaranteed.

Furthermore, the system uses a long pass optical filter
to minimize the environmental lighting. In this case, visi-
ble light is cut off while having minimum reduction of the
intended active lighting.

2.2. Local Binary Pattern

As shown in [10], the above imaging system produces
NIR images that contain most relevant, intrinsic informa-
tion about a face, subject only to multiplying constant or
a monotonic transform due to lighting intensity changes.
Then LBP operator can be further applied to compensate
the monotonic transform to achieve an illumination invari-
ant representation of faces for indoor face recognition ap-
plications.

LBP is originally introduced by Ojala [13]. It’s a pow-
erful descriptor for texture information. The operator labels
the pixels of an image by thresholding the 3×3 neighbor-
hood of each pixel with the center value and considering the
result as a binary number. An illustration of LBP operator
is shown in Fig. 1.

Uniform LBP is an extension of the basic local binary
patterns [14]. A local binary pattern is called uniform if
the binary pattern contains at most two bitwise transitions
from 0 to 1 or vice versa when the bit pattern is considered
circular. We use LBPu2

8,1 operator in this paper, which is
the basic uniform LBP. Base on this operator, Subwindow
LBP Histogram (SLBPH) is used to provide dissimilarity
measures in [10]. In their method, a histogram of the base
LBP codes is computed over a local region centered at each
pixel, with each histogram bin being the number of occur-



rences of the corresponding LBP code in the local region.
There are 59 bins for LBPu2

8,1 operator, thus a uniform LBP
histogram is considered as a set of 59 individual features.
We adopt SLBPH as feature representation in this paper.

3. Learning Optimal Features and Classifier
Though SLBPH features construct a powerful represen-

tation, considering all scales and locations, the complete
feature set is very huge, which contains much redundancy.
Thus it is important how to select efficient SLBPH features
to construct face classifiers. In this paper, we apply Ad-
aBoost to select the most significant features and learn a
strong classifier for each facial part.

The basic AdaBoost [4] is for two class problems. A
training set of N labeled examples is given for two classes,
S = (x1,y1), . . . , (xN,yN), where xi is a training exam-
ple and yi ∈ {+1,−1} is the class label. The procedure
learns a sequence of T weak classifiers ht(x) ∈ {−1,+1}
and linearly combines it in an optimal way into a stronger
classifier

H(x) = sign

(
T∑

t=1

αtht(x)

)
(1)

where αt ∈ R are the combining weights. We can con-
sider the real-valued number

∑T
t=1 αtht(x) as the score,

and make a decision by comparing the score with a thresh-
old.

An AdaBoost learning procedure is aimed to derive αt

and ht(x) so that an upper error bound is minimized [5].
The procedure keeps a distribution wt = (wt,1, . . . , wt,N )
for the training examples. The distribution is updated after
each learning iteration t. The AdaBoost procedure adjusts
the distribution in such a way that more difficult examples
will receive higher weights.

While an AdaBoost procedure essentially learns a two-
class classifier, we convert the multi-class problem into a
two-class one using the idea of intra- and extra-class differ-
ence [12]. However, here the difference data are derived
from the SLBPH features rather than from the images. A
difference is taken between two SLBPH feature sets, which
is intra-class if the two face images are of the same per-
son, or extra-class if not. to construct weak classifier for
the above AdaBoost learning, we generate samples using
histogram bin difference as dissimilarity measure between
SLBPH features of two faces.

4. Fusion of Part-based Classifiers
To achieve a high accurate face recognition system, more

effort should be made to overcome some scenario changes,
such as pose and expression variations. In this paper, we
propose a part-based solution to this aim. Firstly, according
to a statistical analysis, we decompose the NIR face image

Figure 2. The first 100 subwindows of SLBPH feature learned by
AdaBoost. Only the highlighted facial parts are contributed in face
recognition, and the brightest parts indicate the most discrimina-
tive power.

Figure 3. Face detection, normalization and decomposition.

into several parts, such as eyes, noses, and mouth. Then,
AdaBoost learning is applied to each part to build a part-
based classifier, and finally the output of each part classifier
is fused to give the final score.

4.1. Facial Part Decomposition

Human face consists of several different parts, such as
eyes, nose, and mouth. Earlier researches show that each
facial part has a different contribution in face recognition
[8, 2]. In this paper, we propose a statistical learning
method to analyze the discriminant power of each facial
part. Using SLBPH as feature representation, AdaBoost [4]
can be further applied to learn the most discriminative fea-
tures for face recognition. Since each learned SLBPH fea-
ture covers a subregion of the whole face, areas covered by
more SLBPH features have more importance in face recog-
nition.

We select the first 100 SLBPH features learned by Ad-
aBoost to demonstrate how facial parts contributes in face
recognition. Given each subwindow of SLBPH feature with
equal gray intensity, we further overlap them all in the same
face according to their locations. Then the brightest parts
indicate the most discriminative power for face recognition.
The result is shown in Fig. 2.

According to the above analysis, we decompose the
whole face into several facial parts. When a new image
comes into our system, we first detect the face, and normal-
ize it to a fixed size according to the eye coordinates. Then,
we decompose the face into several different parts. The pro-
cess is shown in Fig. 3.

When we decompose the face into parts, the size of sub-
windows are restricted by the size of each part. The maxi-
mum size of the subwindows is the size of the biggest part.
It can be seen that, in whole face, there are some big sub-
windows that are larger than any decomposed part. These



subwindows are definitely lost if we only consider the sub-
windows in each part. We can also find out that some sub-
windows covers more than one part. If we only consider
the subwindows of each part, these subwindows will also
be lost. To make it up, we consider the whole face as one
big facial part.

4.2. Classifier Fusion

In this system, a strong AdaBoost classifier is learned
for each facial part, so that each part classifier gives out
a score. The final result is reached by fusions of all part
classifiers. Before fusion, we apply Z score normalization
to each output of part classifiers, so that they have zero mean
and unit standard variance individually.

Kittler et al. [9] have developed a theoretical framework
for consolidating the evidence obtained from multiple clas-
sifiers using schemes like the sum rule, product rule, max
rule, min rule, median rule and majority voting. In this pa-
per, we use sum rule and max rule to do score fusion and
compare the performances.

The max rule and sum rule are used for score fusion in
this paper. The max rule approximates the mean of the pos-
terior probabilities by the maximum value, so the final score
is given by

s = max
i

Fi(~x) (2)

where Fi is the ith part classifier.
The sum rule assumes that the posterior probabilities

computed by the individual classifiers do not deviate much
from the prior probabilities. In this case, the final score is
calculate as

s =
N∑

i=1

Fi(~x) (3)

where Fi is the ith part classifier, and N is the number of
facial parts.

We also apply a weighted sum fusion, which is given out
by

s =
N∑

i=1

wi ∗ Fi(~x) (4)

where wi is the weight for the ith part classifier.
To learn optimal weights wi for fusion, we apply Lin-

ear Discriminant Analysis (LDA) [11, 15] on training data.
LDA learns an optimal linear subspace, where each class
is best separated. Since we treat face recognition as a two-
class problem, the resulting projection matrix is actually a
vector, with coefficients corresponding to optimal weights
of each part classifier for fusion.

Figure 4. Examples of near infrared images.

5. Experiments

5.1. Database

The near infrared image database used in our experi-
ments are captured by AuthenMetric F1 which is described
in [16, 10]. The captured images are 480×640 pixels. Fig 4
shows some examples of the database. In our experiments,
all face images are cropped into 142 pixels height and 120
pixels wide, according to their eye coordinates.

There are 104 face images of about 1000 persons, 10 im-
ages each person in the database, all Chinese. We select a
subset of the database for experiments. The selected images
are split into two sets, training set and test set, in the same
way as in [10]. In the training phase, the training set of
positive examples were derived from intra-personal pairs of
SLBPH features, the negative set from extra-personal pairs.
A training set of about 45×103 positive and 5×107 negative
examples were collected from the training images. A tech-
nology evaluation was done with a test set of 3237 images.
The test set contained 35 persons, with 80 to 100 images
per person. None of the test images were in the training set.
This generated 149,217 intra-class (positive) and 5,088,249
extra-class (negative) pairs.

5.2. Training Part-Classifiers

There are huge number of features and samples in the
training set. If we use all the features and samples for train-
ing in one time, the classifiers are not actually trainable.
To tackle such a problem, we adopt a two level training
scheme. Level 1 is designed for feature selection. In this
procedure, we randomly split the feature set of each fa-
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Figure 5. ROC curves of part classifiers

cial parts into 2 or 3 subsets, which contains about 20,000
features each. Then, training samples are randomly boot-
strapped, with extra samples 8 to 12 times more than intra
samples. In the end, features selected by AdaBoost are col-
lected together for level 2 training. In level 2, since the
number of features is dramatically reduced during level 1,
so much more samples can be used to train a final strong
classifier by AdaBoost.

5.3. Results

The ROC curves for the performances of all facial parts
are shown in Fig. 5. From the result we can see that, dis-
carding holistic face, the left eye and the nose part has the
best performance in all facial parts. Remember that in Fig.
2, these parts are also the brightest ones. The results shows
that our facial part decomposition according to the statisti-
cal analysis is reasonable.

We observe an interesting phenomena in Fig. 5: all the
left side of the same part has a better performance than the
right side except nostril part. Maybe this is due to the non-
symmetric distribution of the training face images.

From the figure we can also see that the nostril part
and the upper nose bridge part get the worse performance,
which is observed similar in Fig. 2. Since these two parts
give little contributions for part-based face recognition, for
speed consideration, we drop these two parts. Finally we
choose the eyes, eyebrows, nose, mouth, under nose part
and the holistic face to form a part-based face recognition.

The results of each facial parts are fused to obtain the
final score. Three fusion rules are applied in our experi-
ment, as described in section 4. For the weighted sum rule,
the weights for fusion are optimally learned by LDA on the
training set. Table 1 gives the optimal weights and their
corresponding parts. From the table we can see that, for

Table 1. Optimal weights Learned by LDA for part-based fusion.

Facial Parts Weights
Face 0.7408

Left Eyebrow 0.0072
Right Eyebrow 0.0133

Left Eye 0.2638
Right Eye 0.2092

Nose 0.3629
Mouth 0.2337

Under Nose 0.3575
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optimal weighted sum fusion, the contribution of each part
classifier does not all direct ratio to their individual recogni-
tion rates. That is why we use LDA to learn optimal weights
instead of taking weights from recognition rates.

The ROC curves of each fusion method are shown in
Fig. 6. The result of holistic face is the same as [10] The ex-
periment result shows that the weighted sum rule achieves
the best performance, followed by sum rule and holistic
face. The corresponding recognition rates are 96.03%,
94.8%, and 91.5% when FAR=0.1%. Clearly, our part-
based approach outperformed the holistic approach.

6. Conclusion

This paper presents a part-based method for NIR based
face recognition. A face is decomposed into several facial
parts according to their discriminative power. Then a part
classifier is built for each part using boosted SLBPH fea-
tures, and the outputs of part classifiers are fused to give the
final score. Three fusion rules are applied for classifier fu-
sion, with LDA-weighted sum rule achieving the best result.



Experiments show that the present part-based method out-
perform the previous whole face-based one [10] by 4.53%.
While we have used LDA to learn the optimal weights, we
would explore better scheme of weights in the future.
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