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## 1. Introduction

Let $f$ be a locally bounded function from a $p$-dimensional Euclidean space $E_{p}$ to a $q$-dimensional Euclidean space $F_{q}$. For a given subset $\Lambda$ of $E_{p} \times F_{q}$ we will consider conditions on $f$ of the following type: for each $(\xi, \eta) \in \Lambda, \xi \in E_{p}, \eta \in F_{q}$, the function $x \rightarrow\langle\eta, f(x)\rangle$ has a certain regularity property in the direction $\xi$. Here $\langle\cdot, \cdot\rangle$ denotes the inner product in $F_{q}$. The problem is to determine the condition on $\Lambda$ in order that these conditions on $f$ imply a corresponding (unrestricted) regularity property for the function $f$.

The answer to these problems is formulated in terms of the following two algebraic conditions on $\Lambda$. Let $\mathbf{R}$ denote the real numbers.
(A) if $\Phi$ is a bilinear form $\left(E_{p}, F_{q}\right) \rightarrow \mathbf{R}$ and $\Phi(\Lambda)=0$, then $\Phi=0$.
( $\hat{A})$ if $\Phi$ is a bilinear form $\left(E_{p}, F_{q}\right) \rightarrow \mathbf{R}$ of rank $\mathbf{1}$ and $\Phi(\Lambda)=0$, then $\Phi=0$.
As examples of our results we mention the following. If the regularity property is continuity or infinite differentiability, the condition $(\hat{A})$ is necessary and sufficient for an assertion of the above-mentioned type to hold. If we consider continuity of the first derivatives, the condition $(A)$ plays the same role. If $f$ is locally bounded and $\langle\eta, f\rangle$ is constant in the direction $\xi$ for each $(\xi, \eta) \in \Lambda$, then it follows that $f$ is constant if and only if $(A)$ holds. The same assumption implies that $f$ is a polynomial, if and only if $(\hat{A})$ holds.

If ( $A$ ) holds, $\Lambda$ contains at least $p q$ elements. On the other hand, there exist subsets $\Lambda$ of $E_{p} \times F_{q}$, which satisfy ( $\hat{A}$ ) and contain only $p+q-1$ elements. If $q=1$, then ( $A$ ) and $(\hat{A})$ are equivalent and mean simply that the linear hull of $\{\xi ;(\xi, \eta) \in \Lambda, \eta \neq 0\}$ is equal to $E_{p}$. An analogous statement holds of course if $p=1$. Our results are trivial in case $p$ or $q$ is equal to one.

The above-mentioned problem becomes particularly interesting if the regularity in question is described by the modulus of continuity. Then both of the conditions $(A)$ and 1-672908 Acta mathematica. 119. Imprimé le 15 novembre 1967.
$(\hat{A})$ come into consideration. Assume that $f$ is a locally bounded function from $E_{p}$ to $F_{q}$ and that $\langle\eta, f\rangle$ has modulus of continuity $\leqslant \sigma(\varepsilon)$ in the direction $\xi$ for each $(\xi, \eta) \in \Lambda$ (see section 1 for exact definition). If $\Lambda$ satisfies $(\hat{A})$, these assumptions imply that $f$ is continuous, and that the modulus of continuity of $f$ is $\leqslant C \hat{\sigma}(\varepsilon)$, where $\hat{\sigma}(\varepsilon)$ is related to $\sigma(\varepsilon)$ by formula (1.2), roughly $\hat{\sigma}(\varepsilon) \approx \varepsilon \int_{\varepsilon}^{1} t^{-2} \sigma(t) d t$. The function $\hat{\sigma}(\varepsilon)$ is always larger than $\sigma(\varepsilon)$ and sometimes of a strictly larger order of magnitude than $\sigma(\varepsilon)$ when $\varepsilon \rightarrow 0$. If $\Lambda$ satisfies $(A)$, the same assumptions imply that $f$ has modulus of continuity $\leqslant C \sigma(\varepsilon)$. Theorem 1 gives complete information on these questions.

Our main results deal with bounds for differences instead of local regularity properties. Assume that $f$ is a continuous function from $E_{p}$ to $F_{q}$ and that any difference in the direction $\xi$ of the function $\langle\eta, f\rangle$, i.e. any expression of the form $|\langle\eta, f(x+t \xi)-f(x)\rangle|$, is bounded by a constant $C$ for all $t \in \mathbf{R}, x \in E_{p}$ and $(\xi, \eta) \in \Lambda$. If $(A)$ holds we can then estimate an arbitrary difference $|f(x)-f(y)|$ by $C_{1} C$, where $C_{1}$ depends only on $\Lambda$ (Theorem 3 and corollaries). If $\Lambda$ satisfies only the weaker condition ( $\hat{A}$ ), we can not estimate the differences $f(x)-f(y)$, but we obtain a similar estimate for the $q$ th order differences, where $q$ is the dimension of $F_{q}$ (Theorem 5 and corollaries). These results are used to prove Theorem 1 .

## 1. The directional modulus of continuity

Let $\sigma$ be a function defined on the non-negative reals which tends to zero at the origin.

Definition. $K(\sigma)$ denotes the set of functions $f: E_{p} \rightarrow F_{q}$ such that to every compact subset $K \subset E_{p}$ there exists a constant $C$ such that for $x$ and $x+y$ in $K$

$$
|f(x+y)-f(x)| \leqslant C \sigma(\varepsilon), \quad \text { if } \quad|y| \leqslant \varepsilon
$$

If $0 \neq \xi \in E_{p}$, we denote by $K(\xi, \sigma)$ the set of locally bounded functions $f: E_{p} \rightarrow F_{q}$ such that to every compact subset $K \subset E_{p}$ there exists a constant $C$ such that for $x$ and $x+t \xi \in K$, $t$ real

$$
|f(x+t \xi)-f(x)| \leqslant C \sigma(\varepsilon), \quad \text { if } \quad|t| \leqslant \varepsilon
$$

Denote by $\Sigma$ the set of all real-valued continuous subadditive and increasing functions defined on the non-negative reals and vanishing at the origin. It is easy to see that any class $K(\sigma)$ is equal to some $K\left(\sigma_{1}\right)$ where $\sigma_{1} \in \Sigma$. In fact we can take

$$
\sigma_{1}(\varepsilon)=\inf \left\{\Sigma_{1}^{n} \sigma\left(\varepsilon_{i}\right) ; \Sigma_{1}^{n} \varepsilon_{i} \geqslant \varepsilon, \varepsilon_{i} \geqslant 0\right\},
$$

which is the largest subadditive and increasing minorant of $\sigma$. If $\sigma, \tau \in \Sigma$, the expression $\sigma \prec \tau$ will mean that there is a constant $C$ such that $\sigma(\varepsilon) \leqslant C \tau(\varepsilon)$ when $\varepsilon<1$. Then $\sigma<\tau$, if and only if $K(\sigma) \subset K(\tau)$. If $\sigma \prec \tau$ and $\tau \prec \sigma$, we write $\sigma \approx \tau$ and say that $\sigma$ is equivalent to $\tau$.

We will often use the following simple inequality. If $a>0, t>0$, and [ $a$ ] denotes the integral part of $a$, then

$$
\begin{equation*}
\sigma(a t) \leqslant \sigma(([a]+1) t) \leqslant(a+1) \sigma(t) . \tag{1.1}
\end{equation*}
$$

If $\sigma \in \Sigma$, we set

$$
\begin{equation*}
\left.\hat{\sigma}(\varepsilon)=\varepsilon\left(1+\sigma(1)+\int_{\min (\varepsilon, 1)}^{1} t^{-2} \sigma(t) d t\right)\right), \quad \varepsilon>0 . \tag{1.2}
\end{equation*}
$$

Lemma 1. If $\sigma \in \Sigma$, then $\hat{\sigma} \in \Sigma$ and $\sigma<\hat{\sigma}$.
Proof. We will only prove that $\lim _{\varepsilon \rightarrow 0} \hat{\sigma}(\varepsilon)=0$ and that $\sigma<\hat{\sigma}$. These statements follow from the inequalities

$$
\sigma(\varepsilon) \varepsilon \int_{\varepsilon}^{1} t^{-2} d t \leqslant \varepsilon \int_{\varepsilon}^{1} t^{-2} \sigma(t) d t \leqslant \sigma(\delta) \varepsilon \int_{\varepsilon}^{\delta} t^{-2} d t+\varepsilon \int_{\delta}^{1} t^{-2} \sigma(t) d t, \quad \text { if } \quad 0<\varepsilon<\delta<1 .
$$

For example, if $\sigma(\varepsilon)=\varepsilon^{b}, 0<b<1$, we get $\hat{\sigma}(\varepsilon)=2 \varepsilon+\left(\varepsilon^{b}-\varepsilon\right) /(1-b)$ when $\varepsilon<1$, hence $\hat{\sigma} \approx \sigma$ in this case. If $\sigma(\varepsilon)=\varepsilon$ we get $\hat{\sigma}(\varepsilon)=2 \varepsilon+\varepsilon \log (1 / \varepsilon)$, which shows that $K(\sigma)$ is sometimes a proper subset of $K(\hat{\boldsymbol{\sigma}})$.

The term $\varepsilon \sigma(1)$ in formula (1.2) is needed to make $\hat{\sigma}(\varepsilon)$ increasing, and the term $\varepsilon$ is needed to make $\hat{\sigma}(\varepsilon)$ positive in case $\sigma(\varepsilon)$ is identically zero. The following theorem gives a complete solution to our problem in the case when the regularity is described by the modulus of continuity.

Theorem 1. Let $\sigma, \tau \in \Sigma$ and $\Lambda \subset E_{p} \times F_{q}$. Assume that at least one of the following two conditions holds

Assume moreover that

$$
\begin{align*}
& \sigma \prec \tau \text { and } \Lambda \text { satisfies }(A),  \tag{1.3}\\
& \hat{\sigma}<\tau \text { and } \Lambda \text { satisfies }(\hat{A}) . \tag{1.4}
\end{align*}
$$

$$
\begin{equation*}
\langle\eta, \eta\rangle \in K(\xi, \sigma) \text { for each }(\xi, \eta) \in \Lambda \tag{1.5}
\end{equation*}
$$

Then $f \in K(\tau)$. Conversely, if (1.5) implies that $f \in K(\tau)$, then at least one of the conditions (1.3) and (1.4) holds.

The theorem is trivial if $p$ or $q$ is equal to one. In this case (1.4) implies (1.3), and hence (1.4) drops out.

A few corollaries of this result are given in Section 4. Let us here consider only one very simple but nevertheless quite illuminating example. Let $E_{p}=F_{q}=\mathbf{R}^{2}$ and let $\sigma(\varepsilon)=\varepsilon$. Then $\hat{\sigma}(\varepsilon) \approx \varepsilon \log (1 / \varepsilon)$. The theorem implies the following. In order to prove that a function $f: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ belongs to $K(\sigma)$ we need at least four conditions of the type $\langle\eta, f\rangle \in K(\xi, \sigma)$. To prove that $f$ is continuous we need three conditions. Assume that $\Lambda$ consists of the following three elements: $\xi=\eta=(1,0), \xi=\eta=(0,1), \xi=\eta=(1,1)$. Then it is easy to see
that ( $\hat{A}$ ) holds, so that the modulus of continuity of $f$ must be $O(\varepsilon \log (1 / \varepsilon))$. Conversely, since $(A)$ does not hold, Theorem 1 implies that no stronger assertion about the modulus of continuity of $f$ follows from the assumptions. This fact can be seen directly as follows. Take

$$
f(x)=\left(x_{2} \log |x|,-x_{1} \log |x|\right), \quad \text { where } \quad|x|=\left(x_{1}^{2}+x_{2}^{2}\right)^{\frac{1}{2}}, \quad f(0,0)=(0,0)
$$

Then $\langle\eta, f\rangle \in K(\xi, \sigma)$ for each $(\xi, \eta) \in \Lambda$ (in fact for every $(\xi, \eta)$ such that $\xi=\eta$ ). For reasons of symmetry it is enough to verify this when $\xi=\eta=(1,0)$. And this follows from the fact that $\left|\left(d / d x_{1}\right) x_{2} \log \right| x\left|\left|=\left|x_{1} x_{2}\right| /|x|^{2} \leqslant 1\right.\right.$ when $\left.| x\right| \neq 0$. But it is clear that the statement $f \in K(\hat{\sigma})$ can not be strengthened.

Several of our statements can be generalized if one considers, instead of the conditions $(A)$ and $(\hat{A})$, certain hull operations $P$ and $\hat{P}$ defined on subsets of $E_{p} \times F_{q}$, which we now define. $P \Lambda$ is the set of all $\left(\xi^{0}, \eta^{0}\right) \in E_{p} \times F_{q}$ such that every bilinear form $\Phi:\left(E_{p}, F_{q}\right) \rightarrow \mathbf{R}$ which vanishes on $\Lambda$ also vanishes on $\left(\xi^{0}, \eta^{0}\right) . \hat{P} \Lambda$ is the set of all $\left(\xi^{0}, \eta^{0}\right) \in E_{p} \times F_{q}$ such that every bilinear form $\Phi$ of rank one which vanishes on $\Lambda$ also vanishes on ( $\xi^{0}, \eta^{0}$ ). Then $P \Lambda=E_{p} \times F_{q}$ if and only if $(A)$ holds, and $\hat{P} \Lambda=E_{p} \times F_{q}$ if and only if ( $\hat{A}$ ) holds. The following statement is proved in the same way as Theorem l. The conditions (1.6) and (1.7) below are equivalent:

$$
\begin{align*}
& \left.\begin{array}{l}
f \text { is continuous and }\langle\eta, f\rangle \in K(\xi, \sigma) \text { for each }(\xi, \eta) \in \Lambda \\
\text { implies }\left\langle\eta^{0}, f\right\rangle \in K\left(\xi^{0}, \tau\right)
\end{array}\right\}  \tag{1.6}\\
& \left.\sigma \prec \tau \text { and }\left(\xi^{0}, \eta^{0}\right) \in P \Lambda \quad \text { or }\right\}  \tag{1.7}\\
& \hat{\sigma} \prec \tau \text { and }\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda .
\end{align*}
$$

## 2. Consequences of the stronger algebraic condition (A)

The most important consequences of $(A)$ are deduced from the theorem on decomposition of vector valued measures (Theorem 3). In order to illustrate the condition ( $A$ ) we give first a few simple consequences of $(A)$.

The condition $(A)$ is equivalent to the following: the set of tensor products $\xi \otimes \eta$, where $(\xi, \eta) \in \Lambda$, spans the linear space $E_{p} \otimes \boldsymbol{F}_{q}$. Or equivalently, using a pair of bases, the set of $p \times q$-matrices $\left(\xi_{i} \eta_{j}\right)$, where $(\xi, \eta) \in \Lambda$, spans the linear space of all $p \times q$-matrices. To see that these conditions are equivalent to ( $A$ ) we need of course only represent bilinear forms by $\Phi(\xi, \eta)=\Sigma a_{i j} \xi_{i} \eta_{j}$.

Definition. Let $0 \neq \xi \in E_{p}$ and $k \geqslant 1$. We denote by $C^{k}(\xi)$ the class of continuous functions defined in $E_{p}$ such that the derivatives $D_{\xi}^{j} f(x)=\left[(d / d t)^{j} f(x+t \xi)\right]_{t=0}$ exist and are
continuous when $j \leqslant k . C^{k}$ is the class of $k$ times continuously differentiable functions. $C^{\infty}(\xi)$ denotes $\bigcap_{k=1}^{\infty} C^{k}(\xi)$ and $C^{\infty}$ denotes $\bigcap_{k=0}^{\infty} C^{k}$.

Using a standard approximation technique we can prove the following theorem.
Theorem 2. Assume that $\Lambda \subset E_{p} \times F_{q}$ satisfies (A) and that $f: E_{p} \rightarrow F_{q}$ satisfies

$$
\begin{equation*}
\langle\eta, f\rangle \in C^{1}(\xi) \text { for each } \quad(\xi, \eta) \in \Lambda . \tag{2.1}
\end{equation*}
$$

Then $f \in C^{1}$. Moreover, there exists a constant $B$ which depends only on $\Lambda$, such that

$$
\|D f(x)\| \leqslant B \sup _{(\xi, \eta) \in \Lambda}\left|D_{\xi}\langle\eta, f(x)\rangle\right| \quad \text { for every } x \in E_{p}
$$

Here $\|D f(x)\|$ denotes the norm of the differential of $f$ at $x$ considered as an operator from $E_{p}$ to $F_{\alpha^{\prime}}$ Conversely, if (2.1) implies that $f \in C^{1}$, then $(A)$ holds.

Corollary. Assume that $\Lambda$ satisfies ( $A$ ), that $f$ is continuous and that $\langle\eta, f\rangle$ is constant on all lines parallel with $\xi$ for each $(\xi, \eta) \in \Lambda$. Then $f$ is constant.

In section 3 we will be able to prove the same assertion without assuming that $f$ is continuous.

Proof of Theorem 2. We have to prove that an arbitrary first partial derivative of $f$ exists and is continuous. Choose bases in $E_{p}$ and $F_{q}$ such that this derivative is $D_{1} f_{1}$. (We use the notation $D_{1}=\partial / \partial x_{1}$.) Since $\Lambda$ satisfies $(A)$, there exist $b_{v}$ and $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$ such that

$$
\sum_{v=1}^{n} b_{\nu} \xi_{i}^{\nu} \eta_{j}^{v}= \begin{cases}1 \text { when } & (i, j)=(1,1),  \tag{2.2}\\ 0 \text { when } & (i, j) \neq(1,1) .\end{cases}
$$

Take $\psi$ of class $C^{1}$ with compact support such that $\int \psi d x=1$ and for any $\varepsilon>0$ set

$$
f_{\varepsilon}(x)=\int f(x+\varepsilon y) \psi(y) d y
$$

Then for each $(\xi, \eta) \in \Lambda, D_{\xi}\left\langle\eta, f_{\varepsilon}\right\rangle$ converges uniformly on compact sets to $D_{\xi}\langle\eta, f\rangle$ when $\varepsilon \rightarrow 0$. Denoting the first component of $f_{\varepsilon}$ by $\left(f_{\varepsilon}\right)_{1}$ we have by (2.2)

$$
\begin{equation*}
D_{1}\left(f_{\varepsilon}\right)_{1}=\sum_{\nu=1}^{n} b_{\nu} D_{\xi^{\nu}}\left\langle\eta^{\nu}, f_{\epsilon}\right\rangle \tag{2.3}
\end{equation*}
$$

Thus $D_{1}\left(f_{\varepsilon}\right)_{1}$ is continuous and converges uniformly on compact sets to some continuous function $g$ when $\varepsilon \rightarrow 0$. Also, since $f_{1}$ is continuous, $\left(f_{\varepsilon}\right)_{1}$ converges uniformly on compact sets to $f_{1}$. Using a suitable result from elementary calculus we conclude that $f_{1}$ is differentiable with respect to $x_{1}$ and that $D_{1} f_{1}=g$.

We also obtain formula (2.3) with $f_{\varepsilon}=f$. Since the constants $b_{v}$ depend only on $\Lambda$, this proves the estimate of $\|D f(x)\|$.

We now prove the necessity of the condition $(A)$. If $(A)$ does not hold there exists a non-trivial bilinear form $\Phi$ such that $\Phi(\xi, \eta)=0$ for each $(\xi, \eta) \in \Lambda$. We can represent $\Phi$ by $\Phi(\xi, \eta)=\langle B \xi, \eta\rangle$, where $B$ is a linear operator from $E_{p}$ to $F_{q}$. Take a function $\theta: \mathbf{R} \rightarrow \mathbf{R}$ of class $C^{1}$ such that $0 \leqslant \theta \leqslant 1, \theta(t)=1$ when $t<\frac{1}{4}$ and $\theta(t)=0$ when $t>\frac{1}{2}$, take $\delta$ and $a$ such that $0<\delta<1,0<a<1$ and set

$$
f_{\delta, a}(x)=\theta\left(|x / a|^{\delta}\right) B x, \quad \text { for } \quad x \in E_{p} .
$$

Then $f_{\delta, a} \in C^{1}$. If $\langle B \xi, \eta\rangle=0$ we have

Hence

$$
\begin{aligned}
D_{\xi}\left\langle\eta, f_{\delta, a}(x)\right\rangle & =\left[\frac{d}{d t} \theta\left(|x+t \xi| \delta a^{-\delta}\right)\langle B x, \eta\rangle\right]_{t=0} \\
& =\langle B x, \eta\rangle \cdot\langle x, \xi\rangle \cdot a^{-\delta} \delta|x|^{\delta-2} \theta^{\prime}\left(\left.|x| a\right|^{\delta}\right) \\
& \leqslant\|B\||\xi||\eta| \delta|x|^{\delta} a^{-\delta} \max \left|\theta^{\prime}\right|
\end{aligned}
$$

$\left|\sigma_{\diamond}\left\langle\lambda_{o, a}(x)\right\rangle\right| \leqslant c \delta a^{-1}$,
where $C$ is independent of $x, \delta$ and $a$. On the other hand, the differential of $f_{\delta, a}$ at $x=0$ is equal to the operator $B$. Finally we note that $\left|f_{\delta, a}(x)\right| \leqslant\|B\| \cdot a$ for every $x$. Now choose $a_{\nu}$ and $\delta_{\nu}, \nu=1,2, \ldots$ such that $\Sigma a_{\nu}<\infty$ and $\Sigma \delta_{\nu} / a_{\nu}<\infty$, and set

$$
f(x)=\sum_{\nu=1}^{\infty} f_{\delta_{\nu}, a_{\nu}}(x) .
$$

Then $\langle\eta, f\rangle \in C^{1}(\xi)$ for each $(\xi, \eta)$ such that $\langle B \xi, \eta\rangle=0$, but $f$ is not differentiable at the origin. ${ }^{( }{ }^{1}$ ) This completes the proof of Theorem 2.

If we replace $C^{1}(\xi)$ by $C^{k}(\xi), k>1$, the assertion of Theorem 2 becomes false, even in the trivial case $q=1$ and $p=2$. To see this it is sufficient to observe that there exists a function $f: \mathbf{R}^{2} \rightarrow \mathbf{R}$ such that $D_{1}^{2} f$ and $D_{2}^{2} f$ exist and are continuous and $D_{1} D_{2} f$ does not exist everywhere. (Such a function is $f(x)=x_{1} x_{2} \log |\log | x \|, 0<|x|<1 / 2, f(0)=0$.)

Let $M\left(E_{p}\right)$ be the space of all complex-valued measures in $E_{p}$ with compact support. The elements of $M\left(E_{p}\right)$ can be considered as linear functionals from the space $C^{0}\left(E_{p}, \mathbf{C}\right)$ of complex-valued continuous functions on $E_{p}$ to the complex numbers C. Denote by $M_{\xi}\left(E_{p}\right)$ the subset of $M\left(E_{p}\right)$ consisting of those $\mu \in M\left(E_{p}\right)$ which satisfy $\mu(\varphi)=0$ if $\varphi$ is constant on all lines parallel with $\xi$, that is if $\varphi(x+t \xi)$ is independent of $t$ for every $x$. $M_{\xi}\left(E_{p}\right)$ is clearly a linear subspace of $M\left(E_{p}\right)$. The total mass of $\mu$ is denoted $\|\mu\|$. We
${ }^{(1)}$ A simpler example is $f(x)=(B x) \log |\log | x| |, 0<|x|<1 / 2, f(0)=0$.
have $\|\mu\|=\sup \{|\mu(\varphi)| ; \sup |\varphi| \leqslant 1\}$. The support of $\mu$ is denoted $\operatorname{supp} \mu$. Finally we form the tensor product $F_{q} \otimes M\left(E_{p}\right)$ of the spaces $F_{q}$ and $M\left(E_{p}\right)$ considered as vector spaces over the field of real numbers. Let $C^{0}\left(E_{p}, F_{q}\right)$ denote the real linear space of continuous functions from $E_{p}$ to $F_{q}$. To any element $\eta \otimes \mu \in F_{q} \otimes M\left(E_{p}\right)$ is associated in a canonical way a linear functional from $C^{0}\left(E_{p}, F_{q}\right)$ to $\mathbf{C}$ as follows: $\eta \otimes \mu(f)=\mu(\langle\eta, f\rangle)$.

We can now state the main result of this section.
Theorem 3. Assume that $\Lambda \subset E_{p} \times F_{q}$ and that $\left(\xi^{0}, \eta^{0}\right) \in P \Lambda$. Then there exists a constant $C$, which depends only on $\Lambda$, with the following properties. For each $\mu_{0} \in M_{\xi^{0}}\left(E_{p}\right)$ such that supp $\mu_{0} \subset B_{r}=\{x ;|x| \leqslant r\}$, there exist $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$ and $\mu_{\nu} \in M_{\xi^{\nu}}\left(E_{p}\right), \nu=1, \ldots, n$, such that $\operatorname{supp} \mu_{\nu} \subset B_{C r}$ for each $v, \Sigma_{\nu=1}^{n}\left\|\mu_{\nu}\right\| \leqslant C\left\|\mu_{0}\right\|\left|\eta^{0}\right|$ and

$$
\begin{equation*}
\eta^{0} \otimes \mu_{0}=\sum_{\nu=1}^{n} \eta^{\nu} \otimes \mu_{\nu} \tag{2.4}
\end{equation*}
$$

Conversely, if for each $\mu_{0} \in M_{\xi^{0}}\left(E_{p}\right)$ there exist $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$ and $\mu_{\nu} \in M_{\xi^{\nu}}\left(E_{p}\right)$ such that (2.4) holds, then $\left(\xi^{0}, \eta^{0}\right) \in P \Lambda$.

By introducing some additional notation we can give Theorem 3 a condensed formulation. To any subset $\Gamma$ of $F_{q} \otimes E_{p}$ we associate a subset $M_{\Gamma}$ of $F_{q} \otimes M\left(E_{p}\right)$ as follows:

$$
M_{\Gamma}=\bigcup\left\{\eta \otimes M_{\xi}\left(E_{p}\right) ; \eta \otimes \xi \in \Gamma\right\}=\left\{\eta \otimes \mu ; \mu \in M_{\xi}\left(E_{p}\right), \eta \otimes \xi \in \Gamma\right\}
$$

Let the letter $L$ denote linear hull. Then the main part of Theorem 3 reads: $\boldsymbol{m}_{L(\Gamma)} \subset L\left(\boldsymbol{m}_{\Gamma}\right)$.
A measure $\mu \in M\left(E_{p}\right)$ is called real, if $\mu(\varphi)$ is real for every real-valued function $\varphi$. It is obvious that we can take all the $\mu_{\nu}$ in (2.4) real, if $\mu_{0}$ is real.

In the applications of Theorem 3 the measure $\mu_{0}$ will be a difference measure $\mu_{0}$ : $\varphi \rightarrow \varphi\left(x+t \xi^{0}\right)-\varphi(x)$. It is essential to note that even if $\mu_{0}$ is a discrete measure, there may not exist discrete measures $\mu_{\nu}$ such that (2.4) holds. This fact can be proved as follows. Let $f: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$, set $\xi^{1}=(1,0), \xi^{2}=(0,1), \xi^{3}=(1,1)$ and set $\Lambda=\left\{\left(\xi^{\nu}, \xi^{\nu}\right) ; v=1,2,3\right\}$. Then $P \Lambda=\left\{(\theta, t \theta) ; \theta \in \mathbf{R}^{2}, \boldsymbol{t} \in \mathbf{R}\right\}$. Define $\mu_{0}$ by $\mu_{0}(\varphi)=\varphi\left(\xi^{0}\right)-\varphi(0)$. Assume that there exist discrete measures $\mu_{p} \in M_{\xi^{v}}\left(E_{p}\right)$ such that

$$
\begin{equation*}
\xi^{0} \otimes \mu_{0}=\sum_{\nu=1}^{3} \xi^{\nu} \otimes \mu_{\nu} \tag{2.5}
\end{equation*}
$$

Let $\hbar$ be an arbitrary (possibly non-measurable) solution of the functional equation $h(s+t)=h(s)+h(t)$ and set $f=\left(f_{1}, f_{2}\right)=\left(h\left(x_{2}\right),-h\left(x_{1}\right)\right)$. If $\mu$ is discrete, any function is $\mu$-measurable. The functions $\left\langle\xi^{1}, f\right\rangle=h\left(x_{2}\right),\left\langle\xi^{2}, f\right\rangle=-h\left(x_{1}\right)$ and $\left\langle\xi^{3}, f\right\rangle=h\left(x_{2}\right)-h\left(x_{1}\right)=$ $h\left(x_{2}-x_{1}\right)$ are constant on lines parallel with $\xi^{1}, \xi^{2}$ and $\xi^{3}$ respectively. Thus the right-hand side of (2.5) is equal to zero. Using the fact that $h(0)=0$, we see that the left-hand side of (2.5) is equal to

$$
\left(\xi^{0} \otimes \mu_{0}\right)(f)=\mu_{0}\left(\xi_{1}^{0} h\left(x_{2}\right)-\xi_{2}^{0} h\left(x_{1}\right)\right)=\xi_{1}^{0} h\left(\xi_{2}^{0}\right)-\xi_{2}^{0} h\left(\xi_{1}^{0}\right) .
$$

However, if the last expression were equal to zero for every ( $\xi_{1}^{0}, \xi_{2}^{0}$ ), the function $h$ would necessarily be linear. But this gives a contradiction, since we know that the equation $h(s+t)=h(s)+h(t)$ has non-measurable solutions. Thus for some $\xi^{0}$ there does not exist discrete measures $\mu_{\nu}$ satisfying (2.5).

The applications of Theorem 3 depend on the following simple lemma.
Lemma 2. Assume that $\varphi: E_{p} \rightarrow \mathbf{R}$ is continuous, that $\mu \in M_{\xi}\left(E_{p}\right)$ and that supp $\mu \subset B_{r}=$ $\{x ;|x| \leqslant r\}$. Then

$$
|\mu(\varphi)| \leqslant\|\mu\| \max \left\{|\varphi(x)-\varphi(x+t \xi)| ; x \in B_{r}, x+t \xi \in B_{r}, t \in \mathbf{R}\right\} .
$$

Proof. Let $x_{1}, \ldots, x_{p}$ be the components of $x$ with respect to an orthogonal basis such that $\xi=(1,0, \ldots, 0)$. Define $\varphi_{0}: E_{p} \rightarrow \mathbf{R}$ by

$$
\varphi_{0}\left(x_{1}, \ldots, x_{p}\right)=\varphi\left(0, x_{2}, \ldots, x_{p}\right) . \text { Since } \mu \in M_{\xi}\left(E_{p}\right), \text { we have } \mu\left(\varphi_{0}\right)=0
$$

Thus

$$
|\mu(\varphi)|=\left|\mu\left(\varphi-\varphi_{0}\right)\right| \leqslant\|\mu\| \max \left\{\left|\varphi(x)-\varphi_{0}(x)\right| ; x \in B_{r}\right\} .
$$

But $\varphi_{0}(x)$ can of course be written $\varphi(x+t \xi)$ for each $x$. This proves the statement.
Corollary 1. Assume that $\left(\xi^{0}, \eta^{0}\right) \in P \Lambda$, let $f$ be a continuous function defined in $B_{r}=\left\{x ; x \in E_{p},|x| \leqslant r\right\}$ with values in $F_{Q}$, and assume that

$$
|\langle\eta, f(x+t \xi)-f(x)\rangle| \leqslant C_{1}, \quad \text { if }(\xi, \eta) \in \Lambda, x \in B_{r}, x+t \xi \in B_{r}, t \in \mathbf{R} .
$$

Then there exist constants $\delta>0$ and $C_{2}$ which depend only on $\Lambda$, such that

$$
\left|\left\langle\eta^{0}, f\left(x+t \xi^{0}\right)-f(x)\right\rangle\right| \leqslant C_{1} C_{2}\left|\eta^{0}\right|, \quad \text { if } x \in B_{\delta r}, x+t \xi^{0} \in B_{\delta r}, t \in \mathbf{R} .
$$

Proof. Fix $x \in B_{\delta r}$ and $x+t \xi^{0} \in B_{\delta r}$ and define $\mu_{0}$ by $\mu_{0}(\varphi)=\varphi\left(x+t \xi^{0}\right)-\varphi(x)$. Then $\operatorname{supp} \mu_{0} \subset B_{\delta r}$ and $\left\|\mu_{0}\right\|=2$. By Theorem 3 we can find $C$ depending only on $\Lambda$ and $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$ and $\mu_{\nu} \in M_{\xi^{\nu}}\left(E_{p}\right)$ such that supp $\mu_{\nu} \subset B_{C \delta r}, \Sigma_{\nu}\left\|\mu_{\nu}\right\| \leqslant 2 C\left|\eta^{0}\right|$ and (2.4) holds. Using Lemma 2 we obtain, if $\delta<C^{-1}$

$$
\begin{aligned}
&\left|\left\langle\eta^{0}, f\left(x+t \xi^{0}\right)-f(x)\right\rangle\right| \\
&=\left|\mu_{0}\left(\left\langle\eta^{0}, f\right\rangle\right)\right|=\left|\sum_{v} \mu_{v}\left(\left\langle\eta^{v}, f\right\rangle\right)\right| \\
& \leqslant \sum_{\nu}\left\|\mu_{v}\right\| \sup \left\{|\langle\eta, f(x+t \xi)-f(x)\rangle| ;(\xi, \eta) \in \Lambda, x \in B_{r}, x+t \xi \in B_{r}\right\} \\
& \leqslant 2 C\left|\eta^{0}\right| C_{1} .
\end{aligned}
$$

If we use Theorem 5 we can now prove part of Theorem 1.

Corollary 2. Let $\sigma \in \Sigma$, let $f: E_{p} \rightarrow F_{q}$ and let $\Lambda$ be a subset of $E_{p} \times F_{q}$ satisfying (A). Assume that $\langle\eta, f\rangle \in K(\xi, \sigma)$ for each $(\xi, \eta) \in \Lambda$. Then $f \in K(\sigma)$.

Proof. Since (A) implies ( $\hat{A}$ ) Corollary 3 of Theorem 5 shows that $f$ is continuous. Corollary 1 then shows that on compact sets

$$
|f(x+y)-f(x)| \leqslant C \sigma(\varepsilon), \quad \text { if }|y| \leqslant \delta \varepsilon,
$$

where $\delta$ is the constant in Corollary l. Since $\sigma$ is subadditive, this implies that $f \in K(\sigma)$.
The remainder of this section is devoted to a proof of Theorem 3.
Denote by $\hat{\mu}$ the Fourier transform of $\mu$ :

$$
\hat{\mu}(z)=\mu\left(e^{-i\langle x, z\rangle}\right), \quad z \in E_{p} .
$$

If $\mu \in M_{\xi}\left(E_{p}\right)$, we clearly have $\hat{\mu}(z)=0$ for each $z$ such that $\langle z, \xi\rangle=0$. Of course the converse also holds, i.e. if $\hat{\mu}(z)=0$ on the hyperplane $\langle z, \xi\rangle=0$, then $\mu \in M_{\xi}\left(E_{p}\right)$. To see this we need only observe that a continuous function $\varphi: \boldsymbol{E}_{\boldsymbol{p}} \rightarrow \mathbf{R}$ such that $\varphi(\boldsymbol{x}+\boldsymbol{t} \boldsymbol{\xi})$ is independent of $t$ for every $x$ can be approximated uniformly on compact sets by linear combinations of exponential functions $e^{i\langle z, x\rangle}$ such that $\langle z, \xi\rangle=0$. The Fourier transform of an arbitrary element of $F_{q} \otimes M\left(E_{p}\right)$ is defined by $\widehat{\eta \otimes \mu}=\eta \otimes \hat{\mu}$ and linear extension to all of $F_{q} \otimes M\left(E_{p}\right)$. The result is an element of $F_{q} \otimes A$, where $A$ denotes the set of complex-valued real analytic functions on $E_{p}$. The set of Fourier transforms of elements in $M\left(E_{p}\right)$ is denoted $\hat{M}\left(E_{p}\right)$.

We can now prove the necessity of the condition $\left(\xi^{0}, \eta^{0}\right) \in P \Lambda$ in Theorem 3 as follows. Take a measure $\mu_{0} \in M_{\xi^{0}}\left(E_{p}\right)$ such that $\hat{\mu}(z)=\left\langle\xi^{0}, z\right\rangle+o(z)$ (e.g. $\mu(\varphi)=i\left(\varphi\left(\xi^{0}\right)-\varphi(0)\right)$ ). Assume that the equality (2.4) holds, take the Fourier transform of both members, and finally single out the linear part of each term. Since $\hat{\mu}_{\nu}(z)=0$ when $\left\langle z, \xi^{\nu}\right\rangle=0$, the linear part of $\hat{\mu}_{\nu}$ must also vanish in the plane $\left\langle z, \xi^{\nu}\right\rangle=0$, i.e. the linear part can be written $b_{\nu}\left\langle z, \xi^{\nu}\right\rangle$ with some complex constant $b_{\nu}$. Thus we obtain the relation

$$
\begin{equation*}
\eta^{0} \otimes\left\langle z, \xi^{0}\right\rangle=\sum_{\nu=1}^{n} \eta^{\nu} \otimes b_{\nu}\left\langle z, \xi^{\nu}\right\rangle, \quad z \in E_{p} . \tag{2.6}
\end{equation*}
$$

It is obvious that the existence of such constants $b_{\nu}$ is equivalent to $\left(\xi^{0}, \eta^{0}\right) \in P \Lambda$.
A natural attempt to prove Theorem 3 would be to take $b_{v}$ such that (2.6) holds and set

$$
\begin{equation*}
u_{\nu}(z)=b_{\nu}\left\langle z, \xi^{\nu}\right\rangle\left(\hat{\mu}_{0}(z) /\left\langle z, \xi^{0}\right\rangle\right) \tag{2.7}
\end{equation*}
$$

This expression defines an analytic function, since $\mu_{0} \in M_{\xi^{0}}\left(E_{p}\right)$. Moreover,

$$
\left.\begin{array}{rl}
\sum_{\nu=1}^{n} \eta^{\nu} \otimes u_{\nu} & =\eta^{0} \otimes \mu_{0} \quad \text { and }  \tag{2.8}\\
u_{\nu}(z) & =0, \quad \text { when }\left\langle z, \xi^{\nu}\right\rangle=0 .
\end{array}\right\}
$$

However, the trouble is that $u_{\nu}$ need not be the Fourier transform of a measure (it is always the Fourier transform of a distribution of order one). The idea of our proof is to modify the functions $u_{\nu}$ so that they become Fourier transforms of measures with compact support without losing the properties (2.8).

Assume that

$$
\begin{equation*}
\eta^{0} \otimes \xi^{0}=\sum_{j=1}^{n} b_{j} \eta^{j} \otimes \xi^{j} \tag{2.9}
\end{equation*}
$$

The assertion of Theorem 3 is that there exist $g_{j} \in \hat{M}\left(E_{p}\right)$ such that

$$
\left.\left.\begin{array}{rl}
\eta^{0} \otimes \hat{\mu}_{0} & =\sum_{j=1}^{n} \eta^{j} \otimes g_{j} \quad \text { and }  \tag{2.10}\\
& g_{j}(z)
\end{array}\right)=0, \quad \text { when }\left\langle z, \xi^{j}\right\rangle=0, j=1, \ldots, n .\right\}
$$

Let the dimension of the linear hull of $\eta^{1}, \ldots, \eta^{n}$ be $r$. Then we can determine $r$ of the $g_{j}$, say $g_{n-r+1}, \ldots, g_{n}$, from (2.10) in terms of $g_{1}, \ldots, g_{n-r}$. Set $n-r=m$. Then the first equation in (2.10) becomes

$$
\begin{equation*}
g_{i}=\sum_{j=1}^{m} a_{i j} g_{j}+a_{i 0} \hat{\mu}_{0}, \quad i=m+1, \ldots, n . \tag{2.11}
\end{equation*}
$$

Thus (2.10) is equivalent to

$$
\left.\begin{array}{c}
\sum_{j=1}^{m} a_{i}, g_{j}=-a_{i 0} \hat{\mu}_{0}, \text { when }\left\langle z, \xi^{i}\right\rangle=0, i=m+1, \ldots, n,  \tag{2.12}\\
g_{i}(z\rangle=0, \text { when }\left\langle z, \xi^{i}\right\rangle=0, i=1, \ldots, m .
\end{array}\right\}
$$

In constructing solutions $g_{j}$ to (2.12) we of course have to use an assumption on $a_{i j}$ corresponding to (2.9). This assumption can be expressed in a convenient form as follows: there exist analytic functions $u_{j}$ such that (2.12) holds with $g_{j}$ replaced by $u_{j}$. In fact, since the functions $u_{j}$ defined by (2.7) satisfy (2.8), these functions must also satisfy (2.12). Thus our problem is to find $g_{j} \in \hat{M}\left(E_{p}\right)$ such that

$$
\begin{equation*}
\sum_{j=1}^{m} a_{i j} g_{j}=\sum_{j=1}^{m} a_{i j} u_{j}, \text { when }\left\langle z, \xi^{i}\right\rangle=0, i=1, \ldots, n, \tag{2.13}
\end{equation*}
$$

where $a_{i j}=\delta_{j}^{i}$ when $i$ and $j \leqslant m$, and $a_{i j}$ are the same as in (2.12) when $m<i \leqslant n$.
For the existence of $g_{j} \in \hat{M}\left(E_{p}\right)$ satisfying (2.13) it is obviously necessary that the restriction of $U_{i}=\sum_{j=1}^{m} a_{i j}, u_{j}$ to the plane $\left\langle z, \xi^{i}\right\rangle=0$ be the Fourier transform of a measure. The functions $U_{i}$ have in fact a stronger property which we will now formulate. Take a non-negative function $\psi$ of class $C^{1}$ on the real line, vanishing when $|t|>1$ and satisfying $\int \psi d t=1$, and set $\psi_{r}(t)=r^{-1} \psi(t / r)$, if $r>0$. Let $w$ be the Fourier transform of $\psi_{r}$, and set $w_{i}(z)=$ $w\left(\left\langle z, \xi^{i}\right\rangle\right)$. Then the function $\left\langle z, \xi^{i}\right\rangle w_{i}(z) \in \hat{M}\left(E_{p}\right)$ (it is actually the Fourier transform of
the measure which takes $\varphi$ into $\left.(1 / i) \int \varphi(t \xi) \psi_{r}^{\prime}(t) d t\right)$. We assert that $w_{i} U_{i} \in \hat{M}\left(E_{p}\right), i=1, \ldots, n$. When $i \leqslant m$, we have $U_{i}=u_{i}$ and hence

$$
\begin{equation*}
w_{i} U_{i}=w_{i} u_{i}=b_{i}\left(\left\langle z, \xi^{i}\right\rangle w_{i}\right)\left(\hat{\mu}_{0}(z) /\left\langle z, \xi^{0}\right\rangle\right), \quad i \leqslant m \tag{2.14}
\end{equation*}
$$

which belongs to $\hat{M}\left(E_{p}\right)$, since each of the expressions within brackets belongs to $\hat{M}\left(E_{p}\right)$. When $i>m$, we have $\sum_{j=1}^{m} a_{i j} u_{j}=-a_{i 0} \hat{\mu}_{0}+u_{i}$, since $u_{i}$ satisfy (2.8) and therefore must satisfy (2.11). Hence

$$
\begin{equation*}
w_{i} U_{i}=-a_{i 0} \hat{\mu}_{0} w_{i}+w_{i} u_{i} \in \hat{M}\left(E_{p}\right), \quad m<i \leqslant n . \tag{2.15}
\end{equation*}
$$

If $h=\hat{\mu}, \mu \in M\left(E_{p}\right)$, we define $\|h\|$ as $\|\mu\|$. If $g, h \in \hat{M}\left(E_{p}\right)$, we have of course $\|g h\| \leqslant$ $\|g\| \cdot\|h\|$. We shall need an estimate of $\left\|w_{i} U_{i}\right\|$. It is immediately seen that $\left\|w_{i}\right\|=1$ and that $\left\|\left\langle z, \xi^{i}\right\rangle w_{i}\right\|=(1 / r) \int\left|\psi^{\prime}(t)\right| d t=C_{0} / r$. It is an elementary fact that if $\operatorname{supp} \mu_{0} \subset B_{r}$, then

Thus, if supp $\mu_{0} \subset B_{r}$, then

$$
\left\|\hat{\mu}_{0}(z) /\left\langle z, \xi^{0}\right\rangle\right\| \leqslant 2 r\left|\xi^{0}\right|^{-1}\left\|\mu_{0}\right\| .
$$

$$
\left\|w_{i} u_{i}\right\| \leqslant\left|b_{i}\right|\left\|\left\langle z, \xi^{i}\right\rangle w_{i}\right\|\left\|\hat{\mu}_{0} /\left\langle z, \xi^{0}\right\rangle\right\| \leqslant\left|b_{i}\right| 2 C_{0}\left|\xi^{0}\right|^{-1}\left\|\mu_{0}\right\| .
$$

Using (2.14) and (2.15) we obtain

$$
\left\|w_{i} U_{i}\right\| \leqslant\left(\left|b_{i}\right| 2 C_{0}\left|\xi^{0}\right|^{-1}+\left|a_{i 0}\right|\right)\left\|\mu_{0}\right\|, \quad i \leqslant n .
$$

The constants $b_{i}$ depend on $\xi^{0}$ and $\eta^{0}$ as well as on $\Lambda$. However, there exists a constant $C$ which depends only on $\Lambda$, such that for each $\left(\xi^{0}, \eta^{0}\right) \in P \Lambda$ there exist $b_{i}$ and $\left(\xi^{i}, \eta^{i}\right) \in \Lambda$ such that (2.9) holds and $\left|b_{i}\right| \leqslant C\left|\xi^{0}\right|\left|\eta^{0}\right|$. Perhaps the simplest way to see this is to replace $\Lambda$ by a finite subset $\Lambda_{1}$ such that $P \Lambda=P \Lambda_{1}$, which is always possible. Similarly we may take $C$ such that $\left|a_{i 0}\right| \leqslant C\left|\eta^{0}\right|$. Thus we obtain

$$
\begin{equation*}
\left\|w_{i} U_{i}\right\| \leqslant C\left|\eta^{0}\right|\left\|\mu_{0}\right\| \tag{2.16}
\end{equation*}
$$

with a constant $C$ which depends only on $\Lambda$.
We shall need the following lemma.
Lemma 3. Let $a_{i j}$ be real numbers, $1 \leqslant i \leqslant n, 1 \leqslant j \leqslant m$. Then there exist polynomials $P_{j k}=P_{j k}\left(x_{1}, \ldots, x_{n}\right), \mathrm{l} \leqslant j \leqslant m, 1 \leqslant k \leqslant n$, of degree at most $n$, such that

$$
\begin{gather*}
P_{j k}(x)=0, \quad \text { if } x_{k}=0, \mathrm{l} \leqslant j \leqslant m, \mathrm{l} \leqslant k \leqslant n  \tag{2.17}\\
\sum_{j=1}^{m} \sum_{k=1}^{n} a_{i j} P_{j k}(x) a_{k l}=a_{i l}, \quad \text { if } \quad x_{i}=1,1 \leqslant i \leqslant n, \mathrm{l} \leqslant l \leqslant m . \tag{2.18}
\end{gather*}
$$

Using this lemma it is simple to complete the proof of Theorem 3. Define functions $p_{j k} \in \hat{M}\left(E_{p}\right)$ by
and define $g_{j}$ by

$$
p_{j k}(z)=P_{j k}\left(w_{1}(z), \ldots, w_{n}(z)\right), \quad z \in E_{y}
$$

$$
g_{j}(z)=\sum_{k=1}^{n} p_{j k}(z) U_{k}(z)=\sum_{k=1}^{n} \sum_{l=1}^{m} p_{j k}(z) a_{k l} u_{l}(z), \quad z \in E_{c^{\prime}}^{\prime}
$$

Then $p_{\text {jk }} U_{k} \in \hat{M}\left(E_{p}\right)$ for every $j$ and $k$, since $P_{j k}$ is divisible by $x_{k}$ and $w_{k} U_{k} \in \hat{M}\left(E_{p}\right)$. Moreover,

$$
\sum_{j=1}^{m} a_{i j} g_{j}(z)=\sum_{j} \sum_{k} \sum_{l} a_{i j} p_{j k}(z) a_{k l} u_{l}(z)=\sum_{l=1}^{m} a_{i l} u_{l}(z)
$$

when $\left\langle z, \xi^{i}\right\rangle=0$ by virtue of (2.18), since $w_{i}(z)=1$ when $\left\langle z, \xi^{i}\right\rangle=0$. This proves (2.13) which has been shown to imply (2.4).

It remains to prove the estimates of $\left\|\mu_{j}\right\|$ and supp $\mu_{j}$. Writing $q_{j k}=p_{j k} / w_{k}$, we have $p_{j k} U_{k}=q_{j k} w_{k} U_{k}$ and $\left\|p_{j k} U_{k}\right\| \leqslant\left\|q_{j k}\right\|\left\|w_{k} U_{k}\right\|=\left\|p_{j k}\right\|\left\|w_{k} U_{k}\right\|$, since $\left\|w_{k}\right\|=1$. An estimate of $\left\|w_{k} U_{k}\right\|$ has been given in (2.16). The norm $\left\|p_{j k}\right\|$ depends formally only on the numbers $a_{i j}$, i.e. on the vectors $\eta^{1}, \ldots, \eta^{n}$, but these may depend on $\xi^{0}$ and $\eta^{0}$. However, since we may assume that $\Lambda$ is finite, it is clear that $\left\|p_{j k}\right\|$ can be estimated by a constant which depends only on $\Lambda$ (actually only on $\{\eta ;(\xi, \eta) \in \Lambda\}$ ). Using (2.16) and the definition of $g_{j}$ we then get

$$
\sum_{j=1}^{m}\left\|\mu_{j}\right\|=\sum_{j=1}^{m}\left\|g_{j}\right\| \leqslant m n C\left|\eta^{0}\right|\left\|\mu_{0}\right\| \leqslant C_{1}\left|\eta^{0}\right|\left\|\mu_{0}\right\|
$$

where $C_{1}$ depends only on $\Lambda$. To prove the estimate of $\operatorname{supp} \mu_{j}$ we use the well-known fact that supp $\varrho_{1} \subset B_{r}$ and supp $\varrho_{2} \subset B_{s}$ implies supp $\left(\varrho_{1} * \varrho_{2}\right) \subset B_{r+s}$. We use the symbol $\mathcal{F}^{-1}$ to denote the inverse Fourier transform. It suffices to find $C$ depending only on $\Lambda$ such that supp $\mathcal{F}^{-1} p_{\text {㓓 }} \subset B_{C r}$. It is seen from the definition of $w_{i}$ that supp $\mathcal{F}^{-1} w_{i} \subset B_{r\left|\xi^{i}\right|}$. Since the degree of each of the polynomials $P_{f k}$ is at most $n$, we must then have

$$
\operatorname{supp} \mathcal{F}^{-1} p_{j k} \subset B_{n r c}
$$

where $c=\sup \{|\xi| ;(\xi, \eta) \in \Lambda\}$, and $\Lambda$ is again assumed to be finite. The proof of Theorem 3 is complete.

Proof of Lemma 3. Let $T=\left(t_{i j}\right)$ be a non-singular $m \times m$ matrix with inverse $S=\left(s_{i j}\right)$. If the matrix $P=\left(P_{j k}\right)$ of polynomials and the matrix $A=\left(a_{i j}\right)$ of real numbers satisfy (2.17) and (2.18), it is easily seen that the matrices

$$
P^{\prime}=S P=\left(\sum_{j=1}^{m} s_{i j} P_{j k}\right) \quad \text { and } \quad A^{\prime}=A T=\left(\sum_{j=1}^{m} a_{i j} t_{j k}\right)
$$

satisfy the same relations. We may choose $T$ so that the last row in the matrix $A^{\prime}$ becomes $(0, \ldots, 0,1)$. We assume that such a transformation has already been made, so that $\left(a_{n 1}, \ldots, a_{n m}\right)=(0, \ldots, 0,1)$.

We will prove the lemma by induction on the number $n$. When $n=1$ the statement is trivial. We assume that the statement is proved for $n-1$. Then there exist polynomials $Q_{j k}=Q_{j k}\left(x_{1}, \ldots, x_{n-1}\right), j \leqslant m, k \leqslant n-1$, of degree at most $n-1$, such that $Q_{j k}=0$ if $x_{k}=0$, and

$$
\sum_{j=1}^{m} \sum_{k=1}^{n-1} a_{i j} Q_{j k} a_{k t}=a_{i t}, \quad \text { if } \quad x_{i}=1, i \leqslant n-1, l \leqslant m
$$

Setting $Q_{j n}=0$ when $j=1, \ldots, m$ we note that the $Q_{j k}$ satisfy (2.17) and (2.18) for $i \leqslant n-1$.
By the induction hypothesis we can also find polynomials $R_{j k}=R_{j k}\left(x_{1}, \ldots, x_{n-1}\right)$, $j \leqslant m-1, k \leqslant n-1$, of degree at most $n-1$, such that $R_{j k}=0$ when $x_{k}=0$, and

$$
\begin{equation*}
\sum_{j=1}^{m-1} \sum_{k=1}^{n-1} a_{i j} R_{j k} a_{k l}=a_{i l}, \quad \text { if } \quad x_{i}=1, i \leqslant n-1, l \leqslant m-1 \tag{2.19}
\end{equation*}
$$

Take $R_{m 1}=\ldots=R_{m n-1}=0, R_{m n}=1$, and

$$
R_{j n}=-\sum_{k=1}^{n-1} R_{j k} a_{k m}, \quad \text { when } \quad j \leqslant m-1
$$

Then, since $a_{n m}=1$, we have

$$
\begin{equation*}
\sum_{k=1}^{n} R_{j k} a_{k m}=\sum_{k=1}^{n-1} R_{\text {jk }} a_{k m}+R_{j n} \cdot \mathbf{l}=\mathbf{0}, \quad \text { if } \quad j \leqslant m-\mathbf{1} . \tag{2.20}
\end{equation*}
$$

We claim that (2.18) holds with $P_{j k}=R_{j k}$. (Note that $R_{j k}$ does not satisfy (2.17), since $R_{m n}=1$.) First let $l<m$. Then $R_{j k} a_{k l}=0$ if $k=n$ or $j=m$, and hence the assertion follows from (2.19) in this case. When $l=m$ we use (2.20) and obtain

$$
\sum_{j=1}^{m} \sum_{k=1}^{n} a_{i j} R_{j k} a_{k m}=\sum_{j=1}^{m-1} 0+a_{i m} \sum_{k=1}^{n} R_{m k} a_{k m}=a_{i m}
$$

for every $x$ and $i \leqslant n$.
Define the polynomials $P_{j k}=P_{j k}\left(x_{1}, \ldots, x_{n}\right)$ of degree at most $n$ by

$$
P_{j k}=\left(1-x_{n}\right) Q_{j k}+x_{n} R_{j k}, j \leqslant m, k \leqslant n .
$$

Then it is easily seen that $P_{j k}$ satisfy (2.17) and (2.18). This completes the proof of the lemma.

## 3. Consequences of the weaker algebraic condition ( $\hat{\mathbf{A}}$ )

We begin by proving a statement concerning infinite differentiability. Using the Fourier transform we reduce this statement to a very simple statement concerning the rate of decrease of a function $E_{p} \rightarrow F_{q}$ at infinity. The proof of the corresponding result for continuity (Corollary 3 of Theorem 5) is more difficult. This result, including the
sharp estimate for the modulus of continuity, will be deduced from a theorem on decomposition of measures analogous to Theorem 3.

Theorem 4. Assume that $\Lambda \subset E_{p} \times F_{q}$ satisfies ( $\hat{A}$ ) and that $f: E_{p} \rightarrow F_{q}$ satisfies

$$
\begin{equation*}
\langle\eta, f\rangle \in C^{\infty}(\xi) \text { for each }(\xi, \eta) \in \Lambda . \tag{3.1}
\end{equation*}
$$

Then $f \in C^{\infty}$. Conversely, if (3.1) implies that $f \in C^{\infty}$, then $(\hat{A})$ holds.
Lemma 4. Assume that $\Lambda$ is a finite subset of $E_{p} \times F_{q}$ satisfying ( $\hat{A}$ ) and that $s$ is a natural number. Then there exists a constant $C$ which is independent of $u$ och $v$ such that

$$
\begin{equation*}
|v||u|^{s} \leqslant C \sum_{(\xi, \eta) \in \Lambda}|\langle\eta, v\rangle||\langle\xi, u\rangle|^{s}, u \in E_{p}, v \in F_{q} . \tag{3.2}
\end{equation*}
$$

Proof. The function on the right-hand side is positively homogeneous with respect to $v$ of degree 1 and with respect to $u$ of degree $s$, and so is the left-hand side. Thus it is sufficient to prove (3.2) when $|v|=|u|=1$. But if $|u|=|v|=1$ the bilinear form $\Phi(\xi, \eta)=$ $\langle u, \xi\rangle\langle v, \eta\rangle$ can not vanish on all of $\Lambda$ in view of the condition ( $\hat{A}$ ). Hence the continuous function on the right-hand side of (3.2) must have a positive lower bound on the compact set $|u|=|v|=1$. This completes the proof.

Proof of Theorem 4. Take $\psi: F_{q} \rightarrow \mathbf{R}, \psi \in C^{\infty}$ such that $\psi=1$ on some open set and $\psi=0$ outside some compact set. It will be enough to prove that $g=\psi f \in C^{\infty}$. It is clear that $\langle\eta, g\rangle \in C^{\infty}(\xi)$ for each $(\xi, \eta) \in \Lambda$. Since $g$ has compact support we can form the Fourier transform $\hat{g}$ of $g$. We may assume that $\Lambda$ is finite. By partial integration we obtain in a well-known way for any natural number $s$ a constant $C_{s}$ such that

$$
|\langle\eta, \hat{g}(z)\rangle||\langle\xi, z\rangle|^{s} \leqslant C_{s},
$$

for every $(\xi, \eta) \in \Lambda$ and $z \in E_{p}$. Applying Lemma 4 we then obtain

$$
|\hat{g}(z)||z|^{s} \leqslant C C_{s}, \quad z \in E_{p}, s=1,2, \ldots
$$

It is well known that this implies that $g \in C^{\infty}$. To prove the converse statement we assume that there exist $u \neq 0$ and $v \neq 0$ such that $\langle u, \xi\rangle\langle v, \eta\rangle=0$ for each $(\xi, \eta) \in \Lambda$. Then, if $h$ is an arbitrary continuous function $\mathbf{R} \rightarrow \mathbf{R}$, the function $f: E_{p} \rightarrow F_{q}$ defined by $f(x)=v h(\langle u, x\rangle)$ satisfies $D_{\xi}\langle\eta, f\rangle=0$ for every $(\xi, \eta) \in \Lambda$, and hence $\langle\eta, f\rangle \in C^{\infty}(\xi)$ for every $(\xi, \eta) \in \Lambda$. But of course $f$ does not in general belong to $C^{\infty}$.

We now turn to the decomposition theorem for measures, which is analogous to Theorem 3 but valid under the weaker assumption $\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda$. The symbol $\hat{P}$ is defined at the end of section 1.

We will denote the convolution of $\mu$ and $\nu \in M\left(E_{p}\right)$ by $\mu * \nu$. The convolution can be defined e.g. by

$$
\mu * \nu(\varphi)=\mu_{y}\left(v_{x}(\varphi(x+y))\right),
$$

where the subscripts have an obvious meaning. If $k$ is a natural number we write $\mu^{* k}$ to denote the convolution $\mu * \mu * \ldots * \mu$ ( $k$ factors). We will frequently use the fact that $\widehat{\mu * v}=\hat{\mu} \hat{\nu}$. This shows that $M_{\xi}\left(E_{p}\right)$ is an ideal in the ring $M\left(E_{p}\right)$.

Theorem 5. Assume that $\Lambda \subset E_{p} \times F_{q}$ and that $\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda$. Then there exists a constant $C$, which depends only on $\Lambda$, with the following properties. For each $\mu_{0} \in M_{\xi^{0}}\left(E_{p}\right)$ such that supp $\mu_{0} \subset B_{r}=\{x ;|x| \leqslant r\}$ there exists $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$ and $\mu_{\nu} \in M_{\xi^{\nu}}\left(E_{\nu}\right), \nu=1, \ldots, n$, such that supp $\mu_{\nu} \subset B_{C r}, \sum_{p-1}^{n}\left\|\mu_{\nu}\right\| \leqslant C\left\|\mu_{0}\right\|^{q}\left|\eta^{0}\right|$, and

$$
\begin{equation*}
\eta^{0} \otimes \mu_{0}^{* q}=\sum_{\nu=1}^{n} \eta^{\nu} \otimes \mu_{\nu} \tag{3.3}
\end{equation*}
$$

If $\mu_{0}$ is discrete, we can take all the measures $\mu_{\nu}$ discrete. Conversely, if for each $\mu_{0} \in M_{\xi^{0}}\left(E_{p}\right)$ there exist $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$ and $\mu_{\nu} \in M_{\xi^{\nu}}\left(E_{p}\right)$ such that (3.3) holds, then $\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda$.

For the proof we need the following lemma, which is precisely the assertion of Theorem 5 in the case where the dimension $q$ is equal to 1 . Denote by $L\left\{\xi^{1}, \ldots, \xi^{n}\right\}$ the linear hull of $\left\{\xi^{1}, \ldots, \xi^{n}\right\}$.

Lemma 5. Assume that $\xi^{0} \in L\left\{\xi^{1}, \ldots, \xi^{n}\right\}, \xi^{\nu} \in E_{p}$, and that $\mu_{0} \in M_{\xi^{0}}\left(E_{p}\right)$, and supp $\mu_{0} \subset$ $B_{r}=\{x ;|x| \leqslant r\}$. Then there exist a constant $C$, which depends only on $\xi^{1}, \ldots, \xi^{n}$, and measures $\mu_{\nu} \in M_{\xi^{v}}\left(E_{p}\right)$ such that

$$
\begin{equation*}
\left\|\mu_{\nu}\right\| \leqslant 2\left\|\mu_{0}\right\| \text { and } \operatorname{supp} \mu_{\nu} \subset B_{C r} \text { for each } \nu, \text { and } \mu_{0}=\sum_{\nu=1}^{n} \mu_{\nu} \tag{3.4}
\end{equation*}
$$

If $\mu_{0}$ is discrete, we may choose $\mu_{\nu}$ discrete.
If $\Gamma \subset E_{p}$, set $M_{\Gamma}=\bigcup\left\{M_{\xi}\left(E_{p}\right) ; \xi \in \Gamma\right\}$. Denoting again the linear hull by $L$ we can formulate one part of Lemma 5 as follows: $M_{L(\Gamma)} \subset L\left(M_{\Gamma}\right)$.

Proof of Lemma 5. Note that Theorem 3 implies all the assertions of the lemma except the fact that $\mu_{\nu}$ can be taken discrete if $\mu_{0}$ is discrete. We will nevertheless give a direct proof here of all the assertions of the lemma. We may assume that $\xi^{1}, \ldots, \xi^{n}$ are linearly independent. If $n<p$ we take $\xi^{n+1}, \ldots, \xi^{p}$ such that $\xi^{1}, \ldots, \xi^{p}$ form a basis for $E_{p}$. Let $P_{m}$, $m=1, \ldots, p$, be the linear operator $E_{p} \rightarrow E_{p}$ which takes $\sum_{v=1}^{p} c_{\nu} \xi^{\nu}$ into $\sum_{\nu=m}^{p} c_{\nu} \xi^{\nu}$, and let $P_{p+1}$ be the 0 -operator. Define $\mu_{\nu}$ by

$$
\mu_{\nu}(\varphi)=\mu_{0}\left(\varphi \circ P_{\nu}-\varphi \circ P_{\nu+1}\right), \quad \nu=1, \ldots, n .
$$

If $\varphi\left(x+t \xi^{m}\right)$ is independent of $t$ for every $x$, the function $\varphi \circ P_{m}-\varphi \circ P_{m+1}$ is identically zero. This shows that $\mu_{m} \in M_{\xi m}\left(E_{p}\right)$. Similarly the function $\varphi \circ P_{n+1}$ is constant in the direction $\xi^{0}$, since $\xi^{0} \in L\left\{\xi^{1}, \ldots, \xi^{n}\right\}$. This shows that $\mu_{0}\left(\varphi \circ P_{n+1}\right)=0$. Hence

$$
\mu_{0}(\varphi)=\mu_{0}(\varphi)-\mu_{0}\left(\varphi \circ P_{n+1}\right)=\sum_{\nu=1}^{n} \mu_{\nu}(\varphi) .
$$

It is obvious that $\mu_{\nu}$ satisfies the estimates (3.4) and that $\mu_{\nu}$ is discrete if $\mu_{0}$ is discrete.
Proof of Theorem 5. Let $B$ be a subspace of $F_{q}$ such that $\eta^{0} \notin B$. Denote by $A$ the linear hull of $\{\xi ;(\xi, \eta) \in \Lambda, \eta \ddagger B\}$. We claim that

$$
\begin{equation*}
\xi^{0} \in A, \text { if }\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda \tag{3.5}
\end{equation*}
$$

In fact, if $\xi^{0} \notin A$, one could choose $u \in E_{p}$ and $v \in F_{q}$ such that $u$ annihilates $A$ and $v$ annihilates $B$, but $\left\langle u, \xi^{0}\right\rangle\left\langle v, \eta^{0}\right\rangle \neq 0$. By the definition of $A$ one would then have $\langle u, \xi\rangle\langle v, \eta\rangle=0$ for every $(\xi, \eta) \in \Lambda$. This, however, contradicts the assumption $\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda$.

Let $N=N\left(\eta^{0}, \Lambda\right)$ be the set of all $\mu \in M\left(E_{p}\right)$ such that

$$
\eta^{0} \otimes \mu=\sum_{\nu=1}^{n} \eta^{\nu} \otimes \mu_{\nu}
$$

for some $\mu_{\nu} \in M_{\xi^{\nu}}\left(E_{p}\right)$, and $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$. Then $N$ is a linear subset of $M\left(E_{p}\right)(N$ is in fact an ideal in the ring $\left.M\left(E_{p}\right)\right)$. Our assertion is that $\mu_{0}^{* q} \in N$, if $\mu_{0} \in M_{\xi^{0}}\left(E_{p}\right)$. Let $N_{0}=N_{0}\left(\eta^{0}, \Lambda\right)$ be the linear hull of the set of all measures $\varrho$ of the form

$$
\begin{equation*}
\varrho=\varrho_{1} * \ldots * \varrho_{k}, \tag{3.6}
\end{equation*}
$$

where $\varrho_{\nu} \in M_{\xi^{\nu}}\left(E_{p}\right),\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda, \nu=1, \ldots, k$, and $\eta^{0} \in L\left\{\eta^{1}, \ldots, \eta^{k}\right\}$. Since each $M_{\xi^{\nu}}\left(E_{p}\right)$ is an ideal, $N_{0}$ is an ideal. We assert that $N_{0} \subset N$. Since $N$ is a linear set, it is enough to verify that each $\varrho$ of the form (3.6) belongs to $N$. But this is obvious, since $\eta^{0}=\sum_{\nu=1}^{k} b_{\nu} \eta^{\nu}$ for some $b_{\nu}$, and hence

$$
\eta^{0} \otimes \varrho=\sum_{\nu=1}^{n} \eta^{\nu} \otimes b_{\nu} \varrho,
$$

where $\varrho$ belongs to each $M_{\xi^{v}}\left(E_{p}\right)$, since $M_{\xi^{\nu}}\left(E_{p}\right)$ is an ideal.
We now assert that $M_{\xi^{0}}\left(E_{p}\right)^{* q} \subset N_{0}$. This will prove (3.3), since of course $\mu_{0}^{* q} \in M_{\xi^{0}}\left(E_{p}\right)^{* q}$. To shorten the formulas we write $M_{\xi}$ instead of $M_{\xi}\left(E_{p}\right)$. We will in fact prove the following stronger statement. If $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$ for $\nu=1, \ldots, k$ and $\eta^{1}, \ldots, \eta^{k}$ are linearly independent, then

$$
\begin{equation*}
M_{\xi_{0}}^{* q-k} * M_{\xi^{1}} * \ldots * M_{\xi^{k}} \subset N_{\mathbf{0}} . \tag{3.7}
\end{equation*}
$$

We will prove (3.7) by induction on $k$ for decreasing $k$. If $k=q$, then (3.7) is obvious. Next, let $k<q$. If $\eta^{0} \in L\left\{\eta^{1}, \ldots, \eta^{k}\right\}$, then (3.7) is again obvious, since in this case we have even

$$
M_{\xi^{1}} * \ldots * M_{\xi^{k}} \subset N_{0} .
$$

If $\eta^{0} \ddagger L\left\{\eta^{1}, \ldots, \eta^{k}\right\}$, we apply (3.5) with $B=L\left\{\eta^{1}, \ldots, \eta^{k}\right\}$. Thus we find $\left(\theta^{j}, \zeta^{j}\right) \in \Lambda, j=1, \ldots, s$, such that $\zeta^{j} \notin B$ for each $j$ and $\xi^{0} \in L\left\{\theta^{1}, \ldots, \theta^{s}\right\}$. Then for each $j$ the $k+1$ vectors $\eta^{1}, \ldots, \eta^{k}$, $\zeta^{j}$ are linearly independent, and hence the induction assumption gives:

$$
\begin{equation*}
M_{\xi_{0}}^{* q-k-1} * M_{\xi^{2}} * \ldots * M_{\xi^{k}} * M_{\theta^{i}} \subset N_{0}, \quad j=1, \ldots, s . \tag{3.8}
\end{equation*}
$$

However, since $\xi^{0} \in L\left\{\theta^{1}, \ldots, \theta^{s}\right\}$, we have $M_{\xi^{\circ}} \subset M_{\theta^{1}}+\ldots+M_{\theta^{s}}$ by Lemma 5, which shows that (3.8) implies (3.7). This completes the proof that $M_{\xi_{0}}^{* a} \subset N_{0} \subset N$.

The proof shows that $\mu_{0}^{* q}$ is the sum of at most $p^{q}$ terms of the type (3.6), where each $\varrho_{i}$ arises from a decomposition of $\mu_{0}$ of the type considered in Lemma 5. Thus each $\varrho_{i}$ can be chosen so that $\left\|\varrho_{i}\right\| \leqslant 2\left\|\mu_{0}\right\|$ and $\operatorname{supp} \varrho_{i} \subset B_{C r}$, if $\operatorname{supp} \mu_{0} \subset B_{r}$, where $C$ depends only on $\{\xi ;(\xi, \eta) \in \Lambda\}$. Then

$$
\operatorname{supp} \varrho=\operatorname{supp} \varrho_{1} * \ldots * \varrho_{k} \subset B_{k C r} \subset B_{a C r},
$$

and

$$
\|\varrho\| \leqslant 2^{k}\left\|\mu_{0}\right\|^{k} \leqslant 2^{q}\left(1+\left\|\mu_{0}\right\|^{q}\right) .
$$

Our proof shows that $\eta^{0} \otimes \mu_{0}^{* \sigma}$ is the sum of at most $p^{q}$ sums of the form $\sum_{v=1}^{q} b_{\nu} \eta^{\nu} \otimes \varrho$, where $\varrho$ is a measure of the form (3.6). To estimate $\left\|\mu_{\nu}\right\|$ it therefore only remains to estimate $b_{\nu}$. However, it is obvious that we can take $b_{\nu}$ so that $\left|b_{\nu}\right| \leqslant C\left|\eta^{0}\right|$, where $C$ depends only on the set $\{\eta ;(\xi, \eta) \in \Lambda\}$. Thus we obtain the estimate

$$
\left\|\mu_{\nu}\right\| \leqslant C\left(1+\left\|\mu_{0}\right\|^{\alpha}\right)\left|\eta^{0}\right|
$$

with a new constant $C$. For homogeneity reasons we must in fact have $\left\|\mu_{\nu}\right\| \leqslant C\left\|\mu_{0}\right\|^{q}\left|\eta^{0}\right|$. Finally, if $\mu_{0}$ is discrete, we can take all the measures $\varrho_{i}$ discrete by Lemma 5, and this of course makes all the measures $\mu_{\nu}$ discrete as well.

We now prove the necessity of the condition $\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda$. If $\left(\xi^{0}, \eta^{0}\right) \notin \hat{P} \Lambda$, we can choose $u$ and $v$ such that $\langle u, \xi\rangle\langle v, \eta\rangle=0$ for every $(\xi, \eta) \in \Lambda$, and $\left\langle u, \xi^{0}\right\rangle\left\langle v, \eta^{0}\right\rangle \neq 0$. Choose bases so that $u=(1,0, \ldots, 0), v=(1,0, \ldots, 0)$. Then $\xi_{1} \eta_{1}=0$ for every $(\xi, \eta) \in \Lambda$ and $\xi_{1}^{0} \eta_{1}^{0} \neq 0$. If the formula (3.3) holds, then in particular

$$
\eta_{1}^{0} \mu_{0}^{* q}=\sum_{\nu=1}^{n} \eta_{1}^{v} \mu_{\nu}
$$

Choose for $\mu_{0}$ the measure $\mu_{0}(\varphi)=\varphi\left(\xi^{0}\right)-\varphi(0)$, and take $\varphi$ depending only on $x_{1}$, i.e. $\varphi(x)=$ $h\left(x_{1}\right)$. Then $\eta_{1}^{\nu} \mu_{\nu}(\varphi)=0$ for each $\nu$, since either $\eta_{1}^{\nu}=0$ or $\mu_{\nu}(\varphi)=0$. But if $h\left(x_{1}\right)=x_{1}^{q}$, for instance, we have

$$
\eta_{1}^{0} \mu_{0}^{* q}(\varphi)=\eta_{1}^{0} q!\left(\xi_{1}^{0}\right)^{q} \neq 0
$$

which gives a contradiction. The proof of Theorem 5 is complete.
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Set $\Delta_{\xi} \varphi(x)=\varphi(x+\xi)-\varphi(x)$ and define $\Delta_{\xi}^{k} \varphi(x)$ recursively by $\Delta_{\xi}^{j} \varphi(x)=\Delta_{\xi} \Delta_{\xi}^{j-1} \varphi(x)$. Applying Theorem 5 with $\mu_{0}(\varphi)=\Delta_{t \xi} \varphi(x)$, $t$ real, we immediately obtain (in the same way as Corollary 1 of Theorem 3 was deduced from Theorem 3):

Corollary 1. Assume that $\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda$ and let $f$ be an arbitrary function
such that

$$
B_{r}=\left\{x ; x \in E_{p},|x| \leqslant r\right\} \rightarrow F_{q}
$$

$$
\left|\Delta_{t \xi}\langle\eta, f(x)\rangle\right| \leqslant C_{1}, \quad \text { when } \quad(\xi, \eta) \in \Lambda, x \in B_{r}, x+t \xi \in B_{r} .
$$

Then there exist constants $\delta>0$ and $C_{2}$ which depend only on $\Lambda$ such that

$$
\begin{equation*}
\left|\Delta_{t \xi 5}^{q}\left\langle\eta^{0}, f(x)\right\rangle\right| \leqslant C_{1} C_{2}\left|\eta^{0}\right|, \quad \text { when } \quad x \in B_{\delta r}, t \xi^{0} \in B_{\delta r} . \tag{3.9}
\end{equation*}
$$

Note that we obtain the estimate (3.9) for quite arbitrary functions, since we can choose the measures $\mu_{\nu}$ in Theorem 5 discrete.

Corollary 2. If $\Lambda \subset E_{p} \times F_{q}$ satisfies $(\hat{A})$ and it $f: E_{p} \rightarrow F_{q}$ is a locally bounded function such that $\langle\eta, f\rangle$ is constant on lines parallel with $\xi$ for each $(\xi, \eta) \in \Lambda$, then $f$ is a (vector valued) polynomial of degree at most $q-1$.

Proof. Applying Corollary 1 with $\mu_{0}$ equal to the difference measure $\mu_{0}(\varphi)=\varphi\left(\xi^{0}\right)-\varphi(0)=$ $\Delta_{\xi^{\circ}} \varphi$, we find that $\left.\Delta_{\xi^{\circ}}^{q}<\eta^{0}, f\right\rangle=0$ for arbitrary $\xi^{0}$ and $\eta^{0}$. It is well known that a locally bounded function $\psi(t)$ of one variable such that $\Delta_{s}^{q} \psi(t)=0$ for all $s$ and $t$ must be a polynomial of degree at most $q-1$. Hence $t \rightarrow\left\langle\eta^{0}, f\left(x+t \xi^{0}\right)\right\rangle$ is a polynomial of degree at most $q-1$ for each $\xi^{0}$ and $\eta^{0}$. It is easy to see that this implies that $f$ is a polynomial of degree at most $q-1$.

Using Corollary 2 we can replace the condition that $f$ is continuous in the corollary of Theorem 2 by the weaker condition that $f$ is bounded.

If $\Lambda$ does not satisfy $(\hat{A})$, of course no regularity property for $f$ follows from the assumptions. In fact, relative to suitable bases in $E_{p}$ and $F_{q}$ we then have $\xi_{1} \eta_{1}=0$ for each $(\xi, \eta) \in \Lambda$, and thus any function $f$ of the form $f(x)=\left(f_{1}\left(x_{1}\right), 0, \ldots, 0\right)$ satisfies the assumptions.

Let us say that the function $f$ is continuous in the direction $\xi$, if $f(x+t \xi)$ tends to $f(x)$ uniformly on compact sets when $t$ tends to zero.

Corollary 3. Assume that $\Lambda \subset E_{p} \times F_{q}$ satisfies $(\hat{A})$, that $f: E_{p} \rightarrow F_{q}$ is locally bounded, and that $\langle\eta, f\rangle$ is continuous in the direction $\xi$ for each $(\xi, \eta) \in \Lambda$. Then $f$ is continuous.

To prove Corollary 3 it remains only to estimate the first difference of a function of one variable in terms of bounds for the $q$ th difference and for the function itself. A
very sharp estimate of this kind is given in Theorem 6. However, if we only want to prove that $f$ is continuous without caring about the modulus of continuity, we can manage with a much weaker estimate, such as the following. Let $k$ be a natural number and let $\psi$ be a real-valued function on a finite interval $I \subset \mathbf{R}$. Set

$$
\omega_{k}(\psi, \varepsilon)=\sup \left\{\left|\Delta_{t}^{k} \psi(x)\right| ; x \in I, x+k t \in I,|t| \leqslant \varepsilon\right\} .
$$

Lemma 6. There exist constants $C$ and $\varepsilon_{0}$, which depend only on the length of the interval $I$, and a constant $C_{\delta}$ depending only on $\delta$, such that

$$
\begin{equation*}
\omega_{1}(\psi, \varepsilon) \leqslant C\left(C_{\delta} \omega_{k}(\psi, \varepsilon)+\delta \max |\psi|\right), \quad \text { if } \quad 0<\varepsilon<\varepsilon_{0} \quad \text { and } \quad \delta>\varepsilon . \tag{3.10}
\end{equation*}
$$

This inequality shows that $\lim _{\varepsilon \rightarrow 0} \omega_{1}(\psi, \varepsilon)=0$, if $\lim _{\varepsilon \rightarrow 0} \omega_{k}(\psi, \varepsilon)=0$. Corollary 1 and Lemma 6 together imply Corollary 3. We do not prove Lemma 6 here. By simple considerations one can prove (3.10) with $C_{\delta}=\delta^{-a}, a>0$. Theorem 6 implies (3.10) with $C_{\delta}=$ $\log (1 / \delta)$.

If we use Theorem 6 we can obtain exact information about the modulus of continuity of $f$.

Corollary 4. If $\Lambda$ satisfies $(\hat{A})$ and $\langle\eta, f\rangle \in K(\xi, \sigma)$ for every $(\xi, \eta) \in \Lambda$, then $f \in K(\hat{\sigma})$.
Proof. We may assume that $\Lambda$ contains only a finite number of elements. Then for each compact set $K \subset E_{p}$ we can choose $C$ (independent of $\varepsilon$ ) such that

$$
\left|\Delta_{t \xi}\langle\eta, f(x)\rangle\right| \leqslant C \sigma(\varepsilon), \quad \text { when }(\xi, \eta\rangle \in \Lambda, x \in K, x+t \xi \in K,|t \xi| \leqslant \varepsilon
$$

Applying Corollary 1 with $B_{r}$ equal to an arbitrary ball with radius $\varepsilon$ contained in $K$ we see that for any compact set $K \subset E_{p}$ there exist $C$ and $\delta>0$ (independent of $\varepsilon$ ) such that

$$
\left|\Delta_{t \xi_{0}}^{q}\left\langle\eta^{0}, f(x)\right\rangle\right| \leqslant C \sigma(\varepsilon), \quad \text { when } \quad x \in K, x+t \xi^{0} \in K,\left|t \xi^{0}\right| \leqslant \delta \varepsilon
$$

Let $K_{0}$ be another compact set, and assume that $K$ is so large that $K_{0}+\{x ;|x| \leqslant 1\} \subset K$. If $x$ is fixed in $K_{0}$, we then have an estimate of the $q$ th difference of the function

$$
h: t \rightarrow\left\langle\eta^{0}, f\left(x+t \xi^{0}\right)\right\rangle
$$

on an interval $I$ of length at least $2 /\left|\xi^{0}\right|$. Thus we have with a new constant $C$

$$
\left|\Delta_{\varepsilon}^{q} h(t)\right| \leqslant C \sigma(\varepsilon), \quad t \in I
$$

(We frequently use the fact that $\sigma(a \varepsilon) \leqslant(a+1) \sigma(\varepsilon)$ in view of the subadditivity.) By Theorem 6 with $k=1$ this implies that $h \in K(\hat{\sigma})$. Here it is essential that $\hat{\sigma}$ is definied so
that $\varepsilon \leqslant C \hat{\sigma}(\varepsilon)$ even if $\sigma(\varepsilon)=0$. Applying this result for $\xi^{0}$ and $\eta^{0}$ in a pair of bases for $E_{p}$ and $F_{q}$ we obtain $f \in K(\hat{\sigma})$.

The assumption that $f$ is locally bounded, which is included in the definition of $K(\xi, \sigma)$, can not be omitted. This is seen from the example considered after Theorem 3. With the same notation, $\left\langle\xi^{\nu}, f\right\rangle$ is constant on lines parallel with $\xi^{\nu}$ for $\nu=1,2,3$, and $\Lambda$ satisfies $(\hat{A})$, if $\Lambda=\left\{\left(\xi^{\nu}, \eta^{\nu}\right) ; \nu=1,2,3\right\}$. But $f$ is not continuous if $h$ is a non-measurable solution of $h(s+t)=h(s)+h(t)$.

Finally we make a comment on the number $q$ in the term $\mu_{0}^{* q}$ in Theorem 5. Assume that $\hat{\mu}_{0}(z)=\left\langle\xi^{0}, z\right\rangle+o(z)$ and that formula (3.3) holds. Taking the Taylor expansion of degree $m$ of the Fourier transform of both sides we obtain

$$
\begin{equation*}
\eta^{0} \otimes\left\langle\xi^{0}, z\right\rangle^{m}=\sum_{\nu=1}^{n} \eta^{\nu} \otimes r_{\nu}(z)\left\langle\xi^{\nu}, z\right\rangle, \tag{3.11}
\end{equation*}
$$

for some homogeneous real-valued polynomials $r_{\nu}(z)$ of degree $m-1$. If

$$
\Lambda=\left\{\left(\xi^{\nu}, \eta^{\nu}\right) ; \nu=1,2, \ldots, n\right\}
$$

is fixed and $m$ is fixed, the dimension of the linear space of expressions on the right-hand side of (3.11) is at most $n\binom{m+p-2}{m-1}$, since the number of terms in each $r_{\nu}(z)$ is at most $\binom{m+p-2}{m-1}$. The dimension of the linear space spanned by all the functions $\eta^{0} \otimes\left\langle\xi^{0}, z\right\rangle^{m}$ for $\xi^{0} \in E_{p}, \eta^{0} \in F_{q}$ is $q\binom{m+p-1}{m}$. Thus, if for each $\xi^{0} \in E_{p}$ and $\eta^{0} \in F_{q}$ there exist $r_{\nu}(z)$ such that (3.11) holds, we must have $n\binom{m+p-2}{m-1} \geqslant q\binom{m+p-1}{m}$ or equivalently $n \geqslant q(m+p-1) / m$. However, if $m<q$ and $p>1$, then $q(m+p-1) / m>q+p-1$, which implies that $n>q+p-1$. On the other hand, for any $p$ and $q$ there exist $\Lambda$ consisting of precisely $p+q-1$ elements such that $\hat{P} \Lambda=E_{p} \times F_{q}$ (Lemma 7). These observations prove that the number $q$ in the term $\mu_{0}^{* q}$ in Theorem 5 cannot be replaced by any smaller number depending only on $p$ and $q$.

We have seen that if $\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda$, then there exist polynomials $r_{\nu}(z)$ of degree $q-1$ and $\left(\xi^{\nu}, \eta^{\nu}\right) \in \Lambda$ such that

$$
\begin{equation*}
\eta^{0} \otimes\left\langle\xi^{0}, z\right\rangle^{a}=\sum_{v=1}^{n} \eta^{\nu} \otimes r_{v}(z)\left\langle\xi^{\nu}, z\right\rangle \tag{3.12}
\end{equation*}
$$

(The converse statement is of course also true.) An examination of our proof of Theorem 5 shows that its algebraic content is very close to a proof of this fact. To make this point clear we need to reformulate (3.12). Let $E_{p}^{\vee q}=E_{p} \vee \ldots \vee E_{p}$ ( $q$ factors) denote the symmetric
tensor product of $q$ copies of $E_{p}$ (see [2] for a definition). The elements of $E_{p}^{\vee q}$ can be identified with homogeneous polynomials of degree $q$ in $p$ variables. Set $G=F_{q} \otimes E_{p}^{v q}$. Let $G_{\Lambda}$ denote the set consisting of all elements of $G$ of the form $\eta \otimes \xi \vee \xi^{1} \vee \ldots \vee \xi^{q-1}$, where $(\xi, \eta) \in \Lambda$ and $\xi^{1}, \ldots, \xi^{q-1}$ are arbitrary elements of $E_{p}$. Let $L$ denote linear hull. Then $\eta^{0} \otimes\left(\xi^{0}\right)^{\vee q} \in L\left(G_{\Lambda}\right)$ means precisely the same as (3.12). It is easy to see that our proof of Theorem 5 shows that $\left(\xi^{0}, \eta^{0}\right) \in \hat{P} \Lambda$ implies $\eta^{0} \otimes\left(\xi^{0}\right)^{\vee q} \in L\left(G_{\Lambda}\right)$. However, we wish to emphasize that one cannot deduce Theorem 5 from this fact. Theorem 5 depends also on the fact that-in somewhat vague terms-one can generate $L\left(G_{\Lambda}\right)$ from $G_{\Lambda}$ by varying one of the $\xi^{\nu}$ at a time.

## 4. Conclusion of proof of Theorem $I$

Corollary 2 of Theorem 3 and Corollary 4 of Theorem 5 together prove the first part of Theorem 1. It remains to prove the necessity of (1.3) or (1.4).

To prove that (1.3) or (1.4) holds means to prove that each of the following three statements hold
( $a_{1}$ )
$\left(a_{2}\right)$
( $a_{3}$ )
$\sigma \prec \tau$
$\Lambda$ satisfies ( $\hat{A}$ )
$\hat{\sigma}<\tau$ or $\Lambda$ satisfies ( $A$ ).

If (1.5) implies that $f \in K(\tau)$, it is obvious that $\left(a_{1}\right)$ holds. That ( $a_{2}$ ) must hold follows from the remark following Corollary 2 of Theorem 5. It remains to prove ( $a_{3}$ ). Let us assume that $(A)$ does not hold; we then have to prove that $\hat{\sigma}<\tau$. We shall do this by constructing a function $f: E_{p} \rightarrow F_{q}$ such that
( $\mathrm{b}_{1}$ )
$\left(b_{2}\right)$
$\langle\eta, f\rangle \in K(\xi, \sigma)$ for each $(\xi, \eta) \in \Lambda$, and
$f \in K(\tau)$ implies $\hat{\sigma}<\tau$.

Since $(A)$ does not hold there exists a non-trivial bilinear form $\Phi:\left(E_{p}, F_{q}\right) \rightarrow \mathbf{R}$ which vanishes on $\Lambda$. We can represent $\Phi$ in the form $\Phi(\xi, \eta)=\langle A \xi, \eta\rangle$, where $A$ is a linear operator $E_{p} \rightarrow F_{q}$. Set

$$
f(x)=(A x| | A x \mid) \hat{\sigma}(|A x|), \quad x \in E_{p} .
$$

Then $\left(\mathrm{b}_{2}\right)$ is obviously true. We claim that $\langle\eta, f\rangle \in K(\xi, \sigma)$ whenever $\langle A \xi, \eta\rangle=0$; this will prove ( $\mathrm{b}_{1}$ ). We may assume $|A x|<|A(x+t \xi)|$. Then

$$
\begin{aligned}
|\langle\eta, f(x+t \xi)-f(x)\rangle| & =\left|\langle\eta, A x\rangle\left(\frac{\dot{\sigma}(|A(x+t \xi)|)}{|A(x+t \xi)|}-\frac{\hat{\sigma}(|A x|)}{|A x|}\right)\right| \\
& \leqslant|\langle\eta, A x\rangle| \int_{|A x|}^{|A(x+t \xi)|} s^{-2} \sigma(s) d s .
\end{aligned}
$$

Using first the fact that $\sigma$ is increasing and then that $\sigma(s t) \leqslant(1+s) \sigma(t)$ we obtain, if $a<b$,

$$
\begin{aligned}
\int_{a}^{b} s^{-2} \sigma(s) d s & \leqslant \sigma(b) \int_{a}^{b} s^{-2} d s=\sigma(b)(b-a) /(a b) \\
& \leqslant \sigma(b-a)\left(1+\frac{b}{b-a}\right) \frac{b-a}{a b} \leqslant(2 / a) \sigma(b-a) .
\end{aligned}
$$

With $a=|A x|, b=|A(x+t \xi)|$, we have $b-a \leqslant|A t \xi|$ and hence

$$
|\langle\eta, f(x+t \xi)-f(x)\rangle| \leqslant 2|\eta| \sigma(|A t \xi|) \leqslant 2|\eta|(\mathrm{I}+|A \xi|) \sigma(|t| j .
$$

This completes the proof of Theorem 1.
We will now state a few consequences of Theorem 1.
There is a simple sufficient condition on $\Lambda$ in order that $\hat{P} \Lambda=E_{p} \times F_{q}$. To formulate this condition we need the following definition. A finite or infinite set $H$ of elements of a linear space is said to be r-wise linearly independent, if each subset of $H$ consisting of at most $r$ elements forms a linearly independent set. It is obvious that if $p \geqslant 2$ there are infinite subsets of $E_{p}$ which are $p$-wise linearly independent.

Lemma 7. Assume that $\Lambda=\left\{\left(\xi^{\nu}, \eta^{\nu}\right) ; \nu=1, \ldots, p+q-1\right\} \subset E_{p} \times F_{q}$, where $\left\{\xi^{\nu}\right\}$ is $p$-wise and $\left\{\eta^{\nu}\right\}$ is $q$-wise linearly independent. Then $\Lambda$ satisfies $(\hat{A})$, i.e. $\hat{P} \Lambda=E_{p} \times F_{q}$.

Proof. Assume that $\left\langle u, \xi^{\nu}\right\rangle\left\langle v, \eta^{\nu}\right\rangle=0$ for every $\nu$. Then either $\langle u, \xi \nu\rangle=0$ for a set of $p$ indices, or $\left\langle v, \eta^{\nu}\right\rangle=0$ for a set of $q$ indices $v$. This shows that $u$ or $v$ must be equal to zero.

The above argument shows that $\hat{P} \Lambda \neq E_{p} \times F_{q}$ if $\Lambda$ contains less than $p+q-1$ elements. If, in addition, $\left\{\xi^{\nu}\right\}$ is $p$-wise and $\left\{\eta^{\nu}\right\}$ is $q$-wise linearly independent, we can in fact prove that $\hat{P} \Lambda$ is as small as it can be, namely $\hat{P} \Lambda=\Lambda$. This statement together with Lemma 7 shows that in the case where $\left\{\xi^{\nu}\right\}$ is $p$-wise and $\left\{\eta^{\nu}\right\}$ is $q$-wise linearly independent we must have either $\hat{P} \Lambda=E_{p} \times F_{q}$ or $\hat{P} \Lambda=\Lambda$, depending on whether or not $\Lambda$ contains at least $p+q-1$ elements. We will not prove this statement here.

Corollary 1. Let $\sigma \in \Sigma$ and assume that $\xi^{\nu} \in \mathbf{R}^{p}, \nu=1, \ldots, m \geqslant p$, form a $p$-wise linearly independent set of vectors. Let $g_{\nu}$ be functions from $\mathbf{R}^{p}$ to $\mathbf{R}$ such that $g_{\nu} \in K(\xi \nu, \sigma)$ for each $\nu$. Assume moreover that

$$
\sum_{\nu=1}^{m} c_{i v} g_{\nu}=0, \quad i=1, \ldots, p-1
$$

and that the $m+p-1$ vectors in $\mathbf{R}^{m}(1,0, \ldots, 0), \ldots,(0, \ldots, 0,1),\left(c_{1,1}, \ldots, c_{1, m}\right), \ldots,\left(c_{p-1,1}, \ldots\right.$, $\left.c_{p-1, m}\right)$ form an m-wise linearly independent set. Then each $g_{\nu} \in K(\hat{\sigma})$.

Proof. Define $f: \mathbf{R}^{p} \rightarrow \mathbf{R}^{m}$ by $f=\left(g_{1}, \ldots, g_{m}\right)$ and take $\eta^{\nu} \neq 0$ parallel to the $\nu$ th coordinate axis in $\mathbf{R}^{m}$ when $\nu \leqslant m$ and $\eta^{\nu}=\left(c_{\nu-m, 1}, \ldots, c_{\nu-m, m}\right)$, when $m<\nu \leqslant m+p-1$. Then for arbitrary
$\xi^{m+1}, \ldots, \xi^{m+p-1}$ we have $\left\langle\eta^{\nu}, f\right\rangle \in K\left(\xi^{\nu}, \sigma\right)$ for $\nu=1, \ldots, m+p-1$. Hence $f \in K(\hat{\sigma})$ by Theorem 1 and Lemma 7.

In the case $p=2$ we obtain the following.
Corollary 2. Let $\sigma \in \Sigma$ and let $\xi^{\nu} \in \mathbf{R}^{2}, \boldsymbol{\nu}=1, \ldots, m$, be pairwise linearly independent. Let $g_{\nu}$ be functions from $\mathbf{R}^{2}$ to $\mathbf{R}$ and assume that $g_{\nu} \in K\left(\xi^{\nu}, \sigma\right)$ for each $\nu$ and that $\sum_{\nu=1}^{m} g_{\nu}=0$. Then $g_{\nu} \in K(\hat{o})$ for each $v$.

Note that the last condition of Corollary 1 is trivially satisfied in this case, since all the coefficients $c_{1 v}$ are equal to 1 . Note also that the assertion of Corollary 2 is trivial if $m \leqslant 2$. The example considered after Theorem I corresponds to the case $m=3$ in Corollary 2.

In a recent paper [1] we applied a result very close to Corollary 2 (Lemma 7 in [1]). Here it was known of a continuous function $f: \mathbf{R}^{p} \rightarrow \mathbf{R}^{p}$ that $\langle\xi, f\rangle \in K(\xi, \sigma)$ for every nonzero $\xi \in \mathbf{R}^{p}$, and we wanted to estimate the modulus of continuity of $f$. The estimate that we gave in [1] was not the best possible. However, this situation is easily analysed by means of Theorem 1. Setting $\Lambda=\left\{(\xi, \xi) ; 0 \neq \xi \in \mathbf{R}^{p}\right\}$ we have of course $\hat{P} \Lambda=E_{p} \times F_{q}$, but $P \Lambda \neq E_{p} \times F_{q}$. This shows that $f \in K(\hat{o})$ and that no stronger conclusion is possible.

## 5. The inequality for the moduli of smoothness

In the proof of Theorem 1 we used an inequality between the so-called moduli of smoothness of various orders, which was first proved by Marchaud [3]. This inequality will now be described. In order to make the paper self-contained we have included a proof here. A proof can also be found in Timan's book on approximation theory [4].

Let $g$ be a real-valued function on a finite subinterval $I$ of $\mathbf{R}$ and $k$ a natural number. The $k$ th order difference

$$
\Delta_{t}^{k} g(x)=\sum_{j=0}^{k}\binom{k}{j}(-1)^{j+k} g(x+j t)
$$

and the modulus of smoothness of order $k$

$$
\omega_{k}(g, \varepsilon)=\sup \left\{\left|\Delta_{t}^{k} g(x)\right| ; x \in I, x+k t \in I,|t| \leqslant \varepsilon\right\}
$$

have already been considered. When $k=1, \omega_{k}(g, \varepsilon)$ is of course the modulus of continuity of $g$. It is obvious that $\omega_{k}(g, \varepsilon) \geqslant 2^{k-n} \omega_{n}(g, \varepsilon)$ if $k \leqslant n$. The result of Marchaud is an estimate in the opposite direction.

Theorem 6. There exists a constant $C$ which depends only on $q$ and on the length of the interval $I$, such that if $\mathrm{l} \leqslant k \leqslant q$,

$$
\begin{equation*}
\omega_{k}(g, \varepsilon) \leqslant C \varepsilon^{k}\left(\int_{\varepsilon}^{1} t^{-k-1} \omega_{q}(g, t) d t+\sup |g|\right), \varepsilon>0 \tag{5.1}
\end{equation*}
$$

Special cases of Theorem 6 have frequently been considered in the literature. For example, Zygmund considers so-called smooth functions in connection with trigonometric series [5]. A function is called uniformly smooth in an interval, if $(f(x+t)+f(x-t)-2 f(x)) / t$ tends to zero uniformly when $t$ tends to zero. It is well known that such a function must have modulus of continuity $O(\varepsilon \log (1 / \varepsilon))$. This simple assertion is of course implied by Theorem $6\left(k=1, q=2, \omega_{2}(g, \varepsilon) \leqslant C \varepsilon\right)$.

The inequality (5.1) is closely related to the theory of best approximation. Note for example that the expression $\hat{\sigma}(\varepsilon)$ occurs in the converse of Jackson's theorem (see Timan [4], section 6.2.1).

Proof of Theorem 6. Let $T_{h}$ be the translation operator defined by $T_{h} g(t)=g(t+h)$ and $J$ the identity operator. Using the fact that $T_{h}^{2}=T_{2 h}$ we obtain (multiplication of operators defined as usual)

$$
\begin{aligned}
\left(T_{2 h}-J\right)^{k}-2^{k}\left(T_{h}-J\right)^{k} & =\left(T_{h}-J\right)^{k}\left(\left(T_{h}+J\right)^{k}-2^{k} J\right) \\
& =\left(T_{h}-J\right)^{k+1}\left(\left(T_{h}+J\right)^{k-1}+\left(T_{h}+J\right)^{k-2} 2+\ldots+2^{k-1} J\right)
\end{aligned}
$$

Since $\left(T_{h}-J\right)^{k} g=\Delta_{h}^{k} g$, this shows that for each $t$ and $h$ such that $t \in I$ and $t+2 k h \in I$ we have

$$
\left|\Delta_{2 h}^{k} g(t)-2^{k} \Delta_{n}^{k} g(t)\right| \leqslant k 2^{k-1} \omega_{k+1}(g,|\hbar|) .
$$

By the triangle inequality we then obtain

$$
\begin{equation*}
\left|\Delta_{h}^{k} g(t)\right| \leqslant 2^{-k} \omega_{k}(g,|2 h|)+(k / 2) \omega_{k+1}(g,|h|), \quad \text { if } t \in I, t+2 h k \in I . \tag{5.2}
\end{equation*}
$$

Let $d(I)$ denote the length of $I$. Assume that $t \in I, t+h k \in I$ and that $|h k| \leqslant d(I) / 3$. Then either $t-h k \in I$ or $t+2 h k \in I$. Using this observation and the fact that $\left|\Delta_{h}^{k} g(t)\right|=\left|\Delta_{-h}^{k} g(t+h)\right|$ we obtain (5.2) for all $t$ and $h$ such that $t \in I, t+h k \in I$ and $|h k| \leqslant d(I) / 3$. Hence

$$
\begin{equation*}
\omega_{k}(g, \varepsilon) \leqslant 2^{-k} \omega_{k}(g, 2 \varepsilon)+(k / 2) \omega_{k+1}(g, \varepsilon), \quad \text { if } 0<\varepsilon<d(I) / 3 k . \tag{5.3}
\end{equation*}
$$

Repeated use of (5.3) will now prove the theorem when $q=k+1$. Let us show this by an induction argument. Set

$$
H_{l k}(\varepsilon)=\varepsilon^{k}\left(\int_{\varepsilon}^{1} s^{-k-1} \omega_{k+1}(g, s) d s+\sup |g|\right) .
$$

If $C>k^{2}$ and $\varepsilon<\frac{1}{2}$ we have, since $\omega_{k+1}(g, \varepsilon)$ is increasing,

$$
\begin{align*}
(k / 2) \omega_{k+1}(g, \varepsilon) & \leqslant \omega_{k+1}(g, \varepsilon) C \varepsilon^{k} \int_{\varepsilon}^{2 \varepsilon} s^{-k-1} d s \\
& \leqslant C \varepsilon^{k} \int_{\varepsilon}^{2 \varepsilon} s^{-k-1} \omega_{k+1}(g, s) d s \leqslant C\left(H_{k}(\varepsilon)-2^{-k} H_{k}(2 \varepsilon)\right) \tag{5.4}
\end{align*}
$$

Adding (5.3) and (5.4) gives

$$
\begin{equation*}
\omega_{k}(g, \varepsilon)-C H_{k}(\varepsilon) \leqslant 2^{-k}\left(\omega_{k}(g, 2 \varepsilon)-C H_{k}(2 \varepsilon)\right), \quad \text { if } \quad 0<\varepsilon<\varepsilon_{0} \tag{5.5}
\end{equation*}
$$

where $\varepsilon_{0}=\min \left(\frac{1}{2}, d(I) / 3 k\right)$. Since $\omega_{k}(g, \varepsilon) \leqslant 2^{k} \sup |g|$, it is clear that $\omega_{k}(g, \varepsilon)-C H_{k}(\varepsilon) \leqslant 0$ when $\varepsilon_{0}<\varepsilon<1$, if $C>\left(2 / \varepsilon_{0}\right)^{t}$. This together with (5.5) proves the theorem in the special case where $q=k+1$.

Using this special case of the inequality we obtain, if $n \geqslant k+1$,

$$
\begin{aligned}
\int_{\varepsilon}^{1} s^{-k-1} \omega_{n}(g, s) d s & \leqslant \int_{\varepsilon}^{1} s^{-k-1} C s^{n}\left(\int_{s}^{1} u^{-n-1} \omega_{n+1}(g, u) d u+\sup |g|\right) d s \\
& \leqslant C \int_{\varepsilon}^{1} u^{-n-1} \omega_{n+1}(g, u) \int_{\varepsilon}^{u} s^{n-k-1} d s d u+C \sup |g| \\
& \leqslant C \int_{\varepsilon}^{1} u^{-n-1} \omega_{n+1}(g, u) u^{n-k} d u+C \sup |g| \\
& =C \int_{\varepsilon}^{1} u^{-k-1} \omega_{n+1}(g, u) d u+C \sup |g|
\end{aligned}
$$

Combining this inequality with the special case already proved we obtain the general case inductively.
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