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Abstract

With the advances of information communication technologies, it is critical to improve the efficiency and accuracy

of emergency management systems through modern data processing techniques. Geographic information system

(GIS) models and simulation capabilities are used to exercise response and recovery plans during non-disaster

times. They help the decision-makers understand near real-time possibilities during an event. In this paper, a

participatory sensing-based model for mining spatial information of urban emergency events is introduced. Firstly,

basic definitions of the proposed method are given. Secondly, positive samples are selected to mine the spatial

information of urban emergency events. Thirdly, location and GIS information are extracted from positive samples.

At last, the real spatial information is determined based on address and GIS information. Moreover, this study

explores data mining, statistical analysis, and semantic analysis methods to obtain valuable information on public

opinion and requirements based on Chinese microblog data. Typhoon Chan-hom is used as an example. Semantic

analysis on microblog data is conducted and high-frequency keywords in different provinces are extracted for

different stages of the event. With the geo-tagged and time-tagged data, the collected microblog data can be

classified into different categories. Correspondingly, public opinion and requirements can be obtained from the

spatial and temporal perspectives to enhance situation awareness and help the government offer more effective

assistance.
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1 Introduction
With the advances of information communication tech-

nologies, such as cloud computing [1, 2], Internet of

Things [3, 4], and big data [5, 6], it is critical to improve

the efficiency and accuracy of emergency management

systems through modern data processing techniques.

The past decade has witnessed the tremendous technical

advances in sensor networks, Internet/Web of Things,

cloud computing, mobile/embedded computing, spatial/

temporal data processing, and big data, and these

technologies have provided new opportunities and solu-

tions to emergency management. Data processing/analysis

in emergency management is a typical big data scenario.

Numerous sensors and monitoring devices continuously

sample the states of the physical world, while the web data

processing techniques make the Internet a big data reposi-

tory which can reflect the states of the cyber world and

the human world. The efficient processing of these data

imposes a challenge to the data management community.

It is important to develop advanced data management and

data processing mechanisms to support disaster detection,

disaster response and control, rescue resource planning

and scheduling, and emergency commanding. The obje-

ctive conditions, such as the lack of information, timely

changeable situation, short time for decision-making, and

serious consequences, bring a great challenge for the

government emergency response. The extraction of

accurate information is very important in emergency

response. Social media provide a platform for data mining

and information extraction.

* Correspondence: juven_xz@163.com

This paper is the extended version (50 % new content) of the conference

paper accepted by EM-GIS2015.
1Tsinghua University, Beijing, China
2The Third Research Institute of the Ministry of Public Security, Shanghai,

China

Full list of author information is available at the end of the article

© 2016 Xu et al. Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International
License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons
license, and indicate if changes were made.

Xu et al. EURASIP Journal on Wireless Communications and Networking  (2016) 2016:44 

DOI 10.1186/s13638-016-0553-0

http://crossmark.crossref.org/dialog/?doi=10.1186/s13638-016-0553-0&domain=pdf
mailto:juven_xz@163.com
http://creativecommons.org/licenses/by/4.0/


Emergency management aims to develop strategies

and establish operations to decrease the potential impact

of unexpected events (i.e., human or natural disasters).

By quick response and rescue, it saves human lives from

the secondary disasters and enhances the stability of

communities after disasters. Emergency management

involves four stages: planning and mitigation, prepared-

ness, response, and recovery. Geospatial applications

(including geographic information system (GIS)) have

been extensively used in each stage of emergency

management. Decision-makers can utilize the geospatial

information to develop planning and mitigation strat-

egies. GIS models and simulation capabilities are used to

exercise response and recovery plans during non-

disaster times. They help the decision-makers under-

stand near real-time possibilities during an event.

The recent evolution of the Internet has permitted an

unprecedented increase in content created by non-

specialist users, thanks to a reduction in technical

barriers [7]. Web users can provide their geographic in-

formation through social media, such as Twitter1 and

Weibo2; these are now commonly referred to as volun-

teered geographic information (VGI), having a huge po-

tential to engage citizens in place-based issues and

provide significant, timely, and cost-effective source for

geographer’s and other spatially related fields of research

and management [8]. Usually, the Weibo users can be

“social sensors [9].” A social sensor is defined as an

agent that provides information about its environment

on a social network after interaction with other agents

[10]. The sensing message from social sensors can be

used during a live fire emergency or traffic updates.

Studies on emergency response using social media data

have drawn much academic attention. Existing studies

mainly focus on three perspectives: (1) information

spreading on social network; (2) geolocation information

subtraction; and (3) semantic analysis. The information

dissemination of social media can enhance timely situ-

ation awareness in a crisis situation, because they can re-

port on-the-ground information from general public and

allow the government to spread information to a wide

group of people. The geolocation information of social

media data plays an important role in emergency detec-

tion and quick response. The geolocation related to

social media data included content-based location, post-

ing location, and registration location, and they were

used to estimate the geographical location of a crisis.

The semantic analysis of twitter messages is also of signifi-

cance in situation awareness and emergency response. It

can help extract information on damages, request for

assistance, casualties, or warning to enhance situation

awareness and receive assistance during crisis.

In this paper, a participatory sensing-based model for

mining spatial information of urban emergency events is

introduced. Firstly, basic definitions of the proposed

method are given. Secondly, positive samples are se-

lected to mine the spatial information of urban emer-

gency events. Thirdly, location and GIS information are

extracted from positive samples. At last, the real spatial

information is determined based on address and GIS

information. Moreover, this study explores data mining,

statistical analysis, and semantic analysis methods to ob-

tain valuable information on public opinion and require-

ments based on Chinese microblog data. Typhoon

Chan-hom is used as an example. Semantic analysis on

microblog data is conducted, and high-frequency key-

words in different provinces are extracted for different

stages of the event. With the geo-tagged and time-

tagged data, the collected microblog data can be classi-

fied into different categories. Correspondingly, public

opinion and requirements can be obtained from the

spatial and temporal perspectives to enhance situ-

ation awareness and help government offer more

effective assistance.

The rest of the paper is organized as follows. In the next

section, the related work is given. Section 3 presents the

proposed model. Case studies on real data sets are con-

ducted in Section 4. The application on the proposed

method is given in Section 5. The last section gives the

conclusion of our work.

2 Related works
The early related work in this emerging research field

has addressed the use of social media to generate map

mashups to support collaborative real-time mapping

[11] and give the overview of harvesting geospatial

content [12]. Earle et al. [13] attempted assessing how

fast tweeters reacted to the smaller (4.3 magnitude) and

much more localized earthquake of Morgan Hill, CA, in

March, 2009. Recently, the work of harvesting spatial

information from the web has seen some activity in

recent years. For example, it has been demonstrated that

general purpose points of interest (POI) can be automat-

ically derived from the users’ map annotations [14] and

vague geographic regions (e.g., Midlands or Middle

West) delineated. Besides the texture content, georefer-

enced pictures from the photo-sharing website such as

Flickr have been processed in terms of their density to

show where the most famous landmarks are for a given

location [15]. The Geospatial Exploratory Data Mining

Web Agent that retrieves geographic information from

web pages (related to outdoor activities) has also recently

been discussed [16].

Recently, with the high-speed development of the social

networks, such as Twitter and Weibo, many researchers

have published their work of using the data from social

networks including special events and localization of

natural disasters [17]. Sakaki et al. [18] investigated the
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real-time nature of Twitter and put particular attention to

event detection. The Twitter users are regarded as sensors.

Their messages are used for detecting earthquake. A

reporting system is developed for use in Japan by their

proposed methods. Crooks et al. [19] thought Twitter as a

distributed sensor system. They analyzed the spatial and

temporal features of the Twitter feed activity responding

to a 5.8-magnitude earthquake. Their experimental results

argued that the Twitter users represent a hybrid form of a

sensor system that allows for the identification and

localization of the impact area of the event. Longueville et

al. [20] used Twitter as a source of spatial-temporal infor-

mation. By focusing on a real-life case of forest fire, they

aimed to demonstrate its possible role to support emer-

gency planning, risk, and damage assessment activities.

3 The proposed method

In this section, the proposed method is illustrated. Firstly,

basic definitions of the proposed method are given.

Secondly, positive samples are selected to mine the spatial

information of urban emergency events. Thirdly, the

semantic analysis of the social media is given. Fourthly,

location and GIS information are extracted from positive

samples. At last, the real spatial information is determined

based on address and GIS information.

3.1 Basic definitions

In this section, basic definitions of the proposed method

are given. An event is something that happens at some

specific time, and often some specific places [15]. In the

proposed method, the spatial information of an urban

emergency event can be mined since some messages

sensing by social users have exact location information.

An urban emergency event is defined as follows.

3.1.1 Definition 1. Urban emergency event, e

An urban emergency event e is a tubal {T, L}, where

T and L is the life course and spatial of e.

3.1.2 Definition 2. Words set of an urban emergency event

e, W

Words set consists of keywords of an urban emergency

event. Usually, these words can be used to search

messages of an urban emergency event. It is noted that

elements in the words set are synonyms since social

users may use different words to describe the same

urban emergency event.

Crowdsourcing or participatory sensing may be a poten-

tial solution mining the spatial information of urban

emergency events. The proposed method aims at collect-

ing and analyzing the spatial information from social

users. The social network can be seen as a sensor receiver.

Usually, the social network users can be seen as social

sensors. The proposed method is set as a hierarchical data

model including three different layers. The different layers

of the proposed method are illustrated in Fig. 1.

(1)Social user layer. In this layer, the proposed method

wants to collect the related data of urban emergency

events. For example, if a user makes a message in

Weibo about a fire occurrence, then the proposed

method should collect this message.

(2)Crowdsourcing layer. In this layer, address and GIS

information is mined from messages from social

users. Of course, location and GIS information

related to the same urban emergency events should

be clustered.

(3)Spatial information layer. In this layer, the spatial

information of the urban emergency event is mined.

3.2 Selecting positive samples

3.2.1 Definition 3. Positive samples of an urban emergency

event e, PS

Positive sample is the set of messages posted by social

users, which can be used to mine the spatial information

of an urban emergency event. For example, the message

“A fire is happened at Jiangsu Road.” can be seen as a

positive sample. Based on common sense and our obser-

vations on real data, we have three heuristics to select

positive samples from Weibo search results.

Heuristic 1: The Weibo message with the location or

GIS information is prone to be a positive sample.

Since the location information is an important aspect

for mining spatial information, the message with the

location information can be thought as a positive

sample. Different from the location information in

Weibo message, the GIS information means the

location of social users.

Heuristic 2: The Weibo message with the image or

video information is prone to be a positive sample.

The image or video information is an important

evidence to show the presence of social users. If a

social user posts a message with the image or video of

an urban emergency event, he is prone to be a

witness of this event. Thus, he is also prone to post

the accuracy spatial information of the urban

emergency event.

Heuristic 3: The original Weibo message is prone to be

a positive sample.

If a message is a forward message other than an

original message, the social user is not a witness of the

urban emergency event.

3.3 Semantic analysis

Semantic analysis aims at finding useful data from mass

data to obtain valuable information or knowledge. Sina

Weibo, one of the most popular microblogs in China,
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provides a platform for data mining. People express and

record what they saw, heard, or experienced in the self-

organized platform, and they also receive information

from it. Sina Weibo is a huge information interaction

center and the source of microblog data collection in

this paper. The keyword-based search method was

applied to collect microblog data through the Weibo

API (an open interface of Sina Weibo). In the search,

only microblog messages in Chinese language were

collected and there were no geolocation constraints.

Text classification is to divide all the messages into

several categories, and then semantic analysis is conducted

in a certain category. The geo-tagged and time-tagged

information of microblog messages was the standard for

text classification. The collected microblog data were clas-

sified based on the geographic location of the posters. The

number of microblog posts was counted in each province.

3.4 Mining location and GIS information

3.4.1 Definition 4. The location information of an urban

emergency event e, LI

The location information can be extracted from the

posted messages from positive samples. For example, in

Fig. 2, a user post a message “I see a fire at Huaihai Road”,

the posted location information “Huaihai Road” can be

extracted. In the proposed method, the location informa-

tion detection is based on the Baidu Map, which can

detect whether a word is a location name or not.

3.4.2 Definition 5. The GIS information of an urban

emergency event e, GI

Unlike the location information, the GIS information is

usually extracted from the check-in information from

Weibo messages. The GIS information can be mined from

the element of HTML page. For example, in Fig. 2, the

GIS information of the message is “geo = 121.46, 31.22”.

3.5 Determine spatial information

The spatial information of an urban emergency event

usually consists of two aspects including the happening

spatial information and the spread spatial information.

The happening spatial information means the happening

place of the urban emergency event. For example, in Fig. 2,

the happening place of the fire is 358 Huaihai Road. The

spread spatial information means the influential scope of

the urban emergency event. For example, in Fig. 2, the

influential place of the fire is Ruijing Road, which is shown

in the check-in information. The influential place is usu-

ally equal to the check-in information of the social users.

The check-in information means that the social users can

see the happening emergency events in his place.

4 Simulations on real urban emergency events

4.1 The brief background of the Typhoon Chan-hom

event

Typhoon Chan-hom hit Zhejiang province at 16:40 on

July 11, 2015 as a category 2 storm. It was one of the

Fig. 1 The hierarchical structure of the proposed method

Xu et al. EURASIP Journal on Wireless Communications and Networking  (2016) 2016:44 Page 4 of 9



strongest ones to hit the region this year and caused

tremendous damages. More than one million people

were evacuated in Zhejiang, and total economic

losses in the province amounted to ¥8.86 billion

(US$1.43 billion).

Typhoon Chan-hom formed in the northwest Pacific

Ocean and was classified as a tropical depression on

June 30, 2015. It was assigned the name Chan-hom

when it upgraded to a tropical storm on July 1. With

heavy storm and extreme rain, Chan-hom made landfall

on Zhoushan, Zhejiang, on July 11, 2015 and the

maximum sustained winds reached to 45 m/s. There-

after, the storm accelerated north-northeast and moved

over the Yellow Sea with degradation of its structure.

Chan-hom was tracked each day based on the physical

data mainly including GIS data, wind speed, rain rate,

storm surge, and typhoon intensity.

4.2 The semantic analysis result

The keyword-based search method was applied to

collect microblog data through the Weibo API (an

open interface of Sina Weibo). The keywords included

“Can Hong” (the Chinese of “Chan-hom”), “typhoon,”

and “Typhoon Chan-hom,” and the period of data

collection was from July 8, 2015 to July 15, 2015. In

the search, only microblog messages in Chinese lan-

guage were collected, and there were no geolocation

constraints. After filtering the irrelevant data, the

number of event-related microblog posts was 3321

with the geographic location of the posters and post-

ing time attached. The number of microblog posts

was counted in each province. The top four provinces

were Zhejiang, Jiangsu, Shanghai, and Beijing, and

their details were shown in Table 1. Based on the

posting time, the collected data were classified into

two categories: (1) before typhoon landfall (0:00 on

July 8 to 16:40 on July 11) and (2) after typhoon

landfall (16:40 on July 11 to 23:59 on July 15). The

number of microblog posts at these two stages was

1154 and 2167, respectively, as shown in Table 2.

4.3 Risk perception and public opinion

Risk perception can be estimated by the number of

social media messages to a certain degree. Risk per-

ception was a driver to motivate a person to use

social media during crisis. The scale that people use

social media reflects people’s risk perception during

emergency. The number of microblog posts in differ-

ent provinces was estimated based on the geolocation

Table 1 Classification by geolocation (the top four provinces)

Provinces Zhejiang Jiangsu Shanghai Beijing

Number of microblog posts 1320 284 257 206

Fig. 2 The illustration example of location information. The message is “358 Huaihai Road is under fire”. The check-in is “Ruijing 1 road,

Luwan District, Shanghai”
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information. The risk distribution map was drawn based on

the number in each province, as shown in Fig. 3. It was

clear that the citizens’ risk perception in some areas was

relatively high, such as Beijing and some coastal provinces,

i.e., Zhejiang, Jiangsu, and Shanghai. The closer away from

the landfall place was, the higher the citizens’ risk percep-

tion was. Beijing, as the capital of China, citizens there

tends to pay more attention on crisis than people in other

provinces.

The semantic analysis on the geo-tagged microblog data

helped obtain public opinion from the spatial perspective.

The assistance could be offered to where it was required.

Keyword-frequency analysis and comparative analysis were

conducted in three provinces where risk was relatively high.

These provinces were Zhejiang, Shanghai, and Beijing.

They were the representatives of the landfall place,

the adjacent province, and the capital, respectively.

In this study, public opinion was extracted from the key-

words whose frequencies were higher than 10. The number

after a keyword represented its frequency. The comparative

analysis of keywords distribution of these three provinces

was shown in Fig. 4. The extracted keywords were classified

into five categories based on their meanings. They were

current situation, damage information, response, future

situation, and citizens’ requirements. The number of key-

words describing current situation was the biggest of the

five categories in all provinces. The keywords of Zhejiang

mainly clustered in four categories: current situation, dam-

age information, response, and citizens’ requirements while

Shanghai and Beijing were current situation, response, and

future situation. It was clear that the number of keywords

was bigger and their frequencies were higher in Zhejiang

than in other provinces.

The attention was paid more by the citizens in the

place where a disaster happened than in other provinces.

The citizens there concerned the damages and their

needs while the citizens in other places wanted to know

more on future situation, such as the possible track,

intensity, tendency, and meteorology.

4.4 Spatial mining on the real explosion event

The explosion is also a major damage to the urban espe-

cially the big city. With the development of terrorism,

the number and influence of the explosion event has

Table 2 Classification by posting time

Stages Before landfall After landfall

Period July 8, 0:00–July 11, 16:40 July 11, 16:40–July 15, 23:59

Number of microblog posts 1154 2176

Fig. 3 Risk distribution map. In order to make the figure readable, the maximum of the range was 300 though the number of microblog posts in

Zhejiang was 1320
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become higher than before. For example, the “Boston

Marathon” explosion event causes dozens of people

dead. Thus, it is important to build the knowledge base

of explosion emergency event. For example, the image

or video of an explosion can be used by policeman to

detect the suspect.

We select an explosion event that happened in 18:50

at “Taoyuan Apartment” on January 17, 2015 in Dalian.

The proposed method is used to build the knowledge

base of that event. The word “爆炸 (explosion)” is used

to search in Weibo from 18:00 to 22:00. The search loca-

tion is set as Dalian. Totally, 478 messages are returned.

According to principles 1, 2, 3, and 4, 45 messages

providing location information, check-in information,

and image are selected as candidate messages. Figure 5

shows the timeline description of this case study. Only

six timestamps are selected to build the timeline since

they provide new keywords or locations. The red point

in the map means the real location of that fire event.

The red point with number means the GIS information

of the different timestamps.

5 The applications on the proposed method

In this section, a natural gas leakage monitoring system

is developed, which composes sensor network and data

collection system based on cloud storage platform. The

sensor network consists both mobile and stationary

sensors, which help to provide large-scale city areas

monitoring with less sensors and provide more rapid

and accurate leakage locating with GIS mapping.

The functions of concentration monitoring are as fol-

lows. (1) Concentration monitoring includes the provision

of a methane concentration heat map. The original data

collected by the mobile detectors and stationary detectors

are merely a cluster of discrete locations that describe the

relationship between the GPS information and methane

concentration. Therefore, these data locations must be

processed using a classic Gaussian plume diffusion model

in order to obtain the concentration distribution of the

entire monitored area. Then, these data are shown by

means of distribution on a GIS map. (2) Concentration

monitoring also includes mobile detectors. The real-time

locations (latitude, longitude, and height) and methane

Fig. 4 Comparative analysis of keyword-frequency distribution in different provinces

Fig. 5 The “explosion” case study using the proposed method
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concentrations are shown on the GIS map. In addition,

every mobile detector is designated by a different color

(red, orange, yellow, or green) according to the methane

concentration. Red signifies the highest methane concen-

tration and green the lowest. (3) Concentration monitor-

ing includes stationary detectors. The real-time methane

concentration and wind speed and direction obtained

from each stationary detector are shown on the GIS map.

The color designation method is similar to that for the

mobile detectors. (4) The history data obtained from all

the detectors can be queried via history methane concen-

tration curves when the user clicks on a detector. The

history data provide accuracy and reliability with regard to

leakage warning. (5) Concentration monitoring includes

the working state of the detectors. All the data for the

citywide natural gas leakage monitoring system come

from every detector, so the working state of the detectors

determines whether the system is working normally.

Therefore, it is necessary to monitor the working

state of all the detectors. Each detector should peri-

odically transfer a diagnostic report message to the

control center. If the detector sends a faulty report or

no report, then the detector is faulty and the main-

tenance staff must address such problems. (6) Con-

centration monitoring includes the level of warning.

The real-time warning presents the security status of

the monitored area. (7) Concentration monitoring

includes a query detector. Users are able to query

each detector according to the detector number and

highlight it on the GIS map.

By clicking on the leakage location, the relative pos-

ition information will appear on the GIS map, including

the district name and street names, as well as the loca-

tions of significant subjects, such as maintenance cen-

ter, firefighter offices, hospitals, schools, and chemical

plants. A message will be sent automatically to relevant

offices, such as management office of gas companies,

maintenance center, and emergency response office.

Figure 6 shows examples of the system.

6 Conclusions

In this paper, a participatory sensing-based model for

mining spatial information of urban emergency events is

introduced. Firstly, basic definitions of the proposed

method are given. Secondly, positive samples are se-

lected to mine the spatial information of urban emer-

gency events. Thirdly, location and GIS information are

extracted from positive samples. At last, the real spatial

information is determined based on address and GIS

information. Moreover, this study explores data mining,

statistical analysis, and semantic analysis methods to

obtain valuable information on public opinion and re-

quirements based on Chinese microblog data. Typhoon

Chan-hom is used as an example. Semantic analysis on

microblog data is conducted and high-frequency keywords

in different provinces are extracted for different stages of

the event. With the geo-tagged and time-tagged data, the

collected microblog data can be classified into different

categories. Correspondingly, public opinion and require-

ments can be obtained from the spatial and temporal per-

spectives to enhance situation awareness and help

government offer more effective assistance.

7 Endnotes
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