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ABSTRACT An enhanced sequential Monte Carlo probability hypothesis density (PHD) filter-based multi-

ple human tracking system is presented. The proposed systemmainly exploits two concepts: a novel adaptive

gating technique and an online group-structured dictionary learning strategy. Conventional PHD filtering

methods preset the target birth intensity and the gating threshold for selecting real observations for the PHD

update. This often yields inefficiency in false positives and missed detections in a cluttered environment.

To address this issue, a measurement-driven mechanism based on a novel adaptive gating method is proposed

to adaptively update the gating sizes. This yields an accurate approach to discriminate between survival and

residual measurements by reducing the clutter inferences. In addition, online group-structured dictionary

learning with a maximum voting method is used to robustly estimate the target birth intensity. It enables the

new-born targets to be automatically detected from noisy sensor measurements. To improve the adaptability

of our group-structured dictionary to appearance and illumination changes, we employ the simultaneous

code word optimization algorithm for the dictionary update stage. Experimental results demonstrate our

proposed method achieves the best performance amongst state-of-the-art random finite set-based methods,

and the second best online tracker ranked on the leaderboard of latest MOT17 challenge.

INDEX TERMS Multiple human tracking, SMC-PHDfilter, adaptive gating, group-structured sparsity, birth

intensity estimation, dictionary learning.

I. INTRODUCTION

Video-based multiple human tracking has been an emerging

technique in the last decade, since it is crucial in many

applications such as intelligent video surveillance, behavior

analysis, assistive technology and human-computer interac-

tions [2]–[4]. Many researchers have been seeking higher-

level tracking systems to locate a number of targets, retrieve

their trajectories, and recognise their identities from some

video sequences. However, there still exist many challenging

problems caused by complicated environments such as the

presence of noise, occlusions, background clutter, and illu-

mination changes.

To address these challenges, traditional approaches have

involved explicit association between measurements and

targets in multiple human tracking such as multiple

hypotheses tracking (MHT) and the joint probabilistic data

association filter (JPDAF) [3], [5]. Recently, tracking-by-

detection with data association driven by the advance-

ments in object detection has become a commonly-used

framework for multi-target tracking in video [6]–[15].

These methods can be categorized into online and off-line

tracking modes. Off-line trackers [6], [7], [9], [10], [12], [13]

process the video sequences using both past and future

detection responses, but such non-causal systems are diffi-

cult to be applied in real-time applications. However, online

trackers [8], [11], [14]–[18] only rely on the detections

given up to the present time, which is more suitable

for real-time processing. An effective online multi-target
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FIGURE 1. Block diagram of the proposed multiple human tracking system: the main contributions are labelled in red colour. Each input video
sequence uses a human detector for measurements extraction. The SMC-PHD filtering framework is exploited and adaptive gating based measurement
classification is proposed to categorise the raw measurements into survival targets and residual measurements. The residual measurements are
further processed via proposed online group-structured dictionary learning which includes dictionary construction based on training data, multi-task
group-structured sparsity, maximum voting technique and SimCo based dictionary update steps. For efficient processing, we only perform the birth
intensity estimation (birth measurements) and dictionary update, if any new-born target is detected by the maximum voting technique. The both sets
of survival targets and new born target(s) measurements are further processed at the PhD update step. The resampling and ID management clustering
steps are performed to achieve the final tracking results. The ID management clustering also provides prediction for measurement classification for
the following input video, as shown in the diagram.

Bayesian filter has been developed within the signal pro-

cessing community. Based upon the random finite set (RFS),

the probability hypothesis density (PHD) filter [19] is

proposed to deal with varying number of targets, reduce

missed detections, mitigate spatial noise, and also assist

to reduce the computational complexity in data association

techniques [5], [17]. The PHD filter is a natural extension of

the single-target Bayesian framework to multi-targets; repre-

senting themulti-target states andmulti-target measurements,

as well as recursively propagating the first-order moment of

themulti-target posterior [19]. The posterior function has pre-

viously been approximated by the Gaussian mixtures method

GM-PHD filter [20] or Sequential Monte Carlo method via a

set of weighted random particles known as the SMC-PHD

filter [21]. The advantages of this technique has enabled

it to be extensively applied in video-based multiple human

tracking [2], [17], [18], [22]–[26]. Therefore, the focus of this

paper is to explore and improve the PHD filter for multiple

human tracking in video.

Due to the imperfections in the human detector, two chal-

lenging issues in the SMC-PHD filter remain that are accu-

rately discriminating the survival and birth measurements

from the original detection results with uncertainty, as well

as adaptively determining the birth intensity of the new-

born targets. To solve these issues, we present an improved

PHD filter based online multiple human tracking system as

shown in Fig. 1. The proposed system consists of two main

steps: adaptive gating (AG) step and birth intensity esti-

mation driven by online group-structured dictionary learn-

ing (Online-GSDL) step to achieve more reliable detected

measurements and thereby being able to raise the effi-

ciency and accuracy of implementing the PHD filter update.

The AG step aims to adaptively boost the gating threshold

fusing spatio-temporal and human information according to

the corresponding measurements so as to refine the measure-

ment set of survival targets. This gives the advantages of

achieving better measurement classification. In the Online-

GSDL step, we employ hierarchical K-means clustering to

learn a dictionary with group structure information. The

multi-task group-structured sparsity is achieved by exploiting

a collaborative hierarchical Lasso (C-HiLasso) model [27]

to strengthen the discriminability of the sparse coefficients

at the group level. In this way, a maximum voting method

based on the sparsity solution is then proposed to eliminate

the existing interferences induced by noise or clutter from the

measurement set, which leads to increasing the accuracy of

birth intensity generalization. Moreover, we use the SimCO

algorithm [28] with the proposed structure pattern to carry out

the dictionary update stage so as to handle the dynamic varia-

tions in appearance and background. Our main contributions

are summarized as follows:

1) To enhance the observation model, a novel adaptive

gating strategy is developed in the system to aid the

classification of measurements.

2) Online group-structured dictionary learning is inte-

grated adaptively in the birth intensity estimation via

the proposed maximum voting method. To the best of

our knowledge, this is the first work to explore group-

structured sparsity at themulti-task level for birth inten-

sity estimation in multiple human tracking.

3) The SimCO algorithm is exploited to update the dic-

tionary, which is devoted to simultaneously updating

some active groups of atoms specified by the proposed

structure pattern.
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4) Experiments demonstrate our proposed method

achieves the best performance amongst state-of-the-

art RFS based methods (mainly from the signal pro-

cessing community), and is the second best online

tracker ranked on the leaderboard of latest MOT17

Challenge [1].

Part of this work has previously appeared in [29]. In this

paper, we present the entire tracking algorithm for the first

time, including additional experiments with more benchmark

datasets and a detailed study of contributions from indi-

vidual system component. More importantly, we reformu-

late the group-structured dictionary learning with maximum

voting presented in [29] to improve the birth inten-

sity estimation. Moreover, we propose a newly proposed

adaptive gating technique for measurement classification,

and also exploit the SimCO algorithm for the dictionary

update.

The rest of the paper is organized as follows. We begin by

summarizing the related work in the next section. Section III

provides a detailed description of the proposed tracking

algorithm with background and preliminaries. Experimental

results and comparisons between the proposed approach and

other state-of-the-art methods are presented in Section IV.

Finally, some concluding remarks and future work are dis-

cussed in Section V.

II. RELATED WORK

In this section, we briefly discuss some related work

that motivates this paper: recent tracking-by-detection

approaches, measurement-driven birth intensity estimation

and dictionary learning.

Tracking-by-detection has become one of the most suc-

cessful frameworks to tackle the multiple human tracking

problem. The key task of this framework is to associate

accurately each detection with an individual target. Online

methods only considering information from past and current

frames are more suitable for time-critical and real applica-

tions [30]. Xiang et al. [8] formulated multi-target tracking

as decision making with the similarity function learned by

reinforcement learning. Yoon et al. [11] exploited structural

constraints to solve the online multi-target tracking prob-

lems with frame-by-frame data association. In [16], relative

motion models are built by considering motion context which

describes the relative movement between targets, thereby

facilitating robust prediction and data association. Most

batch methods [6], [7], [9], [10], [13] utilize the whole

set of detections to address a global optimization problem.

Recently, deep convolutional neural networks (CNNs) have

remarkably outperformed heuristic and hand-crafted fea-

ture methods in appearance modelling for data association.

Leal-Taixe et al. [31] explored a so-called Siamese CNN to

learn descriptors using image pixel values and optical flow as

multi-modal inputs. Son et al. [12] proposed a Quadruplet

CNN for multi-target tracking, which employs quadruplet

losses with appearance and motion cues to associate detec-

tions across video frames.

Another popular direction in multi-target tracking is to

use recursive Bayesian filtering techniques such as Kalman

filtering, particle filtering and RFS based filtering. The

RFS based filtering method has the advantage of estimating

the time-varying number of targets and their trajectories with

a relatively low computational cost. Our proposed method

therefore falls in the online multi-target tracking using RFS

based filtering framework. However, a particular issue for

RFS based filtering trackers is to select valid measurements

from detection responses and track a number of new-born

targets that are highly dependent on the birth intensity func-

tion. Conventional PHD and multi-Bernoulli filtering meth-

ods [26], [21], [19] empirically preset the birth intensity to

cover the whole state space of interest. This requires prior

knowledge of the scene information, and might have limita-

tions in real world scenarios. To avoid the necessity of prior

knowledge in estimating birth intensity, Ristic et al. [32] built

the adaptive target birth model based on the new-born parti-

cles with high measurement likelihood. Alternatively, exist-

ing gating methods in the data-driven mechanism have been

widely explored to select valid measurements and reduce

the computation time in the PHD update step by design-

ing a validation region with spatial relation. For instance,

[33] and [34] proposed the gating technique for the

measurements classification between the birth and survival

measurements originated from detection results. Si et al. [35]

pre-defined a confidence level to perform the gating strategy

to adaptively generate the target birth intensity. However, all

of the above methods may be no longer applicable to achieve

effective measurements without the assumption: the initial

distribution of the new-born target is known, at most one new

target can enter to the scene at one time instant, and target

births and deaths can be generated at arbitrary positions at

any time.

On the other hand, themeasurement set of new-born targets

separated from the original measurements is still likely to

contain some clutter or noise, which means that the target

birth intensity directly determined by the measurements orig-

inating from the newborn targets will result in many false

positives. Zhou et al. [22] proposed an entropy distribution-

based algorithm to automatically estimate birth intensity.

Wu et al. [24] improved the GM-PHD filter combined with

an iterative random sample consensus (I-RANSAC) method

to estimate the target birth intensity from uncertain measure-

ments, whereas they approximated the trajectory of a new-

born target as a straight line by means of regressing a line

model with a given measurement set, which is not always

feasible to track targets with nonlinear movements espe-

cially in video surveillance. Besides, Feng et al. [2] recently

adopted a one-class support vector machine (OCSVM) to

remove background noise. Different from existing measure-

ment dependent birth intensity estimation algorithms that

eliminate the interference by noise, we proposed an improved

two-stage measurement dependent birth intensity estimation

algorithm. Inspired by the data-driven methods of [33]–[35],

our adaptive gating method takes the advantage of the
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fusion of spatio-temporal and human size information to

dynamically control the validation area for measurements

partitioning. The second stage aims to build a robust classifier

via online group-structured dictionary learning to separate the

target candidates from noise to promote the birth intensity

estimation.

Recent literature shows structured sparsity has been proved

to provide better efficiency and robustness than simple

sparsity in image classification and object tracking applica-

tions [36]–[39], the success of which is attributed to exploit-

ing the block structure in the learning process and considering

prior information in the predefined structure of the dictio-

nary. Here, we present an online group-structured dictionary

learning algorithm along with a voting method to improve

the PHD filter when used for multiple human tracking in

video. Numerous approaches have been proposed to cope

with the target appearance variations over time. In [40],

Liu et al. proposed aK-selection algorithmwith a locally con-

strained sparse representation for dictionary update to provide

stronger discriminative ability. Both methods in [41] and [36]

adopted the block coordinate descent to render the dictionary

updated in an online manner. In [42], Ma et al. established an

occlusion-aware dictionary update scheme which is capable

of handling appearance changes during tracking especially

caused by occlusion. To avoid false samples accumulating

in the dictionary, we exploit the SimCO algorithm [28] fol-

lowing the proposed structure pattern to selectively update

the dictionary, in order to simultaneously achieve good effi-

ciency of implementation and improve the robustness of the

dictionary.

III. THE PROPOSED TRACKING SYSTEM

A. THE SMC-PHD FILTER

Based upon the framework of random finite set (RFS), a mul-

tiple target state and a multiple target measurement at time k

can be represented by two finite sets: Xk = {x
1
k , . . . , x

Mk

k } ∈

F(X ) and Zk = {z
1
k , . . . , z

Nk
k } ∈ F(Z), where Mk and Nk

denote the number of targets and the number ofmeasurements

at time k respectively. Here F(X ) and F(Z) are the finite

subsets ofX andZ respectively [32]. For allm = 1, . . . ,Mk ,

the state of a target m is xmk = [pmx,k , p
m
y,k , v

m
x,k , v

m
y,k ,w

m
k , h

m
k ]

T

and contains the actual 2D image location, velocity and

the size of the target. The observed measurement vector

znk = [p̄nx,k , p̄
n
y,k , w̄

n
k , h̄

n
k ]
T , where n = 1, . . . ,Nk , typi-

cally contains the n-th target location and size information.

The PHD filter proposed by Mahler [19] aims to recur-

sively propagate the first-order moment of the multi-target

posterior pk|k (Xk |Z1:k ), referred to as the intensity function

νk|k (x|Z1:k ) abbreviated by νk|k (x). We use the decomposed

form of PHD filter [32] that intends to distinguish the sur-

vival targets νk|k (x, 0) and new-born targets νk|k (x, 1) in both

the prediction and update steps. Hence, the PHD prediction

equation is given by,

νk|k−1(x, 0) =

∫

ek|k−1(ξ )fk|k−1(x|ξ )νk−1|k−1(ξ )d(ξ ) (1)

νk|k−1(x, 1) = γk|k−1(x) (2)

where γk|k−1(x) is the intensity function of the new-born tar-

get, fk|k−1(·) is the single-target transition density, ek|k−1(ξ ) is

the probability that a target state ξ at time k−1 will exist until

time k . The PHD update step [32] can be defined with the

available measurements from survival targets Zk,s and new-

born targets Zk,b as:

νk|k (x, 0) =
∑

z∈Zk,s

ψk (x)νk|k−1(x, 0)

κk (z)+ 〈ψk (x), νk|k−1(x, 0)〉

+ νk|k−1(x, 0)pM (x) (3)

νk|k (x, 1) =
∑

z∈Zk,b

ψk (x)νk|k−1(x, 1)

κk (z)+ 〈ψk (x), νk|k−1(x, 0)〉

+ νk|k−1(x, 1)pM (x) (4)

where pM (·) is the missed detection probability, ψk (x) =

(1 − pM (x))gk (z|x), gk (z|x) is the measurement likelihood

of an individual target, κk (z) is the clutter intensity, and

〈f , g〉 =
∫

f (x)g(x)dx.

In our work, we adopt the sequential Monte Carlo method

to approximate the PHD filter with a set of weighted random

samples {ω̃ik−1, x̃
i
k−1}

i=(Mk−1)×N
i=1 , where N is the number of

particles used to represent each target. The PHD prediction

at time k can be represented with a set of weighted particles

including both survived targets and new-born targets,

{ω̃ik|k−1, x̃
i
k}
i=(Mk−1+Jk )×N
i=1 (5)

where Jk denotes the number of new-born targets at time k .

Hence, the predicted weights are given as,

ω̃ik|k−1

=











fk|k−1(x̃
i
k )ω̃

i
k−1, i = 1, . . . ,Mk−1 ×N .

γk|k−1(x)

Jk
, i = Mk−1 ×N + 1, . . . , (Mk−1 + Jk )×N .

(6)

Once the new set of observations is available, we can

substitute the approximation of νk|k−1(x) into (3) and (4),

the weights of each particle are updated as,

ω̃ik =



pM (x̃ik )+
∑

z∈Zk

ψk (x̃
i
k )

κk (z)+ Ck (z)



 ω̃ik|k−1 (7)

where

Ck (z) =

(Mk−1+Jk )×N
∑

i=1

ψk (x̃
i
k )ω̃

i
k|k−1. (8)

The likelihood function for each particle is given by,

gk (z|x̃
i
k ) =

1

(2πσg)1/2
exp

(

−
(z−Hx̃ik )

T (z−Hx̃ik )

2σ 2
g

)

(9)

where H is the observation matrix and σ 2
g denotes the vari-

ance for likelihood function. The expected number of targets

Mk at time k can be estimated by the total mass of the

VOLUME 6, 2018 14767



Z. Fu et al.: Particle PHD Filter-Based Multiple Human Tracking Using Online Group-Structured Dictionary Learning

weights from (7), Mk =
∑(Mk−1+Jk )×N

i=1 ω̃ik . Furthermore,

a resampling step will be performed with normalized weights

ω̃ik = ω̃
i
k/Mk after the update step, aiming to eliminate par-

ticles with low importance weight and avoid the degeneracy

problem [5].

The above work underpins the decomposed form of

SMC-PHD filter, which has been used extensively in mul-

tiple human tracking [32]–[34]. Besides, it is necessary for

the PHD filter to add an additional mechanism to provide

target identity information. For instance, an ID management

clustering algorithm [25] can be utilized to extract the current

states from all the particles.

B. ADAPTIVE GATING BASED MEASUREMENT

CLASSIFICATION

To implement the measurement-driven particle PHD filter,

the measurements obtained from the detector are required

to be classified as survival target measurements, new-born

target measurements and background clutter. To obtain more

available real measurements, we propose a novel adaptive

gatingmethodwhich is designed to extract the survival targets

from the entire measurement set, and also to discard false

positives within the survival measurements set.

For our video-based multiple human tracking system,

the proposed measurement-driven mechanism is not limited

to employing the positions and velocities, but an ellipti-

cal human shape with height and width is also included to

develop this gating technology. The validation gate threshold

Tk is designed to reduce the number of candidate measure-

ments which can be reasonably associated with the predicted

target state as,

Tk =

[(

1

Nk

Nk
∑

n=1

‖s̄nk‖1

)2

+

(

1

Mk

Mk
∑

m=1

‖smk|k−1‖1

)2] 1
2

(10)

where s̄nk = [w̄nk , h̄
n
k ] ∈ znk offers the size information for

the n-th measurement, smk|k−1 = [wmk|k−1, h
m
k|k−1] ∈ xmk|k−1

denotes the width and height of the m-th predicted target

state obtained by xmk|k−1 = HFxmk−1, F denotes the transition

matrix and ‖ · ‖1 is the l1 norm.

However, the size of human target may alter with different

views from a physically static camera especially when targets

appear and disappear in the monitored area. To address the

uncertainties in the validation region, we propose an alterna-

tive method is mainly to update the gating threshold with an

adaptive step [23] associated with previous measurements,

Tk = (1− λk )Tk−1 + λkTk (11)

λk =
1

Nk

Nk
∑

n=1

Nk−1
∑

j=1

exp

(

−
(znk−z

j
k−1)

T (znk−z
j
k−1)

2σ 2
λ

)

. (12)

The adaptive parameter λk is computed by the similarity

between the measurement set Zk at time k and Zk−1 at time

k − 1 , where σλ represents the standard deviation. As a

consequence, the n-th survival measurement znk,s can be effec-

tively distinguished from available measurement znk ∈ Zk ,

n = 1, 2, . . . ,Nk as follows,

znk,s =
{

znk : min
n
‖p̄nk − pmk|k−1‖ < Tk

}

(13)

where the n-th measurement location is p̄nk = [p̄nx,k , p̄
n
y,k ] ∈

znk , p
m
k|k−1 = [pmx,k|k−1, p

m
y,k|k−1] ∈ xmk|k−1,m = 1, . . . ,Mk

denotes the location of the m-th predicted state, and ‖ ·

‖ denotes the Euclidean distance. Furthermore, we discard

some duplicate detections that have the same Euclidean

distance to a predicted state xmk|k−1 correspondingly, which

would implicitly reduce the amount of false alarms within the

survival measurement set. The measurement set of survival

targets is defined as the union of all survival measurements,

Zk,s =

Nk
⋃

n=1

znk,s (14)

and then the residual measurement set Zk,r is defined as,

Zk,r = Zk \ Zk,s. (15)

The complementary setZk,r comprising the new-born targets,

clutter and false detections will be further distinguished via

online group-structured dictionary learning in the following

section.

Algorithm 1 Adaptive Gating Measurement Classifica-

tion (at time k > 1)

Input : Zk , Zk−1, and Xk|k−1.

Output: Zk,s and Zk,r .

1 Initialization: Set the gating threshold T1 and standard

deviation σλ.

2 Set Zk,s = ∅, and Zk,r = ∅.

3 Compute Tk using Eq. (10).

4 Compute the adaptive parameter λk with Eq. (12)

5 Update Tk with Eq. (11)

6 for each xmk|k−1 ∈ Xk|k−1, m = 1, . . . ,Mk do

7 for each znk ∈ Zk , n = 1, 2, . . . ,Nk do

8 Obtain each survival measurement znk,s with

Eq. (13).
9 end

10 end

11 Compute Zk,s using Eq. (14) and Nk,s = |Zk,s|.

12 Compute Zk,r with Eq. (15).

The example pseudo-code in Algorithm 1 summarizes the

proposed adaptive gating method. It is noteworthy that the

adaptive step in [23] combining the forward and backward

processing (batch method) is developed to reduce the approx-

imation error induced by delayed measurements. While our

approach is different from the previous solution, it utilizes this

adaptive step as a part of our proposed method to enhance the

gating technique for measurement classification. Specifically

the adaptive parameter λk achieved by only using past and

current inputs, can be considered as a forgetting process that

weights the contribution of the updating gating threshold to
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the previous threshold value, thereby handling the uncertain-

ties in the validation region and increasing the robustness to

parameter changes. Moreover, the proposed technique can

be interpreted as a reliable approach that fuses temporal,

spatial and human size information and provides flexibility

to dynamically control the validation region, and thereby

enhancing the ability to reduce the false measurements with-

out causing any further impact on the system’s performance.

C. DICTIONARY CONSTRUCTION

Prior to commencing the study of group-structured dictio-

nary learning for birth intensity estimation, feature extraction

is a necessary step for target appearance modelling to be

applied in the training and testing process. The training phase

is processed using data with higher confidence score from

the MOTChallenge Benchmark. Hand-crafted features are

extracted with training data from each image in the target

region S = (x, y,w, h), including the RGB colour histogram

with 8 bins for each channel and the grey-scale histogram

of oriented gradients (HOGs) with 9 orientation bins [43].

Typically, we employ a feature vector cn ∈ R
dc that consists

of transformed coefficients of the RGB colour histogram for

characterizing an image patch, where dc is the dimensionality

of the RGB colour feature. Then, we use these RGB colour

features to form an feature set Fc = [c1, c2, . . . , cn] ∈ R
dc×n,

where n denotes the total number of feature vectors in the

training data. Likewise the vectorizedHOG features hn ∈ R
dh

are represented by a matrix Fh = [h1,h2, . . . ,hn] ∈ R
dh×n,

where dh is the dimensionality of HOG features. For simplic-

ity, the HOG and RGB colour features are concatenated to a

combined feature set, F = [f1, f2, . . . , fn] ∈ R
(dc+dh)×n.

Different from imposing data directly to a dictionary,

we employ an unsupervised learning method - hierarchical

K-means clustering algorithm [4] to fuse the group struc-

ture information into a dictionary from the combined feature

template F ∈ R
d×n, which allows the dictionary atoms

in each class to be well clustered, and results in a large

within-class similarity. For example, the same tracked tar-

get in different image frames under different illumination

and pose conditions can be clustered into the same group

(class). Furthermore, the learned dictionary with group struc-

ture enforces the label consistency between sub-dictionaries

and training data [36]. As a consequence, this dictionary

D ∈ R
d×n is learned off-line with the pre-defined group

structure G = {1, . . . , q} having q groups with the same

l sub-dictionary atoms in each group, which is a column

matrix concatenation D = [D1, . . . ,Dg, . . . ,Dq] consist-

ing of the number of q independent sub-dictionaries, where

Dg ∈ R
d×l , g ∈ G represents the sub-dictionary with l

atoms, as shown in Fig. 2. In addition, we crop the observed

target zk ∈ Zk,r from the residual measurement set at the

current image frame as well as extracting the hand-crafted

features to constitute an observed target vector y ∈ R
d .

In fact, learning the representation for each measurement can

be viewed as an individual task in the feature space, while we

intend to exploit similarities between observed signals and the

FIGURE 2. Example illustration of multi-task structured sparsity solution
induced by the C-HiLasso model. The dictionary D consists of
sub-dictionaries for five different groups, D1, . . . , D5, with five atoms in
each group. Input signals Y contains different measurements in feature
space. All input signals within the same class are forced to reveal the
group-sparsity structure A1, . . . , A5.

group-structured dictionary in a multi-task approach, which

yields an observation matrix Y = [y1, . . . , yNk,r ] ∈ R
d×Nk,r ,

where Nk,r denotes the cardinality of Zk,r .

D. GROUP-STRUCTURED DICTIONARY LEARNING FOR

BIRTH INTENSITY ESTIMATION

Based on the analysis in Section III-B, the entire measure-

ment set Zk has been divided into the set of survival mea-

surements Zk,s in (14) and the residual measurement set

Zk,r in (15). Considering the number of new-born targets

is unknown, and any initialization or prior information is

unavailable for generating birth measurements, this residual

measurement set Zk,r potentially containing the new-born

targets Zk,b and other different kinds of false detections Ŵk
can be updated as,

Zk,r = Ŵk ∪ Zk,b (16)

Hence, it is essential for estimating birth intensity before the

PHD prediction, to remove the false alarms from the remain-

ing measurements. To achieve this, we attempt to employ the

online group-structured dictionary learning to discriminate

the new-born targets from false alarms or background clutter,

and thus correctly estimate the birth intensity. It is known

that seeking the sparsity solution A is NP-hard in Fig. 2.

Traditionally, the sparse coding solution ai for each test

target yi is performed separately via Lasso or Basis pur-

suit [44], because different tasks choose the dictionary atoms

independently. However, the dictionary atoms of proposed

approach have been grouped with pre-defined structure in

the learning process instead of being treated as singletons,

which allows multiple test targets to be represented by a few

active groups of atoms, and a few atoms of each group are

selected to be active at a time. For this study, we introduce aC-

HiLasso method [27] to acquire group structured sparsity at

the multi-task level. Specifically, an over-complete dictionary

D ∈ R
d×n and input signals Y ∈ R

d×Nk,r are effectively

taken from the learning process in Section III-C. The sparse

coefficient matrix A = [a1, . . . , aNk,r ] ∈ R
n×Nk,r can be
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accomplished by the following multi-task C-HiLasso

model [27],

min
A∈Rn×Nk,r

1

2
‖Y− DA‖2F + λ2

∑

g∈G

‖Ag‖F + λ1

Nk,r
∑

j=1

‖aj‖1

(17)

where Ag is the sub-matrix consisting of l rows belonging

to the g-th group, and ‖ · ‖F denotes the Frobenius norm.

In addition, the selection of λ1 and λ2 is dependent on the

application and data, such parameters can be obtained by

cross validation. The sparsity pattern is shown in Fig. 2, which

is effective and suitable to perform classification for multi-

target tracking, since using the group structure of this sparsity

solution could enforce the sparse coefficients for different

classes to deal with different subspaces, so the sparse coeffi-

cients in our systemwould be further strengthened to discrim-

inate the new-born targets from the uncertain measurements.

In general, the nonzero sparse codes for each measurement

are gathered within a group g, as depicted in Fig. 2. However,

when candidate targets are outliers and out of the dictionary,

the nonzero coefficients tend to scatter among groups instead

of centralizing in some single group [44].

According to the sparsity solution, a maximum voting

method is developed to acquire all the new-born targets from

the residual measurements Zk,r . The i-th residual measure-

ment zik,r is clustered to a birth measurement zik,b with the

following equation,

zik,b =

{

zik,r :
maxg∈G ‖Ag,i‖1

‖A:,i‖1
≥ ε

}

(18)

where Ag,i denotes the i-th column in Ag, and ε is a pre-

defined threshold value. The measurement set of new-born

targets is effectively defined as the union of all actual birth

measurements,

Zk,b =

Nk,r
⋃

i=1

zik,b. (19)

Then, the false measurements can be removed as follows,

Zk,r \ Zk,b = ∅. (20)

Let αu record each valid index i, where u = 1, . . . , Jk (Jk >

0) and Jk is the cardinality of Zk,b, and � = {α1, . . . , αJk }

be a set comprised of each αu. The voting index θu for each

new-born target zuk,b can be calculated by,

θu = argmax
g∈G

‖Ag,αu‖1, (21)

then each obtained θu consists of a setQ = {θ1, . . . , θJk }. It is

worth noting that the Q and � are defined as the structure

pattern which will be further used in the dictionary update.

The above voting index is used to compute the average of the

selected group sparse codes for the birth intensity estimation,

ηu =
1

l
‖Aθu,αu‖1. (22)

Once all the birth measurements are obtained, the birth inten-

sity function can be formulated as,

γk|k−1(x) =
1

Jk

Jk
∑

u=1

1

(2πσb)1/2
exp

(

−
ηu

2σ 2
b

)

. (23)

The details of the proposed maximum voting method for

birth intensity estimation are summarized in Algorithm 2.

The obtained birth intensity function can be finally taken

as the input to the prediction step (6), and meanwhile both

survival measurement setZk,s and birthmeasurement setZk,b
distinguished by the proposed method are offered to realize

the weights update of (7) (8) in Section III-A.

Algorithm 2 Birth Intensity Estimation by Maximum

Voting (at Time k > 1)

Input : The residual measurement set Zk,r ; The sparse

coefficients matrix A ∈ R
n×h; The group

structure G = {1, . . . , q}, and each group g

consists of same l columns.

Output: The birth intensity function γk|k−1(x), Q and �

1 Initialization: Set the threshold to ε and Zk,b = ∅.

2 for each zik,r , i = 1, 2, . . . ,Nk,r do

3 Obtain each birth measurement zik,b with Eq. (18).

4 end

5 Compute the measurement set of new born targets Zk,b
with Eq. (19).

6 Remove the false measurements with Eq. (20).

7 if Jk > 0 then

8 for each zuk,b, u = 1, 2, . . . , Jk do

9 Compute the voting index θu with Eq. (21).

10 Calculate the average of selected sparse codes ηu
with Eq. (22).

11 end

12 Compute the Birth intensity γk|k−1(x) with Eq. (23).

13 Compute the structure pattern Q and �.

14 end

E. DICTIONARY UPDATE WITH SIMCO ALGORITHM

The dictionaryDmentioned earlier is a pre-trained dictionary

that only fuses the information of a few relevant frames, while

using such off-line dictionary may not adapt to the tracking

scenario or robustly cope with the occlusions because of

the appearance variation in both the object target and the

background [41]. In order to improve the robustness of our

dictionary, the SimCO algorithm proposed by Dai et al. [28]

is utilized for our dictionary update stage, since the key char-

acteristics of this approach can achieve our goal of updating

an arbitrary subset of atoms in D. In general, the dictionary

update problemwith SimCO algorithm can be written as [28],

argmin
D∈Rd×n

f (D) = argmin
D∈Rd×n

(

min
A∈Rn×Nk,r

‖Y− DA‖2F

)

(24)

where the dictionary matrix D contains unit ℓ2-norm

columns, and sparse coding matrix A is obtained from (17).
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Algorithm 3 Dictionary Update (at Time k > 1)

Input : Dk ,Ak ,Y, Jk , Q, �

Output: Dk+1

1 if Jk > 0 then

2 Extract the matrix of Bk ← Dk with the Q structure

pattern.

3 Find a proper step size δ with the method of golden

section search [28].

4 Compute the search direction, with (28) and (29).

5 Update Bk → Bk+1 with (30).

6 Update the dictionary Dk+1← Bk+1.

7 end

Instead of updating all the atoms of D, our dictionary update

can be carried through an efficient way of following the

structure pattern Q and� determined by proposed maximum

voting method to update the selected groups of atoms. To be

specific, let Q ⊆ G with |Q| = Jk , 0 < Jk ≤ q be the

index set of sub-dictionaries to be updated. Then a newmatrix

concatenation B = [Dθ1 , . . . ,Dθu , . . . ,DθJk ] ∈ R
d×(Jk×l)

indexed byQ is to be updated, where θu ∈ Q and Dθu ∈ R
d×l

denotes the sub-matrix of D formed by l columns of D, while

we remain Bc including other sub-matrices of D indexed by

Qc to be constant, where Qc is a set complementary to Q

over G. Similarly, define K = [AT
θ1
, . . . ,AT

θu
, . . . ,AT

θJk
]T ∈

R
(Jk×l)×h, whereAθu is the sub-matrix ofA containing l rows

of the sparse coding matrix A, and letKc be the composite of

remaining sub-matrices of A indexed by Qc.

In accordance with the method in [28], we can define the

following equation,

Yr = Y− BcKc (25)

SinceY−DA = Yr−BK, then the dictionary update problem

in (24) can be written as,

argmin
B∈Rd×(Jk×l)

f (B) = argmin
B∈Rd×(Jk×l)

(

min
K∈R(Jk×l)×h

‖Yr − BK‖2F

)

(26)

Assuming that appearance variation would possibly happen

when targets with new IDs being detected or existing targets

re-entering to the scene, only valid input signals Y� =

[(Yr )α1 , . . . , (Yr )αu , . . . , (Yr )αJk ] ∈ R
d×Jk , αu ∈ � can

be considered to be implemented in the dictionary update

with the corresponding K� = [Kα1 , . . . ,Kαu , . . . ,KαJk ] ∈

R
(Jk×l)×Jk , so the objective function f (B) is given

by,

f (B) = min
(K�):,u

Jk
∑

u=1

‖(Y�):,u − B(K�):,u‖
2
2 (27)

where (Y�):,u is the u-th column of Y�, and (K�):,u denotes

the u-th column ofK�. Here, the gradient descent line search

method can be applied for this stage. Firstly, the search direc-

tion E is defined as follows,

E = −∇f (B)

= −2(Y� − BK�)K
T
� (28)

The line search path for this study was prepared using the

product of Grassmannmanifolds that was detailed in [28]. Let

ej be the j-th column of E. We define

ēj = ej − B:,jB
T
:,jej, (29)

where B:,j denotes the j-th column of B to be updated. There-

fore, the line search path for dictionary update B(δ) can be

written as,

B:,j(δ)

=











B:,j if ‖ēj‖2 = 0,

B:,j cos(‖ēj‖2δ)+
( ēj
‖ej‖2

)

sin(‖ēj‖2δ)

if ‖ēj‖2 6= 0.

(30)

where the step size δ ∈ R
+ is properly chosen via the method

of golden section search [28]. Besides, the dictionary update

stage is summarized in Algorithm 3.

IV. EXPERIMENTS

In this section, we initially introduce the datasets used in our

experiment and parameter settings, then explain the widely

used evaluation metrics. To evaluate both the effectiveness

and strength of our proposed tracking method, we investi-

gate the individual contribution of each component in our

tracking system by testing it on five commonly used datasets,

as well as showing quantitative comparisons in a fair way

with a range of state-of-the-art tracking methods using the

MOTChallenge benchmark. We additionally discuss the run-

time performance of our method.

A. DATASETS

Wefirstly validate the proposed trackingmethod on five com-

monly used video sequences: CAVIAR-EnterExitCrossing

Paths1cor (CAVIAR) [45], PETS2009-View001-S2L1

(PETS2009) [46], TUD-Stadtmitte [47], TUD-Campus [47],

and TUD-Crossing [47], so as to conduct the analysis of

different contribution components. The CAVIAR dataset

shows the scene of two people entering and exiting from a

shopping mall, and a couple walking in the corridor, whilst

including partial occlusions and complete occlusions and

similar appearances. The PETS2009 dataset shows a large

variable number of walking pedestrians with highly dynamic

movement in an outdoor environment. It contains frequent

occlusions with moving targets or static objects as well as

illumination changes. In TUD datasets, there are more com-

plex mutual occlusions because of low camera viewpoint and

closely moving pedestrians with similar speeds. In addition,

we further use the MOTChallenge Benchmark dataset1 to

1https://motchallenge.net/
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TABLE 1. Parameter values used in the Experiments .

evaluate the tracking performance of the proposed tracking

system. This benchmark collects a set of video sequences

from other datasets and some new challenging sequences,

as well as providing public object detections for fair com-

parisons. The 2D MOTChallenge 2015 dataset [48], consists

of 11 training and 11 testing video sequences captured by

both static and dynamic cameras. MOT17 dataset contains

7 training and 7 testing sequences, in which each sequence

is provided with 3 sets of public detections. All the video

sequences are only suitable for pedestrian tracking. Multi-

camera tracking is out of the scope of this paper. The testing

video sequences are used for performance evaluation in

comparisons with other recent trackers.

B. PARAMETER SETTINGS

For this study, we apply the state transition model with

constant velocity F = [I2,1t × I2, 02; 02, I2, 02; 02, 02, I2]

and the observation model H = [I2, 02, 02; 02, 02, I2] from

previous work in [22], where I2 and 02 are the 2× 2 identity

and zero matrices respectively, and 1t is the time interval

between frame k and k + 1. In accordance with [2], each

concatenated feature vector f ∈ R
d from the training data

contains 512 elements from the colour histogram and 81 from

the oriented gradient histogram. The principal component

analysis (PCA) method is used for dimensionality reduction

of the feature template. The dictionary size for all sequences

is 5 dictionary atoms for each group. The MOTChallenge

benchmark provides the ground truth of training sequences,

thus we use the training video sequences for fine-tuning sys-

tem parameters which remain fixed for all testing sequences.

The system parameters used for all testing video sequences

are summarized in Table 1.

C. EVALUATION METRICS

To achieve a fair comparison with previous state-of-the-art

tracking algorithms, there are two performance measures,

the optimal subpattern assignment (OSPA) [49] from signal

processing community and the MOTChallenge Benchmark

metrics [48] in this article being utilized for evaluation. Let

Ok = {o
1
k , . . . , o

i
k , . . . , o

m
k } be the ground truth with m

targets at time k , where oik = {p
i
k , I

i
k} contains the actual

2D positions and identity information. Likewise, Ôk =

{ô1k , . . . , ô
j
k , . . . , ô

n
k} gives tracking results at time k with

n targets, where each ô
j
k = {p̂

j
k , Î

j
k} represents the estimated

target positions and the corresponding target identity [3].

1) THE OSPA METRIC

The miss-distance has generally played an essential part

in the formulation and evaluation of filtering and con-

trol algorithms [49]. For single target tracking, the perfor-

mance measures including the Euclidean errors and mean

squared errors are based on the concept of miss-distance [49].

However, those errors seem to be unsuitable for the case

in multi-target tracking. A performance metric for eval-

uating the multi-target tracking was developed in [49],

which is intended to capture both cardinality and local-

ization errors. This OSPA metric has been widely applied

by several state-of-the-art methods in video-based multiple

human tracking [2], [24], [29], [50], [51] to examine the

tracking performance. Let d
(c)
k (oik , ô

j
k ) = min(c, d(oik , ô

j
k ))

be the distance between oik and ô
j
k at time k , where

d(oik , ô
j
k ) is the Euclidean distance, and c denotes the cut

off parameter. For 1 ≤ p ≤ ∞, and c > 0, we

define

d
(c)
k,p(Ok , Ôk )

:=

(

1

n

(

min
π∈5n

m
∑

i=1

d
(c)
k (oik , ô

π (i)
k )p + cp(n− m)

))
1
p

(31)

form ≤ n; d
(c)
k,p(Ok , Ôk ) = d

(c)
k,p(Ôk ,Ok ) ifm > n, and where

5n is the set of permutations on {1, 2, . . . , n} for any n ∈ N =

{1, 2, ...}. The function of d
(c)
k,p is called as the OSPA metric

of order p with cut-off c at time k step.

2) THE MOTCHALLENGE BENCHMARK METRICS

We also employ the widely accepted evaluating tool

MOTChallenge Benchmark metrics including the standard

CLEAR MOT metrics [52] and the metrics defined in [53]

to examine the performance of our proposed method. The

CLEAR MOT metrics [52] mainly entail Multiple Object

Tracking Precision (MOTP) and Multiple Object Track-

ing Accuracy (MOTA). The MOTP as a precision score,

is designed to measure the average position errors in

2D image plane between estimated tracking results and

ground truth. The MOTA as an accuracy score, is com-

prised of the total number of false negatives (FN), the total

number of false positives (FP), the total number of identity

switches (IDS). The metrics from [53] include Mostly Track

targets (MT, the ratio of ground truth objects whose trajecto-

ries are covered by a tracking result more than 80%), Mostly

Lost targets (ML, the ratio of ground truth objects whose

trajectories are covered by a tracking result less than 20%),

and the total number of times a trajectory is fragmented

(Frag). In addition, the average number of false alarms per

frame (FAF) and the runtime performance in frames per sec-

ond (Hz) are also included in benchmark evaluation metrics.
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TABLE 2. Average OSPA (pixel) performance comparison of different
system component on five video sequences. The best results
are shown in bold.

D. EFFECTIVENESS EVALUATION OF PROPOSED

CONTRIBUTIONS

In this paper, the adaptive gating method (SMC-PHD-

AG) and online group-structured dictionary learning method

(SMC-PHD-Online GSDL) have been proposed, and inte-

grated with the particle PHD filter (SMC-PHD) framework

to handle the challenging issues of multi-target tracking.

To achieve a better understanding of the contribution of the

individual system component, we typically check the OSPA

performance measure to compare and evaluate the different

stage tracking performance of our approach on five com-

monly used video datasets.

Table 2 shows the average OSPA performance comparison

computed on all five sequences individually using differ-

ent stage methods, so that we can observe the performance

improvement from both SMC-PHD-AG and SMC-PHD-

Online GSDL methods. Overall, the highest performance

which returns the smallest OSPA error is reported when using

both proposed terms regardless of different scenarios, in the

meantime the performance can be effectively decreased by

removing each individual term. By comparing the individ-

ual improvement of each proposed contribution, from the

third and fourth columns in Table 2, we can understand

the performance is relatively more improved by employing

SMC-PHD-Online GSDL than in SMC-PHD-AG. This can

be explained by the fact that the SMC-PHD-AG approach

is fundamentally capable of offering prior information for

measurement classification and handling the missed detec-

tions, whereas the SMC-PHD-Online GSDL method intends

to further strengthen the ability of discriminating the targets

from noisy environment, as well as resolving the occlusions.

For CAVIAR dataset, our combined method achieves

the highest improvement of 68.58% over 5 benchmark

sequences, where the average OSPA value is reduced from

48.26 to 15.16. This is because our proposed tracker can

effectively eliminate a large number of false alarms caused

by the raw background subtraction results in the less crowded

CAVIAR dataset. Since most targets in the TUD-Crossing

having similar sizes walk with similar speeds, it is likely to

generate more errors in the case of heavy occlusions or long-

term interactions using proposed method without occlusion

reasoning and detection confidence. Nonetheless the track-

ing accuracy in the TUD-Crossing dataset is still increased

by 47.42% compared with the SMC-PHD method.

On the other hand, the effectiveness evaluation can be also

visually seen from Fig. 3, where each curve demonstrates

FIGURE 3. Effectiveness evaluation for different stages of our proposed
tracking system on five video datasets. The performance is examined with
OSPA metric.

the change of tracking performance over the entire sequence.

From the results, we can see the OSPA performance using

SMC-PHD-AG method (green curve) includes instability,
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FIGURE 4. Qualitative performance of our proposed method on the test video sequences of the 2D MOTChallenge 2015. Different colors of the
bounding boxes and trajectories demonstrate the identities of tracked targets.

which can be attributed to the inefficiency of dealing with

the complex targets interactions especially within a crowded

scene such as in the PETS2009-S2L1 dataset. As can be seen

from the black curve of Fig. 3, the SMC-PHD-Online GSDL

method apparently performs better and more robust than that

in SMC-PHD-AG, which to some extent benefits from using

both maximum voting to remove the false detections and

adaptively estimating birth intensity to enhance the birth and

death targets processing. More importantly, it is apparent to

see that theOSPAvalue of our combined approach (red curve)

is generally shown to be much lower than other baseline

methods in most frames, and also the steady performance

proves the robustness of the combined method.

Table 3 shows the comparison in terms of average OSPA

measure between the proposed method and three recent

state-of-the-art algorithms on five datasets. These three

trackers are all reliant on the RFS-based Bayesian fil-

tering method, including conventional particle PHD filter

(SMC-PHD) [21], background subtraction based multi-

Bernoulli filter (MB) [26], and social force model based

TABLE 3. Average OSPA (pixel) comparison between proposed method
and different state-of-the-art methods on five video sequences. The best
results are shown in bold.

particle PHD filter (SFM-PHD) [2]. We implemented the

original MATLAB codes provided by the authors. The

comparable results above emphasise the fact that our pro-

posed tracker reports the best OSPA performance over five

sequences. Specifically, our tracker outperforms the tracker

in [26] with the improvement between approximately 31.8%

and 60.2%.Moreover, the SFM-PHDmethod performsworse

than our proposed method, which means that the group-

structured sparsity of our tracker shows clear advantage over
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TABLE 4. Quantitative comparison with other state-of-the-art methods on the 2D MOTChallenge 2015 benchmark with public detections. Our method is
PHD_GSDL. The results are sorted as tracking mode and MOTA score. The best results are shown in bold, the second best are underlined. (Last accessed
on 06/08/2017).

the OCSVM classifier in the SFM-PHD tracker regarding the

ability of mitigating background noise and false positives,

so as to achieve better performance in both localization and

cardinality.

E. EVALUATIONS ON MOTCHALLENGE BENCHMARK

In this section, we test the proposed method denoted by

PHD-GSDL on the test set of the 2D MOTChallenge

2015 Benchmark [48] and MOT17 Challenge [1]. In order

to achieve a fair comparison between methods, we use

the same public detections for all sequences and the cen-

tralized evaluation tool provided by the website of the

MOTChallenge Benchmark. Tables 4 and 5 show the quanti-

tative comparisons with a number of state-of-the-art track-

ing methods. These include online tracking approaches:

MDP [8], SCEA [11], RMOT [16], GMPHD_15 [18],

EAMTTPub [17], oICF [54], GM_PHD [55], and

GMPHD_KCF [56], and also other offline (batch) approaches

NOMT [9], QuadMOT [12], JointMC [13], SiameseCNN [31],

DCO_X [7], jCC [13], EDMT17 [57], IOU17 [58]

and DP_NMS [6]. Evaluation measures with (↑) indi-

cate that higher is better, and with (↓) denote lower is

better.

As illustrated in Table 4, the proposed method achieves

better or competitive performance as compared to other state-

of-the-art methods on most evaluation measures, and even

outperforms most offline methods using the entire set of

future outputs. In fact, off-line methods based on global

association techniques usually perform better than online

counterparts. Furthermore, Table 5 demonstrates the pro-

posed method reports the highest MOTA score which indi-

cates the most important metric for performance analysis,

and also achieves the second best online tracker ranked on

the leaderboard of MOT17 Challenge. The justification for

the improved performance in MOTA is because many false

alarms and missed detections are effectively mitigated by the

proposed group-structured sparsity based classifier. In turn,

our method also performs well in terms of tracking preci-

sion (high MOTP), fewer targets lost (low ML) and more

targets tracked (high MT). This is mainly due to the proposed

method being able to accurately estimate positions of varying

number of targets, as well as robustly maintain the tracking

consistency. Fig. 4 depicts some selected qualitative tracking

results produced by our method on the test video sequences

of the 2D MOTChallenge 2015. We can observe that some

pedestrians with similar appearances that are partially or even

almost fully occluded are successfully tracked through our

tracker. This can be attributed by the online update mech-

anism with SimCO algorithm gives the benefits of dealing

with the target appearance changes and the environment

changes.

In order to further demonstrate the advantages of our

RFS-based tracker, we compare the proposed method with

other recent PHD filter based methods EAMTTPub [17],

GMPHD_15 [18], GM_PHD [55] and GMPHD_KCF [56].

As compared to [17] and [18] on MOT15 dataset, our

MOTA is improved by 8.2% and 12% respectively. More

importantly, the proposedmethod outperforms the algorithms

in [55] and [56] with large margins on MOT17 dataset. All

above evaluations indicate that our proposed method within

the PHD filter framework can achieve higher tracking perfor-

mance in dynamic scenarios thereby verifying the robustness

of the proposed method. More detailed tracking results and

videos produced by our tracker can be found in the website

of the MOTChallenge Benchmark.23

On the other hand, the number of ID switches and

fragments of our approach are relatively higher than other

methods. In fact, these two challenges are more likely to

happen with a large number of targets and higher level dif-

ficulty of occlusions. In such a case, it is possible to uti-

lize higher level features such as image textures to better

identify targets instead of only using colour cues. Moreover,

re-identification problems and contextual information can

be explored in future work to further improve the tracking

performance.

2https://motchallenge.net/results/2D_MOT_2015/
3https://motchallenge.net/results/MOT17/
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TABLE 5. Quantitative comparison with other state-of-the-art methods presented in the MOT2017 Challenge benchmark using public detections. Our
method is PHD_GSDL17. The best results are shown in bold. (Last accessed on 14/12/2017) .

F. RUNTIME PERFORMANCE

Our experiments were implemented on a desktopwith an Intel

i5 CPU with 3.5GHz and 16GB of memory without parallel

processing. The code was written in MATLAB without any

optimization. We found that most of the running time of our

approach is consumed in two major steps: Online GSDL and

PHD update, both of which are dependent on the number of

detections. Average runtime performance (Hz) comparisons

with other approaches for the MOTChallenge Benchmark are

listed in Tables 4 and 5, where the runtime of our method is

approximately 8.2 and 6.7 Hz onMOT15 andMOT17 bench-

mark respectively. Hence, the proposed system is well-suited

for online applications. Although our tracker runs slower than

the methods in [17], [18], and [55] using same the PHD filter

framework, it returns a significant improvement regarding the

tracking accuracy.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel multiple human track-

ing system that incorporated an adaptive gating based par-

ticle PHD filter with online group-structured dictionary

learning. We developed a novel adaptive-gating strategy:

adaptively updating the gating threshold using human infor-

mation to refine the measurement set of survival targets

thereby strengthening the measurement-driven mechanism.

To further improve measurements classification and birth

intensity estimation, we firstly explored the properties of

group-structured dictionary learning to improve the discrim-

inative power of sparse coding, in this sense, proposing a

maximum voting method to distinguish the birth measure-

ments from noisy measurements. Additionally, the SimCO

algorithmwith the structure pattern was feasible to efficiently

implement the dictionary update stage for further robustness.

Experimental results were shown to demonstrate the effec-

tiveness and stability of the proposed tracker compared to

some state-of-the-art methods. Future work will introduce an

occlusion reasoning method to further tackle the occlusions

and missed detections.
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