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ABSTRACT 

The steam turbine control system is strongly non-linear in all operating conditions. Proportional-Integral-Derivative (PID) 
controller that is currently used in control systems of many types of equipment is not considered highly precision for 
turbine speed control system. A fine tuning of the PID controller by some optimization technique is a desired objective 
to maintain the precise speed of the turbine in a wide range of operating conditions. This Paper evaluates the feasibility 
of the use of Particle Swarm Optimization (PSO) method for determining the optimal Proportional-Integral-Derivative 
(PID) controller parameters for steam turbine control. The turbine speed control is modelled in SimulinkTM with PID con- 
troller and the PSO algorithm is implemented in MATLAB to optimize the PID function. The PSO optimization tech- 
nique is also compared with Genetic Algorithm (GA) and it is validated that PSO based controller is more efficient in 
reducing the steady-states error; settling time, rise time, and overshoot limit in speed control of the steam turbine control. 
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1. Introduction 

A steam turbine is a machine that converts thermal en- 
ergy of pressurized steam to mechanical energy in the 
form of rotary motion. From traditional fossil fuel based 
power plant to nuclear power plant steam turbine is a 
widely used prime mover. It normally operates at 3600 
rpm speed while in the nuclear industry it runs at 1800 
rpm speed. The control of the turbine is indispensable, as 
turbines need to be run up slowly, to prevent damage as 
well as require precise speed control to follow the gen-
erator load variation. The control system and protection 
are separate although they have the same system with 
Controller/Governor, actuator with arm and series valves. 
The speed throughout the operation of the system needs 
to be controlled by the governor. The governor gets input 
signals from the generator, theturbine shaft, thesteam 
main output (input for turbine) pressure and thesteam 
outlet/extraction pressure of the turbine. 

PID control was an essential element of a governor 
and it became the standard tool when process controls 
emerge in the 1940s. Today in the process control system, 
the usage of PID type control loops exceeded 95% [1]. 
PID controlsystem is designed to control the main steam-

flow to the steam turbine in all operational condi-  
tions by means of the control equipment comprising of a 
governor, turbine throttle, admission, and or extraction 
control valves. Optimal performance of these compo-
nents throughout the steam turbines operational life im-
proves the life cycle of the system as well as the cost 
efficiency. Optimal performance in another way is even 
more important than before as previous turbines operate 
beyond their original life expectancy. After the develop-
ment of digital processing technology turbine control 
systems are also replaced with digital controls achieving 
faster processing speed, lower cost and compactness. 
However, there exist some variables in continuous dis-
tributed control system (DCS) that experiences many 
unpredicted disturbance during operation. A PID control 
system is then combined with logic, sequential functions, 
selectors, and simple function blocks to build up a more 
efficient automation system that are used inenergy, 
transportation, and manufacturing sectors [2]. 

Steam turbine governing system is a nonlinear system 
whatsoever it is used in the mechanical governor or in 
the modern digital control governor. PID being one of 
the widely used controllers is in use for steam turbine 
governing since its development. The control strategy of *Corresponding author. 

Copyright © 2013 SciRes.                                                                                  ICA 



A. TARIQUE, H. A. GABBAR 127

the steam turbine governing system stays mainly at the 
control with PID, but additionally with the tuning of the 
PID components. One of the early methods of controller 
tuning is the Fuzzy logic method. But Fuzzy control 
doesn't necessary need the accurate mathematical model 
of the object, which fit to the nonlinear system. Intelli-
gent integration fuzzy of control is adopted and simula-
tion was done with PID controller. The simulation results 
enunciate that the performance of steam turbine govern-
ing system with intelligent integration fuzzy control is 
better than which with conventional PID control, carry-
ing advantages such as small super-adjusting, high-speed 
response, short transition process time and no steady- 
state error and so on [3]. Optimization with a direct 
search method was thought a more effective in Nelder- 
Mead’s method [4]. However, application of Nelder- 
Mead’s method for the optimization of the automatic 
control systems with the fuzzy regulators does not result 
a precision optimum decision. A global optimization of 
the search space is required as stated by Sabanin et al. [5]. 
Golberg in his research depicted that optimization with 
Genetic Algorithm is a favoured method in complex con- 
trol parameters [6]. Strategy of search of optimum solu- 
tion in Genetic algorithms is based on hypothesis that the 
more fitness of an individual is higher with the higher 
probability that descendants got with its involvement [7]. 
Genetic algorithm is a stochastic optimization technique 
that is originally based on the theory of natural selection 
and evolutionary genetics. Lin et al. in their research has 
introduced GA technique to tune the gains of PID control 
for brushless DC motor [8]. GA technique has widely 
used to solve complex optimization problems; however 
recent research has identified some deficiencies in GA 

performance [9]. The crossover and mutation; the two 
main operations of GA cannot guarantee better fitness of 
offspring as the chromosomes in the population have 
similar structure and their average fitness are high toward 
the end of the evolutionary process [10]. Kennedy and 
Eberhart developed one of the modern heuristic algo-
rithms known as PSO that has been stirred by the behav-
ior of organisms, such as fish schooling and bird flocking 
[11]. Members of fish schooling or bird flocking follows 
an inherent rules to undertake a synchronized movement 
so that they don’t collide. This phenomenon is used to 
optimize the complex solutions using PSO. PSO is char-
acterized as easy to execute, and computationally profi-
cient heuristic technique. This algorithm in comparison 
to GA has a faster speed and faster premature conver-
gence [12]. It also has a flexible and well-balanced 
mechanism to improve the exploration abilities [13]. In 
PSO, the particles are updated according to their current 
positions and velocities [14]. The prospective solutions, 
called particles, fly through the problem space following 
the current optimum particles [15]. The position of a par-
ticle represents a candidate solution to the optimization 
problem. Each particle within the space changes its ve-
locity and position according to rules originally moti-
vated by behavioral models of bird flocking. Each time it 
identifies a better fitness value, stores it and represents it 
as pbest. It continues an iterative process and finally up-
dated two best values; one is pbest and the other one 
gbest, the global best throughout the population. 

2. Proposed Turbine Control Model 

As shown in Figure 1, the proposed model consists of a 
 

 

Figure 1. Model of turbine control with PID controller. 
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p , iK , and dcontroller, actuator, the turbine and the process measuring 

equipments. In a steady state condition desired input and 
error value are the input of the controller. The controller 
compares the desired input and error function and devel-
ops a manipulated variable to feed to the actuator. The 
actuator controls the steam control valve to control the 
turbine speed. This PID controller is optimized with PSO 
and GA separately and the results are compiled in next 
section. 

K K . Intelligent optimization algorithms are 
appropriate choices in selecting an optimizer. The pro-
posed methodology utilizes Particle Swarm Optimization 
(PSO) tools. To investigate the effectiveness of utiliza-
tion of PSO in respect to Genetic Algorithm (GA), the 
numerous simulations of both the techniques have been 
performed and the results are compared. 

4.1. Genetic Algorithm 

Genetic Algorithm (GA) utilizes evolution operations, 
such as, selection, crossover and mutation. In GA, the 
design variable 

3. Controller Design 

X  consists of PID control gains, as 
shown in the following equation. 

The proportional-integral-derivative (PID) controller is 
utilized in this design and latter tuned using PSO and GA. 
As shown in the flow diagram in Figure 2, the “error” 
value 

X e t


 is calculated as the difference between the 
desired set point r t  and measured process variable 
 y t


 at any instant of time t . The controller input 
u t

 
 is determined from the Equation (1). 
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In this control algorithm, P corresponds the propor-
tional term pK e t , where p  is the proportional gain 
of the controller. Similarly, I represent the integral term  
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t i of the controller. K  and dK  are integral  

and derivative gain of the controller, respectively. The 
transfer function of the PID controller is as follows, 

2
p i di

p d

K s K K s
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Using these three terms, the controller by adjusting the 
process control input u t , minimizes the error value. 
The weighted sum of the three components is used to 
adjust the process by a control element, as in the steam 
turbine control a flow control valve. 

4. Design Optimization Tools 

In this paper, the PID controller is optimized to achieve 
the optimal behaviour of the plant. The optimizer is used 
to search for the optimal solution of the PID control gains  

 

 

Figure 2. Block diagram of a PID control. 

1 2 n   x x x

fo 1, 2,r 3, ,,j p i d j

             (3) 

and 

K K K j n    x

n
y

    (4) 

A population of  sets of these design variables are 
send forward to evaluate the objective function  by 
genetic algorithm (GA). 

  for, 1,2,3, ,j jy f j n  x         (5) 

After each of the n objective functions are evaluated, 
the resultant set Y  of objective function values are 
checked whether the convergence criteria are met. 

 1 2 ny y yY 

K

              (6) 

If not, the n objective function values are returned 
back to GA. Based on these values, GA generates next 
generation of design variable set by performing genetic 
operations, namely, selection, crossover, and mutation. 
This process continues until the convergence is reached 
as shown in Figure 3. 

4.2. Particle Swarm Optimization 

In PSO, each particle contains these three components 

p , iK , and dK  and updates the components in each 
iteration to find the Pbest and Gbest. Finally, the program 
runs to converge to the optimal solution. PSO has many 
similarities with evolutionary computation techniques 
like Genetic Algorithms (GA). As shown in Figure 4 the 
system is initialized with a population of random solu-
tions and searches for optima by updating generations. In 
PSO, the potential solutions, called particles, fly through 
the problem space by following the current optimum 
particles. 

It is demonstrated that PSO has advantages over other 
methods in respect to run time, cost and better result. 
Another reason that PSO is attractive is that there are few 
parameters to adjust. One version, with slight variations, 
works well in a wide variety of applications. Particle  
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Figure 4. Proposed PSO algorithm for turbine control op-
timization. 
 

Figure 3. Genetic algorithm used for turbine control opti-
mization. 
 
swarm optimization has been used for approaches that 
can be applied across a wide range of applications, as 
well as for specific applications focused on a specific 
requirement. 
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where, : velocity of agent i at iteration k, i

w: weighting function,  
cj: weighting factor, 

rand: uniformly distributed random number between 0 
and 1, 

i : current position of agent i at iteration k s
pbesti: pbest of agent i, 
gbest: gbest of the group. 

5. Proposed Algorithm 

In Matlab, the particle swarm optimization (PSO) gener-
ates the set of swarm particles including the proportional 
gain p , integral gain iK , and differential dK K  of PID 
control algorithm. The PID control gains are then sent to 
the Simulink environment where the steam turbine model 
is located. The model is simulated with the PID gains 
sent to Simulink and the results are sent back to Matlab 
workspace. The three performance measures including 
settling time stl , rise time rise  and overshoot t t st  are 
evaluated from the simulation results. The fitness func-
tion value 

d

f  is calculated from the equation as fol- 
lows 

stl rise st

0 0 0stl rise st

t t d
f

t t d
               (8) 

where, 0stlt e, 
and

 denotes the settling tim 0riset  the rise 
time  0std  the overshoot of step response of the no- 
minal steam turbine simulation. The optimization termi-
nates if the convergence criteria is satisfied otherwise the 
fitness function values are sent back to SPO and sets of 
swarm particle are created for next loop of iteration. 

In the case of genetic algorithm (GA), similar proce-
dure of SPO, as mentioned above, is continued with same 
set of design variables of PID control gains. 
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6. Simulation Results 

In this research, a simple PID controller is designed and 
simulated using the methodology shown in Figure 2. 
Using particle swarm optimization (PSO) and genetic 
algorithm (GA), the control system is optimized sepa- 
rately to investigate their individually performances. The 
objective of the multi-criteria optimization problem is to 
minimize settling time stl , rise time rise  and overshoot t t

st .Both optimization algorithms search for the optimal 
values of PID control gain, namely, p , 
d

K iK , and dK . 
In the baseline case, the PID control gains p , iK K , and 

dK  take the value of 0.5, 0.0001, and 0.05, respectively. 
In the baseline case, settling time stl , rise time rise  and 
overshoot 

t t

st  take the value of 382.77, 27.20, and 
50.813, respectively. The result sets including rise time, 
settling time, overshoot/undershoot, peak time and with 
the other optimization parameters for PSO and GA are 
listed in Tables 1 and 2, respectively. In order to make 
both optimizations comparable, number of design vari-
ables in GA takes the value of 20 and so is that of swarm 
in PSO. The optimization is continued until 35 iterations 
in both cases. 

d

Figure 5 depicts the simulation result of response of 
baseline case of the PID controller for step input. Figure 
6 represents one of the simulation results of the response 
after optimizing the PID controller with PSO. The set-
tling time is improved by 4.37% by decreasing its value 
to 366.06 sec from the corresponding baseline value of 
382.77 sec. To avoid the computational cost and optimi-
zation complexity, a narrow band of variation for the 
design variable set is chosen. Also the PID controller 
designed is a basic model of the conventional form. 
 

Table 1. Result set of PSO. 

PSO Results Values 

Rise Time 2.5495e + 001 

Settling Time 3.6431e + 002 

Minimum Settling Time 6.5225e + 001 

Maximum Settling Time 1.3735e + 002 

Overshoot 5.2664e + 001 

Undershoot 0 

Peak 1.3735e + 002 

PeakTime 6.7791e + 001 

Time for optimization 891.431 

Number of iterations 35 

Objective function value 2.9255e + 000 

Number of swarm particles 20 

Table 2. Results set of GA. 

GA Results Values 

Rise Time 2.5676e + 001 

Settling Time 3.6717e + 002 

Minimum Settling Time 6.5296e + 001 

Maximum Settling Time 1.3745e + 002 

Overshoot 5.2701e + 001 

Undershoot 0 

Peak 1.3745e + 002 

Peak Time 6.8290e + 001 

Time for Optimization 9.5064e + 002 

Number of Iterations 35 

Objective Function Value 2.9404e + 000 

Number of Design Variable 20 

pK  5.4999e − 001 

iK  9.1943e − 005 

dK  5.4930e − 002 

 
Comparison of PSO and GA results are graphically 

represented in Figures 7-10. The optimization process 
has been carried out with different number of swarm/ 
population to compare both optimization algorithms. 
Figure 7 depicts that, for same number of swarm/popu- 
lation, the elapsed time to run the optimization algorithm 
is less in PSO in comparison to GA. Moreover, the set-
tling and rise time of PSO are much lower than GA as 
shown in Figures 8 and 9, respectively. The results con- 
firm that optimization of PID using PSO more efficient 
compared to GA. 

Figure 10 represents the response of over overshoot 
versus number of warm and population size for PSO and 
GA, respectively. A close observation of the figure re-
veals that the overshoot of the step response in PSO, 
however, is higher with lower number of swarm. This 
does not affect the advantage of PSO over GA, since the 
practical implementation of PSO is with much higher 
number of swarms. 

7. Conclusion 

In this paper, a particle swarm optimization (PSO) and a 
genetic algorithm (GA) are separately implemented to 
optimize the gains of a proportional-integral-derivative 
(PID) algorithm to control a steam turbine. The results of 
both algorithms have been investigated and compared. 
The research has been performed with a simple PID con-
troller to investigate the eff ctiveness of the algorithm  

pK  5.5753e − 001 

iK  4.0198e − 005 

dK  6.7017e − 002 e  
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Figure 5. PID simulation result of time history of response without optimization. 
 

 

Figure 6. Simulation result of time history of optimal response (using PSO with, number of swarm = 20). 
 

 

Figure 7. Comparison of PSO and GA for turbine control (time elapsed). 
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Figure 8. Comparison of PSO and GA for turbine control (setting time). 
 

 

Figure 9. Comparison of PSO and GA for turbine control (rise time). 
 

 

Figure 10. Comparison of PSO and GA for turbine control (overshoot).   
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while avoiding complexity and computational cost of the 
work. The goal of this paper was to evaluate the useful-
ness of PSO algorithm coupled with PID controller for 
steam turbine control and compare its function with a GA 
based PID controller. The numerical results validate the 
effectiveness of using PSO algorithm coupled with PID 
controller for the steam turbine control. The PSO-based 
PID controller was able to improve the optimization ob-
jective function by minimizing its value 0.51% lower 
than that of GA with spending 6.23% less time than GA. 
The PSO-based PID controller is highly recommended 
over GA-based PID controller. Future work may be per-
formed with a more precise and practical PID controller 
for steam turbine control to optimize the output for better 
performance. 
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Appendix 

Different Optimization Results: 

Without Optimization: 
Output value: 

Kp 0.5 

Ki 0.0001 

Kd 0.05 

 
Results: 

RiseTime: 2.7200e + 001 

SettlingTime 3.8277e + 002 

SettlingMin 6.7015e + 001 

SettlingMax 1.3587e + 002 

Overshoot 5.0813e + 001 

Undershoot 0 

Peak 1.3587e + 002 

PeakTime 7.1789e + 001 

With PSO Optimization: 
PSO with number of swarm particles = 5 

Time for optimization: 237.5975 
Number of iterations = 35 

 

RiseTime: 2.5582e + 001 

SettlingTime 3.6606e + 002 

SettlingMin 6.5199e + 001 

SettlingMax 1.3756e + 002 

Overshoot 5.2802e + 001 

Undershoot 0 

Peak 1.3756e + 002 

PeakTime 6.8127e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.5351e − 001  

Ki 9.9860e − 005  

Kd 6.0240e − 002 

 
PSO with number of swarm particles = 10 

Time for optimization: 479.0345 
Number of iterations = 35 
Objective function value = 2.9345e + 000 

 

RiseTime: 2.5577e + 001 

SettlingTime 3.6586e + 002 

SettlingMin 6.5221e + 001 

SettlingMax 1.3751e + 002 

Overshoot 5.2762e + 001 

Undershoot 0 

Peak 1.3751e + 002 

PeakTime 6.8137e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Outputvalue: 

Kp 5.5387e − 001  

Ki 9.1432e − 005  

Kd 6.2754e − 002 

 
PSO with number of swarm particles = 15  
Time for optimization: 718.9101 
Number of iterations = 35 
Objective function value = 2.9313e + 000  

 

RiseTime: 2.5553e + 001 

SettlingTime 3.6534e + 002 

SettlingMin 6.5231e + 001 

SettlingMax 1.3744e + 002 

Overshoot 5.2713e + 001 

Undershoot 0 

Peak 1.3744e + 002 

PeakTime 6.7923e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.5502e − 001  

Ki 7.0110e − 005  

Kd 6.3870e − 002 
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PSO with number of swarm particles = 20  
Time for optimization: 891.431 
Number of iterations = 35 
Objective function value = 2.9255e + 000 

 

RiseTime: 2.5495e + 001 

SettlingTime 3.6431e + 002 

SettlingMin 6.5225e + 001 

SettlingMax 1.3735e + 002 

Overshoot 5.2664e + 001 

Undershoot 0 

Peak 1.3735e + 002 

PeakTime 6.7791e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.5753e − 001  

Ki 4.0198e − 005  

Kd 6.7017e − 002 

 
PSO with number of swarm particles = 25  
Time for optimization: 1113.3763 
Number of iterations = 35 
Objective function value = 2.9364e + 000 

 
RiseTime: 2.5613e + 001 

SettlingTime 3.6630e + 002 

SettlingMin 6.5247e + 001 

SettlingMax 1.3747e + 002 

Overshoot 5.2732e + 001 

Undershoot 0 

Peak 1.3747e + 002 

PeakTime 6.8137e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.5247e − 001 

Ki 8.5223e − 005  

Kd 5.8013e − 002 

PSO with number of swarm particles = 30  
Time for optimization: 1330.8598 
Number of iterations = 35 
Objective function value = 2.9328e + 000 

 
RiseTime: 2.5556e + 001 

SettlingTime 3.6553e + 002 

SettlingMin 6.5219e + 001 

SettlingMax 1.3751e + 002 

Overshoot 5.2758e + 001 

Undershoot 0 

Peak 1.3751e + 002 

PeakTime 6.7932e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.5478e − 001 

Ki 8.9964e − 005 

Kd 6.6389e − 002 

 
Genetic Algorithm (GA) 
A with number of design variable = 5 
Time for optimization: 2.5569e + 002 
Number of iterations = 35 
Objective function value = 2.9580e + 000 

 
RiseTime: 2.6078e + 001 

SettlingTime 3.7175e + 002 

SettlingMin 6.5763e + 001 

SettlingMax 1.3701e + 002 

Overshoot 5.2238e + 001 

Undershoot 0 

Peak 1.3701e + 002 

PeakTime 6.9249e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.3571e − 001 

Ki 9.1649e − 005 

Kd 5.1280e − 002 
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GA with number of design variable = 10 
Time for optimization: 5.1639e + 002 
Number of iterations = 35 
Objective function value = 2.9426e + 000 

 

RiseTime: 2.5710e + 001 

SettlingTime 3.6764e + 002 

SettlingMin 6.5325e + 001 

SettlingMax 1.3744e + 002 

Overshoot 5.2238e + 001 

Undershoot 0 

Peak 1.3744e + 002 

PeakTime 6.8437e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.4869e − 001 

Ki 9.9708e − 005 

Kd 5.4953e − 002 

 
GA with number of design variable = 15 
Time for optimization: 7.4615e + 002 
Number of iterations = 35 
Objective function value = 2.9411e + 000 

 
RiseTime: 2.5673e + 001 

SettlingTime 3.6724e + 002 

SettlingMin 6.5273e + 001 

SettlingMax 1.3749e + 002 

Overshoot 5.2736e + 001 

Undershoot 0 

Peak 1.3749e + 002 

PeakTime 6.8264e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.4996e − 001 

Ki 9.7845e − 005 

Kd 5.3235e − 002 

GA with number of design variable = 20 
Time for optimization: 9.5064e + 002 
Number of iterations = 35 
Objective function value = 2.9404e + 000 

 

RiseTime: 2.5676e + 001 

SettlingTime 3.6717e + 002 

SettlingMin 6.5296e + 001 

SettlingMax 1.3745e + 002 

Overshoot 5.2701e + 001 

Undershoot 0 

Peak 1.3745e + 002 

PeakTime 6.8290e + 001 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.4999e − 001 

Ki 9.1943e − 005 

Kd 5.4930e − 002 

 
GA with number of design variable = 25 
Time for optimization: 1.2953e + 003 
Number of iterations = 35 
Objective function value = 2.9403e + 000 

 
RiseTime: 2.5676e + 001 

SettlingTime 3.6716e + 002 

SettlingMin 6.5298e + 001 

SettlingMax 1.3744e + 002 

Overshoot 5.2697e + 001 

Undershoot 0 

Peak 1.3744e + 002 

PeakTime 6.8291e + 0011 

 
Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.4999e − 001 

Ki 9.0923e − 005 

Kd 5.4967e − 002 
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GA with number of design variable = 30 
Time for optimization: 1.4081e + 003 
Number of iterations = 35 
Objective function value = 2.9407e + 000 

 
RiseTime: 2.5675e + 001 

SettlingTime 3.6720e + 002 

SettlingMin 6.5289e + 001 

SettlingMax 1.3746e + 002 

Overshoot 5.2715e + 001 

Undershoot 0 

Peak 1.3746e + 002 

PeakTime 6.8290e + 001 

Range on Dimension Kp: [0.450000, 0.550000] 
Range on Dimension Ki: [0.000090, 0.000110]  
Range on Dimension Kd: [0.045000, 0.055000] 

Optimized Output Value: 

Kp 5.4999e − 001 

Ki 9.5538e − 005 

Kd 5.4950e − 002 

 
 
 
 

 


	Output value:
	Results:
	PSO with number of swarm particles = 5
	PSO with number of swarm particles = 10
	PSO with number of swarm particles = 15 
	PSO with number of swarm particles = 20 
	PSO with number of swarm particles = 25 
	PSO with number of swarm particles = 30 
	Genetic Algorithm (GA)
	A with number of design variable = 5
	GA with number of design variable = 10
	GA with number of design variable = 15
	GA with number of design variable = 20
	GA with number of design variable = 25
	GA with number of design variable = 30


