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1. Introduction 

The use of DC motors is now common and has become an important necessity in helping human 

activities, for example, industrial applications [1], moving an item such as running a conveyor 

machine [2], sucking water from underground to the surface using a water pump [3], cooling a room 

by turning a fan [4], robotics [5][6], and electric vehicle [7]. Motor control is needed to get the 

movement of the rotational speed [8][9] or motor position [10] to match a predetermined value. 

Generally, motor control is designed with PID control [11]. 

Proportional Integral Derivative (PID) controllers are increasingly being used in controlling DC 

motors [12], Quadrotor [13], Magnetic Levitation System [14], Quadcopter [15], Inverted Pendulum 

[16], and Converter [17][18]. Some of the advantages of PID are simple structure, good stability, 

strong resistance, and ease of implementation in software or hardware [19][20]. PID Control has been 

implemented in many systems such as temperature control [21], Aircraft [22], and Transport robots 

[23]. 

The main problem that is often discussed in PID is parameter tuning [24][25], namely determining 

the parameter values of the Proportional Constant (𝐾𝑝), Integral Constant (𝐾𝑖), and Derivative 

Constant (𝐾𝑑) in order to obtain optimal system performance [26][27]. One technique that is often 
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used is trial-error conventional control [28], but for this method, it is difficult to adjust the parameters, 

so the parameter search takes a long time, the control accuracy is not good, and the parameters used 

are not optimal. 

In recent years, researchers have used many intelligent methods for tuning PID parameters, such 

as the Flower pollination algorithm, Teaching learning based optimization [29], Artificial Bee Colony 

Algorithm [30][31], Grey Wolf Optimization [32], Firefly Algorithm [33], Differential Evolution [34], 

Genetic Algorithm [35], Sine Cosine Algorithm [36][37], Water Wave Optimization [38]. Researchers 

began to study the intelligent behavior of animals to be applied in solving optimization problems such 

as Whale Optimizer Algorithm [39], Fish Migration Optimization Algorithm [40], Grey Wolf 

Optimizer [41], Artificial Bee Colony Algorithm [42], Bat Algorithm [43], Harris Hawk Optimization 

[44][45]. Several optimization methods based on conventional methods and intelligent methods have 

been widely used to optimize PID parameters on DC motors [46][47][48][49][50]. In this study, one 

of the smart methods for tuning PID parameters on a DC motor will be used, namely the Particle 

Swarm Optimization (PSO) method [51]. Several research references said that parameter optimization 

using the PSO method has stable results compared to other methods [52][53][54]. 

Some control methods proposed in previous research for DC Motor [55][56][57] were applied 

only to simulation systems, so further validation is required. This paper applied the control method 

not only to simulation but also to hardware implementation. Thus, the research contributes to 

simulation-based PID tuning and implementing the control method in the hardware system. 

2. Method 

2.1. Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO) is an optimization technique developed by Dr. Eberhart and 

Dr. Kennedy in 1995, which was inspired by the social behavior of a flock of birds or fish [58]. In 

Particle Swarm Optimization, the swarm is assumed to have a certain size, with each particle starting 

position at a random location in multidimensional space. Each particle is assumed to have two 

characteristics, namely position, and velocity. Each particle moves in a certain space or space and 

remembers the best position found with respect to the value of the objective function. Each particle 

conveys information or its best position to the other particles and adjusts the position and speed of 

each based on the information received about the good position [59]. Particle Swarm Optimization 

(PSO) is one of the evolutionary computing techniques in which the population in PSO is based on a 

search algorithm and begins with a random population called a particle. 

2.2. Proportional Integral Derivative (PID) Controller 

The main problem in this study is tuning the PID parameter. Therefore, the PSO algorithm method 

is used to find the best parameter values (viewed from the rise time, settling time, overshoot, and 

steady-state error) [52]. The PSO algorithm method is used to avoid trial and error because it will take 

a long time. In designing the PID control system, what needs to be done is to adjust the parameters P, 

I, or D so that the system output signal response to a certain input is as desired. The PID controller 

equation in Laplace form is [60] 

𝑈(𝑠)

𝐸(𝑠)
= 𝐾𝑝 (1 +

1

𝑇𝑖𝑠
+ 𝑇𝑑𝑠) 

= 𝐾𝑝 +
𝐾𝑖

𝑠
+ 𝐾𝑑𝑠 

Where 𝐾𝑝 is proportional gain value, 𝐾𝑖 is the integral gain value, 𝐾𝑑 is the derivative gain value, 𝐸 

is the error between the reference value and feedback value, 𝑈 is the control signal value. The discrete 

form of the PID Controller is 

𝑢(𝑘) = 𝐾𝑝𝑒(𝑘) + 𝐾𝑖 ∑ 𝑒(𝑘)

𝑁

𝑛=0

+ 𝐾𝑑(𝑒(𝑘) − 𝑒(𝑘 − 1)) 
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Where 𝑘 is the discrete step at time 𝑡. 

The independent effect of increasing parameter value in PID control is shown in Table 1. For 

example, while the 𝐾𝑖 and 𝐾𝑑 is fixed, increasing 𝐾𝑝 alone can decrease rise time, increase overshoot, 

slightly increase settling time, decrease the steady-state error, and decrease stability margins [61]. 

Table 1.  Effect of Independent P, I, and D tuning 

 Rise Time Overshoot Settling Time Steady State Error Stability 

Increasing 𝐾𝑝 Decrease Increase Small Increase Decrease Degrade 

Increasing 𝐾𝑖 Small Decrease Increase Increase Large Decrease Degrade 

Increasing 𝐾𝑑 Small Decrease Decrease Decrease Minor Change Improve 

2.3. DC Motor Model 

A plant in modeling is a system that may be composed of various components/elements that are 

interconnected in carrying out an action. Depending on the components/elements used, a system can 

be of mechanical, pneumatic, electrical, or electro-mechanical type. DC motor electrical modeling 

obtained the following equation as 

𝑉𝑅 + 𝑉𝑙 + 𝑉𝑒𝑚𝑓 = 𝑉𝑠 

𝑖𝑅 + 𝐿
𝑑𝑖

𝑑𝑡
+ 𝐾𝑒𝑤 = 𝑉𝑠 

Using the Laplace transform, the last equation to be equation as 

𝐼𝑅 + 𝐿𝐼𝑠 + 𝐾𝑒𝑊 = 𝑉𝑠 

𝐼(𝑅 + 𝐿𝑠) = 𝑉𝑠 − 𝐾𝑒𝑊 

𝐼 =
𝑉𝑠 − 𝐾𝑒𝑊

𝑅 + 𝐿𝑠
 

DC motor mechanical modeling using Newton's law of rotation approach obtained the following 

equation. Rotational motion can be written by the equation 

Σ𝜏 = 𝐽�̇� 

𝑇 − 𝑓𝑘 = 𝐽�̇� 

𝐾𝑡𝑖 − 𝑏𝜔 = 𝐽�̇� 

Where 𝑓𝑘 is the friction, 𝜔 is the angular speed, �̇� =
𝑑𝜔

𝑑𝑡
 is the angular acceleration. 

Using the Laplace transform then obtained 

𝑊(𝐽𝑠 + 𝑏) = 𝐾𝑡𝐼 

Combination of mechanical and electrical equations to find the angular acceleration as 

𝑊(𝐽𝑠 + 𝑏) = 𝐾𝑡

𝑉𝑠 − 𝐾𝑒𝑊

𝑅 + 𝐿𝑠
 

𝐾𝑡𝑉 − 𝐾𝑡𝐾𝑒𝑊 = 𝑊(𝐽𝑠 + 𝑏)(𝑅 + 𝐿𝑠) 

𝐾𝑡𝑉 = 𝑊(𝐽𝑠 + 𝑏)(𝑅 + 𝐿𝑠) + 𝐾𝑡𝐾𝑒𝑊 

𝑊 = [
𝐾𝑡

(𝐽𝑠 + 𝑏)(𝐿𝑠 + 𝑅) + 𝐾𝑒𝐾𝑡
 ] 𝑉 

In general, the torque generated by a DC motor is proportional to the armature current and the 

magnetic field strength. In this example, we assume that the magnetic field is constant so that the 

motor torque (𝑇) is proportional to the armature current (𝑖) only by a constant factor (𝐾𝑡). 
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2.4. System Design 

In designing this system, it is done with reference to the theories and previous research, namely 

designing a PID control system on a DC motor with the PSO method. This research was conducted at 

the system design stage, both in software design and hardware design. The hardware design includes 

designing a DC Motor Modeling block diagram shown in Fig. 1. 

Fig. 1 is a block diagram of DC motor modeling using an Arduino Uno R3 board as a control 

system. The power supply provides voltage to the Arduino board, which is then channeled to the motor 

driver, which is to drive the DC motor, then the rotary motion of the DC motor will be read by the 

Encoder, which will be given to the Arduino Uno so that the results can be seen in the Arduino IDE 

software on the serial monitor and serial plotter menus. To see the wiring diagram of the designed 

system, see Fig. 2. 

 

Fig. 1. Diagram Blok Hardware 

In the wiring diagram Fig. 2, the Hall-effect OH42E encoder sensor outputs to Pin 2 Arduino, the 

Button is connected to Pin 13 Arduino and ground, input ENA motor driver from Arduino Pin10 and 

motor driver input IN1 and IN2 for motor direction from pin 8 and Pin 9 Arduino Uno, then the DC 

motor is connected to the output of M1 and M2 of the motor driver. The hardware design that will be 

made for data collection of DC motor modeling using system identification is shown in Fig. 3. 

 

Fig. 2. Wiring Diagram 

 

Fig. 3. Hardware Design 

Software design includes block diagram design of PID control system with PSO algorithm. The 

data flow relationship between the PSO algorithm and the PID control is shown in Fig. 4. The variable 

in the figure is an error (𝑒), rise time (𝑡𝑟), settling time (𝑡𝑠), overshoot time (𝑂𝑠), and steady state error 

(𝑠𝑠𝑒). 

In designing this device, the Particle Swarm Optimization Algorithm is used to determine the 

most optimal PID control parameters, with input in the form of PID parameter tuning using the Particle 

Swarm Optimization (PSO) algorithm to find the PID parameter constants. The working system is 

applied according to the block diagram of the PID control system shown in Fig. 4. Usually, after the 

PID parameters are calculated using the tuning method, these parameters need to be tuned again to get 

the best results. The plant used is a feedback control system whose output is the speed of a DC motor.  

Laptop/PC 
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Fig. 4. Block Diagram of PID control system with PSO algorithm 

After the data is identified, the next step is the design of the Simulink software using MATLAB 

software, which is used to see the response to the data obtained on the DC motor modeling block that 

has been made. The Simulink model can be seen in Fig. 5. 

 

Fig. 5. Simulation in Simulink MATLAB 

3. Result and Discussion 

In this system, testing is carried out to find out the results of the system design and the test plan 

made in the previous chapter. Testing this system is done by testing the software (software) and 

hardware (hardware). The testing phase is carried out using the trial-error method, testing the PSO 

(Particle Swarm Optimization) algorithm method, and testing Hardware. 

3.1. Trial and Error Method 

In testing with the trial-error method, the researcher uses Simulink from MATLAB, which is to 

enter the values of 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑 using the trial-and-error method. The following simulation uses the 

trial-error method with the input values of 𝐾𝑝 = 10, 𝐾𝑖 = 25, and 𝐾𝑑 = 17. The graph is obtained as 

shown in Fig. 6. It is obtained that the rise time = 0.8692, settling time = NaN, and overshoot = 

51.1442. From the three graphs in the test using the trial-error method, the values for rise time, settling 

time, and overshoot are shown in Table 2. It can be seen that the test three times taking data using the 

trial-error method showed poor results with a fairly high overshoot. The overshoot that looks the best 

among the five data is 𝐾𝑝 = 18.7, 𝐾𝑖 = 4.8, and 𝐾𝑑 = 15.5, with a rise time of 1.2717, settling time 

of NaN, and overshoot of 11.7563. 

Table 2.  Testing Result of Trial-Error Method 

No 
PID Controller Parameters 

Rise Time Settling Time Overshoot 
𝑲𝒑 𝑲𝒊 𝑲𝒅 

1. 10 25 17 0.8692 NaN 51.1442 
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Fig. 6.  Trial-Error Simulation Graph Result 

3.2. PSO Method 

In testing the tuning method with the PSO (Particle Swarm Optimization) algorithm, there are 

several stages of testing. The testing phase carried out is testing the parameters of the PSO algorithm, 

including testing the cognitive acceleration constant (c1), testing the social acceleration constant (c2), 

and testing the number of G values (generation). 

In testing the cognitive acceleration constant (c1), it is entering the parameter value c1 with a 

value of 0.8. The graph can be seen as shown in Fig. 7. It shows the tuning results with the PSO 

algorithm, the rise time = 0.0740, the settling time = 0.1361, and the overshoot = 0. 

In testing the social acceleration constant (c2), which is entering the parameter value c2 with a 

value of 0.8. The graph can be seen in Fig. 8. It shows the system response from the PID controller, 

which is tuned using the PSO algorithm with a rise time = 0.3628 seconds, settling time = 2.6483 

seconds, and overshoot = 7.3809. 

 

Fig. 7. Result of c1 PSO Testing 

 

Fig. 8. Result of c2 PSO Testing 

In testing the number of G values (generations), the G parameter value is with a value of 30. The 

graph can be seen in Fig. 9. It shows the system response from the PID controller, which is tuned 

using the PSO algorithm with the rise time = 0.6521 seconds, settling time = 3.9944, and overshoot = 

14.5578. 

From the three graphs in the c1 test, c2 testing, and testing the number of G values using the tuning 

method with the PSO algorithm, the rise time, settling time, and overshoot values are obtained in 

Table 3. It can be seen that the results of the test-taking data using the tuning method with the PSO 

algorithm showed better results than the previous method, namely the trial-error method. From the 

experiment on testing the cognitive acceleration constant (c1), there were very good results, where 

𝑐1 = 0.8, 𝐾𝑝 = 8.9099, 𝐾𝑖 = 2.1469 and 𝐾𝑑 = 0.31952 with rise time = 0.0740, settling time = 

0.1361, and overshoot = 0. Then on testing the social acceleration constant (c2), there are quite good 
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results, where 𝑐2 =  0.8; 𝐾𝑝 = 8.9099; 𝐾𝑖 = 2.1469 and 𝐾𝑑 = 0.31952 with rise time is 0.3628; 

settling time is 2.6483, and overshoot is 7.3809. In testing the number of G values (generations), there 

are quite good results, with a value of 𝐺 =  30; 𝐾𝑝 = 2.204; 𝐾𝑖 = 1.7331 and 𝐾𝑑 = 0.99411 with 

rise time = 0.6521, settling time = 3.9944 and overshoot = 14.5578. 

 

Fig. 9. Result of G PSO Testing 

Table 3.  Test Results c1, c2, and G 

No. C1 C2 G 𝑲𝒑 𝑲𝒊 𝑲𝒅 Rise Time Settling Time Over-shoot 

1. 0.8 0.9 10 8.9099 2.1469 0.31952 0.0740 0.1361 0 

2. 0.9 0.8 10 1,9929 1.645 0.37808 0.3628 2.6483 7.3809 

3. 0.7 0.9 30 2.204 1.7331 0.99411 0.6521 3.9944 14.5578 

3.3. Hardware Examination 

In this hardware test, there are several stages of testing carried out, namely testing by entering the 

PID parameter values that have been obtained from simulations on MATLAB software by tuning 

using the trial-error method and the PSO algorithm method. 

3.3.1. Trial-Error Method 

The following hardware testing is done by entering the 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑 values obtained from the 

trial-error method on the Arduino IDE software, which is complete with the PID controller program 

listing. Fig. 10 is a graph of hardware testing that produces a speed response for a motor with a not-

good rise time, settling time, and overshoot value. From the input of the trial-error value, the first one 

produces a graph with a rise time of 1.7403 seconds, settling time = NaN, and overshoot = 19. 

 

Fig. 10. Response of Trial-Error Method 
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3.3.2. Cognitive Acceleration Constant (c1) PSO Testing 

The following hardware test is to enter the values of 𝐾𝑝, 𝐾𝑖 and 𝐾𝑑 obtained from the PSO c1 

method on the Arduino IDE software, which is complete with the PID controller program listing, a 

graph like Fig. 11 is obtained. 

Fig. 11 is a hardware test graph that produces a motor speed response with good rise time, settling 

time, and overshoot values. From the input value c1 = 0.7, it produces a graph with a rise time of 

4.3296 seconds; settling time = 7.3333 seconds, and overshoot = 1. 

 

Fig. 11. Response of c1 PSO Testing 

3.3.3. Social Acceleration Constant (c2) PSO Testing 

The following hardware test is to enter the values of 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑 obtained from the PSO c2 

method on the Arduino IDE software, which is complete with the PID program listing. Fig. 12 is a 

hardware test graph that produces a motor speed response with a fairly good rise time, settling time, 

and overshoot value. From the input value c2 = 0.8, it produces a graph with a rise time of 4.3288 

seconds, a settling time of 9.5000 seconds, and an overshoot of 2.  

 

Fig. 12. Response of c2 PSO Testing 

3.3.4. Generation (G) PSO Testing 

The following hardware test is to enter the values of 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑 obtained from the PSO G 

method on the Arduino IDE software, which is complete with the PID program listing. Fig. 13 is a 

hardware test graph that produces a motor speed response with a fairly good rise time, settling time, 

and overshoot value. From the input value, G = 50 produces a graph with a rise time of 1.5979 seconds, 

settling time = 5.6667 seconds, and overshoot = 2. 
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Fig. 13. Response of G=50 PSO Testing 

From the 4 testing stages used in this hardware test, the following are the results of the comparison 

of the rise time, settling time, and overshoot values shown in Table 3. It can be seen that the 

comparison of the simulation test and hardware testing shows the results of the rise time, settling time, 

and overshoot values that are different. In testing the trial-error method, the results of the overshoot 

are unstable, with values of 𝐾𝑝 = 50, 𝐾𝑖 = 25, and 𝐾𝑑 = 30 with rise time = 1.7403, settling time = 

NaN, and overshoot = 19. In testing the PSO method, the overshoot results are stable with 𝐾𝑝 = 1.4551, 

𝐾𝑖 = 1.3079 and 𝐾𝑑 = 0.80271 with rise time = 4.3288, settling time = 7.3333 and overshoot=1. In 

testing the PSO c2 method, the overshoot results are seen to be stable with a value of 𝐾𝑝 = 1.9929, 𝐾𝑖 

= 1.645, and 𝐾𝑑 = 0.37808 with rise time = 4.3288, settling time = 9.5000 and overshoot=2. In testing 

the PSO Generation method, the overshoot results are stable with 𝐾𝑝 = 0.80636, 𝐾𝑖 = 0.8774 and 𝐾𝑑 

= 0.62891 with rise time = 1.5979, settling time = 5.6667 and overshoot = 2. 

Table 4.   Test results comparison of PID values 

No Method Gain 𝑲𝒑 Gain 𝑲𝒊 Gain 𝑲𝒅 Rise Time Settling Time Over-shoot 

1. Trial-Error  50 25 30 1.7403 NaN 19 

2. C1 1.4551 1.3079 0.80271 4.3296 7.3333 1 

3. C2 1.9929 1.645 0.37808 4.3288 9.5000 2 

4. G 0.80636 0.8774 0.62891 1.5979 5.6667 2 

4. Conclusions 

After doing research and testing, both software and hardware testing, it can be concluded the 

following things. The PSO algorithm is effective in tuning the PID parameter and implementation in 

hardware. Tuning the PID controller parameters using the PSO method on Simulink MATLAB 

obtained optimal results where the value of 𝐾𝑝 = 8.9099; 𝐾𝑖 = 2.1469 and 𝐾𝑑 = 0.31952 with a rise 

time value = 0.0740, settling time = 0.1361 and overshoot = 0. The results of hardware testing by 

entering the PID value in the Arduino IDE software produce a stable motor speed response where 𝐾𝑝 

= 1.4551, 𝐾𝑖 = 1.3079, and 𝐾𝑑 = 0.80271 with a rise time value = 4.3296; settling time=7.3333 and 

overshoot = 1. A comparison of simulation testing and hardware testing with the same 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑 

parameter values show different rise time, settling time, and overshoot values. If the overshoot in the 

simulation test gets a value of zero, in the hardware test, it gets a value greater than the Simulink value. 
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