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ABSTRACT

Recent advances in optical microscopy instrumentation and processing techniques have led to imaging that both breaks the diffraction
barrier and enables sub-pixel resolution. This enhanced resolution has expanded the capabilities of particle tracking to nanoscale processes
in soft matter including biomolecular, colloidal, and polymeric materials. This tutorial provides a basic understanding of particle tracking
instrumentation, the fundamentals of tracking analysis, and potential sources of error and bias inherent in analyzing particle tracking.

Finally, we provide a brief outlook for the future of particle tracking through the lens of machine learning.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0003322

I. INTRODUCTION

Recent developments in soft matter systems composed of meso-
scopic structures with a wide range of characteristic length scales and
increasing complexity present major challenges in understanding
the mechanical and transport properties of these materials. The
evolution of optical microscopy techniques with a resolution
below the diffraction limit has allowed researchers to examine
these increasingly small length scales with faster dynamics, allow-
ing for the direct visualization of sub-micrometer processes and
architectures. Particle tracking (PT, also known as multiple parti-
cle tracking) has emerged as a powerful method to characterize
the dynamics in soft matter systems.

The appeal of particle tracking experiments lies in its inherent
simplicity and accessibility; elegant experiments observing colloi-
dal particles can be accomplished with just an optical microscope
and a modest frame rate camera. Information about the dynamics
of the probe can be extracted from the videos, which provides
insight into the mechanism of probe diffusion, or the nanostruc-
ture of the biological or synthetic matrix through which the probe
is transporting. While particle tracking has a rich history in using
micrometer-sized colloidal probes in microrheology,' ™ the ability
to localize individual nanoscale probes, such as nanoparticles and

individual fluorescent molecules, has increased the capability of
particle tracking methods to investigate heterogeneous structures
in soft matter systems and complex fluids. Understanding the dif-
fusion of nanoparticles in soft matter is of both fundamental and
practical interest. For example, tracking individual nanoparticles
has provided new insight into understanding network heterogene-
ity in hydrogels,” intracellular dynamics,””” transport and drug
delivery within tumors,'*™"” the effect of surface chemistry on par-
ticle diffusion through mucus,'*”"” and the efficiency of nanoscale
filtration methods."®

Tracking of larger colloidal particles has been previously
reviewed in detail.'””” However, the underlying mechanisms gov-
erning nanoparticle diffusion and the techniques used to quantify
and analyze nanoparticle diffusion pose unique challenges that
make particle tracking of nanoparticles more difficult. With a focus
on nanoparticle probes, this tutorial aims to address those chal-
lenges by detailing the current knowledge of nanoparticle diffusion
in soft matter, as well as particle tracking methods for quantifying
probe diffusion. Data extraction techniques from single and ensem-
ble particle trajectories are described, including parameters to quan-
tify heterogeneity, and potential sources of error in particle tracking
are explained. This tutorial serves as an introduction for researchers
interested in learning the basics of single nanoparticle tracking.
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Il. GOVERNING PHYSICS OF PARTICLE TRACKING

To understand the utility of particle tracking techniques, the
underlying physics governing particle motion, particularly at the
nanoscale, must be understood. The simplest case of particle diffu-
sion, a spherical particle in a Newtonian fluid, can be modeled by
the Stokes—Einstein relationship,”’ where probes are randomly dif-
fusing by thermal fluctuations with a diffusion coefficient of

D kgT ) )

6rnry
where kg and T, 7, r, are Boltzmann’s constant, the temperature,
the solvent viscosity, and the particle hydrodynamic radius, respec-
tively. In Sec. V A, we will discuss more thoroughly how the mean
squared displacement (MSD) can be related to time-dependent dif-
fusivity, but for a probe diffusing in a simple viscous liquid, the
MSD is related to the diffusion coefficient through

MSD = 2uDr, (2)

where 7 is the dimensionality of diffusion process. In many cases,
however, diffusion of probes follow a power-law scaling as
MSD = 2A7%, where o is the power law exponent depending on
particle motion and A is a constant prefactor. When a = 1, the
MSD scales linearly with time and the probe exhibits normal diffu-
sion, as predicted by Stokes-Einstein and observed in colloidal
probes moving through a fluid via Brownian motion and A = uD.
For cases where o # 1, the probe dynamics deviate from Stokes-
Einstein and exhibit anomalous diffusion: for o < 1, the probe is
subdiffusive, and when a > 1, the probe is superdiffusive.

A key assumption of Stokes-Einstein relation is that the probe
particle is substantially larger than the characteristic length scale of
the medium being probed. This condition is easily met for a colloi-
dal sphere diffusing in a small molecular fluid,”” but nanoparticle
dynamics have been shown to substantially deviate from Stokes-
Einstein, where the size of the probe is comparable to the character-
istic length scale of the medium.””** Examples of systems where the
probe is in a similar length scale to its environment, where Stokes—
Einstein no longer holds, are not uncommon. In polymers, when
the size of a nanoparticle probe approaches the characteristic length
scale in an entangled polymer melt, i.e., the tube diameter (d;), the
Stokes-Einstein model fails to adequately describe the probe’s
enhanced motion relative to Stokes—Einstein predictions.””*****

Enhanced nanoparticle diffusion compared to Stokes-Einstein
predictions has been explored both experimentally and theoreti-
cally. Brochard-Wyart and de Gennes argue that as the size of a
nanoparticle approaches the correlation length of a system there is
a sharp crossover in the local friction felt by a nanoparticle due to
the particle “feeling” the local viscosity of the monomers rather
than the viscosity of the bulk, leading to accelerated particle diffu-
sion.”” This breakdown in Stokes—Einstein has been reported for a
variety of polymer solutions®*™” and melts.”>***>*' Recent theo-
retical studies have also predicted deviations from Stokes-Einstein
behavior, predicting a transition from bulk nanoparticle diffusivity
to that associated with the local monomer or solution viscosity.”>**
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Experimentally, the Stokes-Einstein relation has been observed to
hold for for 2r;, > 5d,, while theoretical studies indicate that this
behavior occurs when the nanoparticle diameter is seven to ten
times larger than d;.*

Furthermore, in polymeric and biological networks with a
mesh size, {, in the regime where 2r, > {, subdiffusive motion is
experimentally observed.””"*** In entangled melts, Brochard-Wyart
and de Gennes predict that for 2r, > d;, the nanoparticle has to
wait for the constraining chains to fully relax before the nanoparticle
can move, producing subdiffusive behavior.”® There are additional
theories that have been derived that explain enhanced nanoparticle
diffusion in these systems, including a constraint-release mecha-
nism™* and nanoparticle hopping.*® Verifying theories for the mech-
anism of nanoparticle diffusion remains a challenge because events
such as constraint-release and nanoparticle hopping are rare, require
visualizing individual particles, and occur at the nanoscale, making
the visualization of the individual probe dynamics and identifying
these events a prominent challenge in soft matter.

While these theories account for some of the key features of
nanoparticle diffusion in polymeric systems, including nanoparticle
size and characteristic length scales of the system, many more
factors affect nanoparticle diffusion such as grafting characteristics
of the nanoparticle and particle-polymer interactions."™"” For
grafted nanoparticles, diffusivity is expected to decrease relative to
their bare counterparts, as assumptions such as no-slip at the
surface of bare nanoparticles no longer hold.”” In polymer melts,
bound polymer layers have been shown to form around nanoparti-
cles in attractive polymer-nanoparticle systems, creating long-range
interactions between nanoparticles.’” Furthermore, many industri-
ally relevant systems for drug delivery including hydrogels,™**™’
cellular components,””** and biofilms* " are notoriously het-
erogeneous and the confinement or characteristic length scales that
a particle experiences are spatially dependent. Examining how
nanoparticle probes move through soft matter systems not only
expands upon the current theories surrounding nanoparticle diffu-
sion, but will allow for further development of our understanding
of how these other factors contribute to nanoparticle motion.

lll. PARTICLE TRACKING METHODS

There are a variety of techniques used to characterize probe
mobility in soft matter that span length scales from nanometers to
micrometers. Broadly, they can be characterized by (1) if the
methods measure single particles or the ensemble average of parti-
cle motion and (2) by how the probe is detected, either by fluores-
cence or non-fluorescence. The techniques presented below are
summarized in Table I, with select citations to highlight their use
in particle tracking.

A. Ensemble dynamic techniques

Ensemble dynamic fluorescence techniques such as fluores-
cence recovery after photobleaching (FRAP),"*® fluorescence correla-
tion spectroscopy (FCS),'””"'*” and image correlation spectroscopy
(ICS)*° all utilize temporal changes in fluorescence intensity to
quantify and characterize probe mobility. The spatiotemporal reso-
lution of all fluorescence techniques is governed by the signal of the
fluorescence probe; at short time scales (high temporal resolution),
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TABLE I. A compilation of commonly used particle tracking techniques, sorted by ensemble or single particle tracking techniques, with references to select applications.

Sampling Method

Select applications in particle tracking

Ensemble dynamic

techniques (FRAP)*

Fluorescence correlation spectroscopy (FCS)*
Image correlation spectroscopy (ICS)*
Dynamic light scattering (DLS)"

X-ray photon correlation spectroscopy (XPCS)"

Differential dynamic microscopy (DDM)”

Rutherford backscattering spectrometry (RBS)"

Particle tracking techniques

Dark field microscopy (DEM)"

Interferometric scattering microscopy (iISCAT)

Fluorescence recovery after photobleaching

Total internal reflection microscopy (TIRF)*

Mobility in cellular membranes™

Intracellular transport® ™’
Molecular interactions and conformational changes
Particle diffusion in biofilms’*”*
Mobility in cellular membranes
Intracellular transport’®”*~%
Molecular interactions and conformation changes
Mobility in cellular membranes®
Protein aggrega‘[iong("87
Molecular interactions™
Particle size and distribution in liquids
Particle aggregation and gelation” ™’
Aging in glasses and colloidal gels”*™"'"’
Nanoparticle dynamics %1)1 1%101??1“ and micelle
solutions™™'"' 1%
Nanoparticle dynamics in polymer melts
Aging in colloidal and nanoparticle glass'”’~""’
Bacterial mobility'''~""?
Nanoparticle and colloidal diffusion in solution
Kinetics of colloidal aggregation and gelation''”""*
Nanoparticle dynamics in polymer melts*">***">'"

68-71
74-78

81-84

89-91

26,29,40,106

114-116

Characterization of network structures*>'*'*!

Mobility in cellular membranes'**~'**
Intracellular dynamics’™
Particle-surface interactions and adsorption
dynamics'*"'*
Cell mechanics
Gels and polymer solution
Membranes and interfaces'*’~"*’
Label free tracking of viruses and proteins
Molecular motor dynamics'*?

Mobility in cellular membranes

130-134
135,136
b 137,141,142

144,145

“Fluorescence based techniques.
®)Non-fluorescence based techniques.

few photons are emitted from the fluorescent probe resulting in poor
spatial resolution. Conversely, at long time scales, the increase in
fluorescence intensity results in an increase in spatial resolution, but
temporal resolution decreases accordingly. Due to a high fluorescent
signal from the bulk diffusion of multiple probes, these techniques
have excellent signal even with short exposure times, resulting in a
temporal resolution in the microseconds.”® This comes at the loss of
information about distinct particle populations to ensemble averag-
ing, as individual probes cannot be distinguished.

For ensemble dynamic scattering techniques, including
dynamic light scattering (DLS),"”’ x-ray photon correlation spec-
troscopy (XPCS),"”" differential dynamic microscopy (DDM),">”
and Rutherford backscattering spectrometry (RBS),'” high tempo-
ral resolution is achievable (ns to ms) but spatial resolution is dic-
tated by the detectable q-range and the size of the probe. For DLS

and DDM, the q-range is limited by the use of a coherent light
source while XPCS can access substantially smaller length scales
due to its use of coherent x-rays from a synchrotron source. The
temporal resolution of scattering techniques are generally
improved over that of fluorescence measurements, as fluores-
cence measurements are limited by fluorescence saturation, i.e.,
where no photons are emitted, for extremely small time scales.'**
Furthermore, depth profiling methods, such as RBS, measure the
concentration profile which can be fit with a diffusion equation
to determine the coefficient. A wide range of probe sizes can be
used in these techniques, from nanometers to several microme-
ters, as the limitation comes from the resolution of the instru-
ment and technique, rather than the probe size.

RBS differs from the previously mentioned bulk scattering tech-
niques in that it is an ex situ measurement, where the measurement
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is on a “glassy” sample. Thus, the shortest annealing time is deter-
mined by the limitations of the annealing chamber to drive diffu-
sion. While the spatial resolution is typically 70-100 nm, the ex
situ nature of the technique means the accessible time scales are
much longer than the previously mentioned techniques, on the
order of minutes to days.'”’

Although the above approaches yield valuable information
on the dynamics of processes at the nanoscale, they have substan-
tial limitations for understanding particle motion. While useful
for examining the ensemble average diffusion, these techniques
cannot identify distinct mechanisms of the diffusion of different
populations since single particles cannot be spatially resolved.
Relevant systems including polymer melts, complex fluids, and
biological systems have local heterogeneity on the nanoscale and
characterization techniques need to be able to distinguish differ-
ent populations of probe mobility to extract useful nanoscale
structural information. It is in these cases that particle tracking
methods can be powerful in extracting spatiotemporal character-
istics of a diffusing probe.

B. Particle tracking techniques

Particle tracking (PT) encompasses a series of techniques that
track individual particles in 2D or 3D. The bulk of this tutorial will
focus on 2D translational particle tracking, though many of the
ideas outlined here have analogous or similar counterparts in 3D
and rotational tracking. Rotational and 3D tracking microscopy
techniques will be described briefly. Broadly, particle tracking
methods can be divided into two categories based on the method
of observation and visualization: (1) fluorescence based particle
tracking and (2) non-fluorescence based particle tracking. For both
of these sub-classes, the overall method is similar: a video camera
records images of a sample at specific time intervals, capturing par-
ticle positions at different time points. Image series are then pro-
cessed to identify particles, record their positions, and determine
particle tracks by linking particle positions between frames. The
general schematic is detailed in Fig. 1, and some of the most
common fluorescence and non-fluorescence techniques for colloi-
dal and nanoparticle tracking are outlined below.

1. Fluorescence based patrticle tracking techniques

Particle tracking experiments have been largely dominated by
fluorescence based microscopy, as the emergence of fluorescent

Particle localization

t=3t
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labels catalyzed the improvement fluorescence optical methods to
visualize biological structures. In epifluorescence mode, all incident
light from the laser source is passed through the sample, illuminat-
ing probes both in the imaging plane and in the background. The
collected light is, therefore, a combination of the emission from
probes in the image plane, all probes in the foreground and back-
ground, and the excitation light that has been reflected off the glass
interface. Dichroic mirrors, which reflect select wavelengths of light
while transmitting others, and other optical filters are used to sepa-
rate the excitation light from the sample emission. Epiflourescence
typically has a low signal-to-noise ratio due to the contribution of
out of focus probes to the background signal, which can limit the
tracking of small molecules and probes.'”” Illumination techniques
that limit the background noise, such as total internal reflection
fluorescence (TIRF) microscopy, are used to increase the contrast
between single probes and the background by only exciting probes
in the specimen plane. TIRF microscopy utilizes the phenomena of
total internal reflection to produce an evanescent wave in the
medium that illuminates a narrow region of the sample near the
interface, approximately 200 nm from the cover glass. This elimi-
nates any contribution from fluorophores above the imaging plane,
producing images with a high signal-to-noise ratio.'”* An example
of a TIRF microscopy set up is detailed in Fig. 2.

Variations of TIRF microscopy have further enhanced the
range and scope of particle tracking. In particular, multi-color
channel implementations have been heavily utilized in biological
applications to image molecular interactions.””’~'*’ In this setup,
either a single multiline laser or a laser combiner is used to deliver
multiple laser beams with different wavelengths to the sample. To
visualize the probe emissions at different wavelengths, either multi-
ple cameras via a multi camera adaptor is utilized or a beam split-
ter is used to project the multiple emissions onto different sections
of a single detector.'®" Furthermore, the principles of TIRF have
been combined with other fluorescent imaging techniques includ-
ing photoactivated localization microscopy for single particle track-
ing (SPT-PALM).'”> In SPT-PALM, photoactivated chimera
proteins are switched between their active forms, which allows for
their position to be recorded, before photobleaching to return the
proteins to their “off” state. Subsequent iterations of activation,
localization, and photobleaching small subsets of the diffusing pop-
ulations allows for individual proteins to be resolved and
SPT-PALM has been used to image protein dynamics in crowded
and heterogeneous spaces such as membranes.'*>'%’

FIG. 1. A schematic of the process of
particle tracking from particle localization
to linking trajectories. In a single frame,
individual particles are localized (far left)
and positions identified by fiting the
point spread distribution function, an
Airy disk, using algorithms outlined in
Sec. |V D. Between subsequent frames
determined by the lag time, 7, trajecto-
ries are linked (red dashed lines), creat-
ing trajectories for individual particles
(far right).

Linking trajectories

J. Appl. Phys. 127, 191101 (2020); doi: 10.1063/5.0003322
Published under license by AIP Publishing.

127, 191101-4


https://aip.scitation.org/journal/jap

Journal of
Applied Physics

,+— Sample Chamber

Medium
e o e
& Dichroic <
Mirror
Cooled
EMCCD AOTF
Camera

FIG. 2. A schematic of a TIRF microscopy setup. A laser is guided to the objec-
tive through a series of lenses and passed through an acousto-optic tunable filter
(AQTF) to regulate irradiation intensity. While light passes through the cover glass
at a high incident angle, at a specific critical angle, ©,, the light is completely
reflected producing a ~200 nm evanescent wave into the sample. Probes in the
region of the evanescent wave are excited and the reflected emission is passed
through a dichroic mirror to allow light from the probe emission to pass through to
the EMCCD and deflect any reflected light from the laser source. The sample
chamber is composed of two cover slips spaced between two glass slides, and
then sealed to prevent evaporation.

2. Non-fluorescence based particle tracking
techniques

Although much of the literature, particularly nanoscale track-
ing, has been focused on fluorescence methods, non-fluorescence
based techniques such as dark field microscopy have been increas-
ingly utilized as they are not limited by some of the difficulties
faced by fluorescence measurements; some examples of these diffi-
culties include photobleaching of proteins and molecules, photo-
blinking of QDs, and the required labeling of biomolecules or
probe of interest with fluorescent molecules.

Dark field microscopy (DFM) has been introduced as an alter-
native to simple bright field microscopy to enhance the signal to
noise ratio and resolution of imaging of label-free particles. In
DEM, the light scattered from the sample is collected while unscat-
tered illumination light is blocked and not collected by the detector.
The corresponding images of particles formed in DFM are bright
spots in a dark background. Based on this common concept, many

TUTORIAL scitation.org/journalljap

different configurations have been developed for DFM imaging.
The conventional DFM configuration is similar to bright field
microscopy with a special illumination light, in which the center
portion of the light is blocked and only a ring of light is focused by
the condenser at the specimen plane, see Fig. 3(a). The oblique
angle in DFM should be larger than the numerical aperture, other-
wise they will be collected by the objective. One inefficient way to
block the central light and generate oblique light source is to use
spider stops in front of the condenser, since it blocks the major
portion of the light. The alternative method is the use of an axicon
lens to generate a ring light [Fig. 3(b)]."**"'°° As shown in Fig. 3(c),
epi-illumination through an objective can also be used for dark field
imaging. In this method, however, the back-scattered light from the
particles is captured by the imaging system that often has a smaller
electrical field compared to forward scattered light.'””~'*” An alter-
native method to epi-illumination is using planar illumination
which is normal to imaging axis, Fig. 3(d)."”’ Because contrast is
based on scattering, signal strength scales with illumination inten-
sity. This allows high frame rate (kHz-MHz) imaging of nanoparti-
cles'”" without the photophysical limitations (bleaching, blinking,
and limited photon emission rates) detrimental to fluorescent
techniques.'”'™'"* As a scattering based technique, signal strength in
DFM depends on the ratio of light scattered from particles of inter-
est to spurious background scattering events (which prove difficult
to eliminate). Since the scattering cross section for the particles with

a)  Spider stop b) Axic:on

aYa

C) Epi-illumination

Planar illumination

T 1 :
FIG. 3. Optical path of different configurations of dark field microscopy using (a)
spider stop in front of the condenser, (b) axicon lens, (c) epi-illumination, and

(d) planar illumination. Red lines are illumination beams and green lines are
image forming beams.
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diameter, a, smaller than the wavelength of light scales with a®,
noble particles such as gold and silver have become popular choices
as tracers in DFM due to their strong optical signals in the visible
and near IR range. The unique optical properties of noble metal
nanoparticles arise from their localized surface plasmon resonance,
which will be further discussed in Sec. IV B 1.

Rather than relying on pure scattering to generate signal,
interferometric scattering microscopy (iSCAT) techniques operate
by imaging the interference between light scattered by a probe with
a reference beam, i.e., reflected light at the glass/sample interface.
The constructive and destructive interference of the light scattered
with the reflected beam serves as the contrast mechanism'”’ and
particles appear as a dark spot in a larger bright background signal.
Compared to DFM, the signal from particles in iSCAT scales with
a as opposed to a®, which enable this technique to image much
smaller nanoparticles. The total noise in iSCAT is dominated by
the reflected beam, negating the impact of spurious background
scattering events that dominate DFM, and enhancing interferomet-
ric contrast.'”" This background suppression allows for label free
imaging of weakly scattering materials (proteins, viruses)'’* and
smaller particles (~5nm)."”” It is important to note that because
any particle or object with a refractive index different than the sur-
rounding medium will scatter light, scattering based techniques
lack the specificity of fluorescence based techniques which isolate
imaging to a particular fluorescent object.'”’

3. Rotational particle tracking

It has recently been shown that nanorods, in comparison to
chemically identical spheres, exhibit increased and anomalous dif-
fusion in mucus,'”” the interstitial matrix of tumors,'”® polyacryl-
amide spheroids,'””” and wormlike micelles'’"'”*"'*" highlighting
growing interest in anisotropic particle diffusion. For an anisotropic
probe, there is both lateral and axial diffusion perpendicular and
parallel to the rod axis, as well a rotational diffusion component.'®'
While conventional optical microscopy, such as confocal
microscopy, *~'*" can view the effective rotational diffusion of
large anisotropic particles, more complex approaches must be
taken to identify the rotational component of nanoprobes since
their physical sizes are smaller than the diffraction limited resolu-
tion of optical microscopy.

To track the rotational motion at the nanoscale, nanoprobes
with anisotropic optical proprieties are used. For example, the
intensity gradient in the microscopic image formed by a fluorescent
sphere-doublet can be used to deduce its angular orientation. In
this technique, the eigenvectors of the moments of the intensity
distribution reveal the symmetry lines."*>'*® However, the most
common way to determine the orientation of the nanoprobes is
based on the emission characteristics of the electric dipoles. In
these methods, aberrated'*”'*" or defocused'*”'”’ images of the
dipoles are recorded, and information obtained from the formed
patterns is used to measure the angular orientation."”' ™"

Besides fluorescent nanobeads, recently, gold nanorods have
been utilized as ideal orientation probes. Local surface plasmon res-
onance of a gold nanorod strongly depends on its orientation with
respect to external electric fields. Many optical microscopic
imaging'**"*""*%19*"1%? and depolarized scattering techniques*’~*"*

TUTORIAL scitation.org/journall/jap

have been introduced to track the rotational motion of gold nano-
rods. For example, we have developed a nanoscale rheology tech-
nique based on tracking the rotational motion of gold nanorods in
complex environments. We use laser-illuminated dark-field micros-
copy and optical polarization to determine three-dimensional orien-
tation of gold nanorods.'”

4. 3D particle tracking

Fast diffusion of nanoparticles in materials with low viscosity
makes imaging with 2D microscopy systems difficult due to the
rapid axial motion of particles out of the field of view, demanding
3D imaging techniques. Beyond confocal scanning microscopy,
several optical microscopy techniques have been developed that are
suitable to track fast 3D motion of nanoparticles. One example is
digital holographic microscopy (DHM), which has been extensively
employed to track 3D motion of micrometer size colloids,”*™*"°
and has recently been utilized for nanoparticle imaging.

In a basic DHM setup, a sample is illuminated with a coherent
light source; the interference pattern of this coherent light (refer-
ence beam) and scattered light from the colloids (object beam)
form the holograms which contains the 3D content of the image
information.””” There are two complementary methods to analyz-
ing digital holograms. In a method based on Fourier diffraction
theory, three-dimensional light field is reconstructed to generate a
3D image. This 3D image is then used to identify position, shape,
and the orientation of colloids.””**"**" In the second method,
images are fit to predictions of the Lorenz-Mie theory to determine
the position of the colloids, their size and shapes, and even their
index of refraction.”’™*' In general, particles with a larger index
refraction compared to that of surrounding are more suitable for
holographic microscopy. Since biological colloids often have a
small index refraction, incorporating dyes have been shown to
improve both amplitude and phase contrast.”'" Although recording
magnified holograms through implementing DHM in comparison
to lens-less holography”'” enable this technique to track submi-
crometer particles, 3D imaging of nanoparticles requires further
alteration to the conventional DHM.

While in conventional DHM where coherent light sources are
used as an illumination as well as a reference light source, incoher-
ent digital holography”'” has been introduced to track the 3D loca-
tion of fluorescent nanoparticles.”'>*'* Furthermore, by combining
dark field microscopy and DHM, Verpillat et al.”'® were able to
track the 3D motion of 100nm gold nanoparticles in water.
Because of the weak intensity of the scattered light from nanoparti-
cles, their imaging requires an illumination light source with inten-
sity beyond the saturation limit of sensor chips of normal cameras.
Utilizing dark field operation in DHM alleviates the saturation
issue of the sensors by blocking the illumination beam.

Heterodyne DHM has also been successfully implemented for
3D localization of gold nanoparticles.”'” In heterodyne DHM, the
reference beam is dynamically phase shifted”'® or frequency
shifted”'” with respect to the signal field. Using this technique, a
strong reference beam can be mixed with a very weak signal,
making it suitable for photon level detection. The heterodyne DHM
with total internal reflection configuration of dark field microscopy
has enabled the 3D detection of 50 nm gold nanoparticles in thick
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samples (up to ~ 50 um deep).”’” Furthermore, photothermal exci-
tation can be used to detect metallic nanoparticles with DHM to
increase precision.zzo In this method, one laser is used to heat the
particles and create a local refractive index change, while another
laser is used as the local oscillator beam to create holograms. The
sensitivity of this method and the absorption efficiency of the metal-
lic nanoparticles enable tracking nanoparticles down to a nanoparti-
cle diameter of 10 nm.**’

IV. PRINCIPLES OF PARTICLE TRACKING

As mentioned previously, the basics of particle tracking are
quite simple: the movement of a particle is captured using video
microscopy, and recorded images are subsequently processed and
analyzed to yield the locations of the probe and its trajectory
(Fig. 1). The most technically challenging part of particle tracking
is creating a system that yields clean images with easily identifi-
able particles. In this section, we outline instrumentation require-
ments that create optimized images for particle tracking, provide
options for fluorescent and non-fluorescent probes, and detail
how to process images to yield useful and accurate data regarding
nanoprobe mobility.

A. Microscopy requirements
1. Camera and detector

There are a variety of detector options when choosing a high
performance scientific camera, primarily a charge-coupled device
(CCD), electron-multiplied CCD (EMCCD), intensified CCD
(ICCD), and scientific complementary-metal-oxide-semiconductor
(sCMOS) detectors. All CCDs contain silicon diode photosensors
that release an electron into a storage region when photons with a
sufficient energy hit the detector. An amplifier then reads out the
accumulated charge collected over the exposure time, which is con-
verted to voltages and subsequently converted to digital values.
CCDs and EMCCDs are limited to modest frame rates, approxi-
mately 70 frames per second (fps) for a 512 x 512 pixel array due
to the process of the stored charge moving through registers
sequentially prior to analog to digital conversion.””’ EMCCDs have
a similar structure to regular CCDs, but the stored charge is passed
through a multiplication register which further amplifies the
charge, increasing the signal to above that of the read-out noise
even at high read-out speeds.””” Both CCDs and EMCCDs are sus-
ceptible to high thermal noise, and may necessitate additional
cooling components for proper tracking in low-light experi-
ments.””” ICCDs utilize an image intensifier in front of a CCD to
amplify incoming light, increasing the signal read by the detector.
While ICCDs are also susceptible to thermal noise from the image
intensifier, the amplified light is often above the thermal noise of
the CCD detector; therefore, additional cooling components are
not needed. Additionally, ICCDs contain a shutter functionality;
the passing of electrons to the CCD is controlled by a small pulsed
gate voltage, which allows for ICCDs to have much faster shutter
speeds than a conventional CDD, on the order of picoseconds.”**
While the frame rate of ICCDs is limited to that of the EMCCD or
CCD, the repeated acquisition of a signal through gating can
produce a larger signal than that acquired through a CCD alone.
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Last, SCMOS detectors have an amplifier attached to each pixel in
the sensor with each column of pixels connected to an analog to
digital converter. This results in increased frame rates, up to 1000
fps for a 512 x 512 pixel array, and lower read-out noise compared
to EMCCDs and CCDs. However, as every pixel has its own indi-
vidual amplifier, each pixel has a unique noise associated with it,
which can make image denoising, discussed later in tracking algo-
rithms, difficult.”*"*%°

Overall, the choice of a camera is highly dependent on the
types of experiments to be performed. For example, in low-light
applications with modestly bright probes the use of a cooled
EMCCD would be appropriate, as the cooled system would reduce
thermal noise (see Sec. IV C 2) and the EMCCD would increase
the signal of the probes. Conversely, in the case of tracking suffi-
ciently bright colloidal particles a CCD could be appropriate, and
the use of intensifiers and coolers most likely is not necessary.

2. Objective lenses

The choice of objective lens not only determines the magnifica-
tion of the sample but also the image resolution. In a diffraction
limited system, probes do not appear as a single bright spot but
rather a point spread function (PSF), a three-dimensional diffraction
pattern that appears in the two-dimensional plane as a spot with
concentric rings of decreasing brightness; mathematically, these rings
can be described as Airy disks. The ability to distinguish two discrete
particles depends on the size of their Airy disk patterns, which is
directly related to the numerical aperture of the objective and the
wavelength of light as described by the Rayleigh criterion,””®

= T4 (3)

where d; is the maximum lateral-resolving power, 4, is the wave-
length of incident light, NA is the numerical aperture of the objec-
tive, and r4 is the radius of PSF described by an Airy disk.
Individual particles can be resolved when the distance between them
is larger than dj, or interchangeably, r,. High numerical aperture
objectives, such as oil immersion objectives, are commonly used in
nanoparticle tracking as increasing the numerical aperture decreases
ra. For example, for a illumination light with a wavelength of
532nm, a 60x objective with a numerical aperture of 1.4 (an oil
immersion objective) yields a r4 ~ 230 nm, whereas an air immer-
sion objective with the same magnification but NA smaller than 1.0
increases the 74 to ~ 325 nm, an approximately 100 nm decrease in
resolution. Furthermore, as Airy disk patterns are well described
mathematically, any aberrations and deviations in the patterns such
as asymmetric rings are indicative of an improper microscope align-
ment or damaged optical components and must be resolved prior to
data collection. Failure to do so will result in improper fitting during
the particle localization step and a loss of precision.

The depth of field, an estimate at which a particle remains in
focus, is also governed by the numerical aperture and the wave-
length of light for large numerical apertures™”’
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where n; is the sample refractive index. This quantity is particularly
important for systems with highly diffusive particles or for
extended experiments, as particles that move out of the axial limit
of resolution become more difficult to resolve and localize in most
particle tracking algorithms.

3. Reducing external perturbations

When tracking at the nanoscale, small perturbations can have
disastrous effects. For successful tracking, both the sample itself
and the microscope should be carefully isolated. Perhaps the most
obvious source of perturbations are vibrations, resulting from fume
hoods and blowers for air handlers, small fans on electronics, or
cooling systems, or even movement and talking from those con-
ducting the experiments. To reduce these vibrations, the use of an
isolation table is critical. Furthermore, in any room, there are air
currents from the heating and cooling of the building and these
can cause substantial drift if the microscope is not isolated either
with a curtain or an environmental chamber.

B. Sample consideration
1. Probe selection

For particle tracking experiments to be successful, the selec-
tion of the probe must be carefully considered. First, the probes
must be stable during the time scale of the experiment. A lack of
probe stability arising from either the aggregation of particles or
chemical degradation of the probe can limit the range of accessible
timescales. In colloidal particle tracking, there is the concern of
particle sedimentation, though this is less of an issue with the use
of nanoparticle probes, where the time scale for sedimentation is
much longer than a typical particle tracking experiment, and
thermal diffusion is sufficient to overcome gravitational sedimen-
tation. Additionally, the probe must either emit enough light or
generate significant contrast in the cases of fluorescent and non-
fluorescent PT, respectively. Otherwise, the exposure time of the
detector must be increased to compensate the weak signal, which,
in turn, can cause dynamic error as discussed in Sec. V' A 2. Last,
if the goal of the experiment is to probe the nanoscale structure of
the material, the probes should be homogeneous in both size and
shape. Probe uniformity is especially important in particle track-
ing, as the reported diffusion coefficient is inversely proportional
to the particle size. Small changes in probe size, therefore, have a
drastic impact on the slope of the MSD, and can artificially suggest
system heterogeneity.

Commonly used probes for fluorescence based particle track-
ing are fluorescently labeled particles, proteins, and organic dyes.
Fluorescent beads, such as polystyrene and silica, are advantageous
due to their wide commercial availability, which offers an impres-
sive range of absorption/emission spectra and sizes ranging from
tens of nanometers to several micrometers. Fluorescent dyes can
either be incorporated within the particle itself during particle syn-
thesis or covalently attached to the surface.””*™*** In biological
experiments, fluorescent proteins and dyes are advantageous due to
their small size (<5nm) and biological relevance. In particular,
dyes are often used to tag biomolecules of interest as their small
size does not sterically hinder interactions with other biomolecules
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or cellular components. Additionally, there is a large library of well
established bio-conjugation methods that enable researchers to
attach dyes to a variety of biomolecules.””” Various fluorescent pro-
teins and dyes are also photoswitchable or photoactivatable, a nec-
essary property for techniques like SPT-PALM.”** However, both
proteins and fluorescent molecules are of limited use for particle
tracking due to their low photostability over time; the onset of pho-
tobleaching occurs on the time scale of milliseconds for fluorescent
proteins and several seconds for organic dyes, reducing the preci-
sion of tracking or eliminating the ability to track particles all
together for long experiments. The above mentioned probes are
also brightness limited, with their relatively low photon flux (even
prior to photobleaching) limiting tracking precision.”””

With both high photostability and high quantum yield, semi-
conductor quantum dots (QDs) have become increasingly promi-
nent in imaging applications where extended experimental times
limit the use of fluorescent molecules due to photobleaching, or
increased fluorescence is necessary for tracking precision. QDs are
highly tunable nanometer-scale semiconductor crystals, between 2
and 10 nm, with a narrow emission and broad absorption spectrum
modulated by the core size,””° composition,”” and surface
ligands;”*® this enables their use in a range of experimental set ups
including multi-channel tracking systems. However, a limitation of
the use of QDs as probes in particle tracking arises from the photo-
luminescence intermittency, or “blinking,” as the particles transi-
tion between illuminated and non-illuminated states.””” This can
lead to difficulties in linking probe trajectories as particles disap-
pear between subsequent frames.

For non-fluorescence based particle tracking, the most com-
monly used probes are silica, polystyrene, or gold. The advantages
of non-fluorescent silica and polystyrene are similar to those of
their fluorescent counterparts; there is a wide variety of sizes that
are available commercially and the particles exhibit excellent scat-
tering properties. Gold nanoparticles are especially useful in DFM
due to their superior absorption and scattering of light compared
to other similarly sized nanoparticles. The key to this increased
scattering lies in the surface plasmon resonance effect or the col-
lective oscillation of surface conduction electrons at a specific
wavelength of light. The optical properties of gold are highly
dependent on particle size, with smaller nanoparticles absorbing
below 520 nm, and larger sizes showing the absorption peak
broaden and shift to higher wavelengths.”*’ Generally, gold nano-
particles with diameters above 40 nm are used as bioimaging tags
or probes in DFM as larger nanoparticles have an increased scat-
tering cross section, though gold nanoparticles diameters
< 20 nm have been used to label biomolecules in iSCAT.**' Other
plasmon resonant metal particles, such as silver, can also be used,
though the wide commercial availability of gold makes it a more
attractive choice for most researchers.”*”

Both non-fluorescent and fluorescent probes can be further
modified through the use of small ligands, grafted polymers, or the
attachment of specific targeting moieties. Small ligands and grafted
particles can be used to modify the chemical functionality of the
surface of the probe, mediating interactions with the surrounding
medium. Additionally, the use of grafted polymers reduces the
potential for aggregation of diffusing particles by adding a steric
repulsion; as particles are driven to aggregate by attractive van der
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Waals interactions or depletion interactions, grafted chains keep
particles stable during experimental tracking.”*” The attachment of
targeting moieties is of particular interest in biological tracking as it
allows for the direct imaging and sequestering of probes in a region
of interest. The available chemistry for functionalizing silica,”**
gold nanoparticles,” and polystyrene”*>**" are well established;
particles can be rendered hydrophobic or hydrophillic with the
addition of small ligands and polymers which are readily grafted to
and from the particle surface.”** QD functionalization chemistry is
less established, though QDs have been modified to be hydrophilic
by exchanging hydrophobic ligands on the QD shell with a hydro-
philic ligand or adding a second shell layer composed of a hydro-
philic component, such as silica.”*” The addition of a ligand or a
second shell can also provide reactive groups for subsequent biolog-
ical coupling, though these modifications increase the size of the
probe, limiting their applicability in experiments targeting nano-

7,250
scale structures.”””

2. Sample chamber

A proper sample chamber should shield the sample from exter-
nal stresses and environment. A schematic of a simple hand-built
sample chamber is detailed in Fig. 2, where the sample is sealed
between two cover slips using glass slides, additional cover glass, or
two-sided tape as spacers. The exposed edges can be sealed using
epoxy or nail polish for non-biological samples. Sealing the sample
not only reduces external drift but also prevents fluid convection due
to evaporation of the sample during the experiment, which is partic-
ularly problematic for volatile solvents. Additionally, care should be
taken to allow the sample to equilibrate on the microscope stage
prior to imaging, including after handling and allowing the sample
to reach thermal equilibrium by heating.

The thickness of the cover glass is objective dependent,
though most objectives require the thickness to be between 0.13
and 0.17 mm thick, corresponding to a No. 1 or No. 1.5 cover
glass. High precision cover glass can also be used, which has a
more stringent manufacturing tolerance, reducing the range of
thickness from 0.16 to 0.19 mm for No. 1.5 to 0.18-0.19 mm for
No. 1.5H. Additionally, cover glass slides must be vigorously
cleaned prior to tracking; possible cleaning procedures of cover
glass include piranha etching or a combination of solvents and
UV-ozone.”" Utilizing the proper cover glass thickness and clean-
ing procedures ensures that a minimum amount of intensity is lost
due to optical aberrations, improving particle tracking.

While there is a vibrant sub-section of the particle tracking
field that measures the contribution of hydrodynamic effects on
probe dynamics near interfaces,”>'*’ in most particle tracking
applications, any interactions with or due to surfaces are undesir-
able. For experiments in which the goal is to examine the bulk
behavior of probe mobility, the thickness of the spacers must be
optimized in order to remove possible hydrodynamic interactions
with the confining walls. In general, the thickness of sample should
be approximately 200x larger than the radius of the probe, or
Tmin > 2007, if the imaging plane is at mid-height.”>* The same
applies for the separation from the side walls, or the spacers, of the
sample. As a reference, a nanoparticle with a radius of 10 nm
should then be imaged at least 1 um from any wall.’
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C. Image quality
1. Signal-to-noise

Precision in particle tracking is almost exclusively related to
the signal-to-noise ratio (SNR) of the image: maximizing SNR
increases the theoretical localization precision of individual parti-
cles. The SNR of a point source on a dark background is defined as

(Is) — (Iv) ) )

SNR =

where (I;) is the average intensity of the particles, (Iy) is the
average intensity of the background, which includes everything
except the particles in the focus plane, and o?; is the standard devi-
ation of Iy.”>” A commonly cited threshold for good particle track-
ing is a SNR above 5,”* which can be difficult to achieve for
biological samples, where the SNR is traditionally poorer due to the
autoflourescence of cells and the change in the refractive index
between the cover glass and the sample.””” In practice, a SNR of 2
yields a localization precision of 60 nm while a SNR of 10 yields a
precision of 10 nm, highlighting the importance of optimizing SNR
in experiments where high tracking precision is necessary.””

In addition to increasing SNR by simply using a brighter
probe, there are alternative methods to optimize SNR and improve
probe localization precision. The background in the SNR calcula-
tion encompasses everything but the in focus particles, including
the fluorescence or scattering contribution of out of focus particles.
Reducing the concentration of probe particles can, therefore,
increase SNR by reducing the background intensity. Additionally,
decreasing the magnification can lead to an increase in SNR, as the
light emitted or scattered from the probe is concentrated in fewer
pixels, increasing the apparent intensity of the probe. Optimizing
the SNR is a complicated process; the probe concentration must be
high enough for adequate tracking statistics but low enough to
decrease contributions from out of focus particles, and decreasing
the objective magnification to increase probe brightness can also
reduce the PSF of the probes to less than three pixels, which can
introduce pixel biasing during particle localization (see Sec. V A 5)."”
As such, there is no standard set of instrument parameters that is
optimized for every particle tracking experiment, but understanding
the contributions to image quality and choosing the appropriate
camera, objective, and probe is critical in producing clean images
with high SNRs.

2. Camera noise

Regardless of how well the system has been optimized, there is
system noise that decreases image quality. The most common
sources of systematic noise are shot noise, dark current, and
read-out noise. Inherent to all imaging systems, shot noise, other-
wise known as photon noise, results from the statistical fluctuations
of photons emitted from a source; for any given imaging interval,
there is underlying noise due to the variation in photon arrival at
the detector. As the signal, S, increases due to an increase in
photons hitting the detector shot noise, n, also increases as
n; ~ /8. Dark current is due to the thermally generated elec-
trons within the detector that mimic the signal produced by
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imaging photons, even in the absence of light.”*’ Finally, read-out

noise is created within camera electronics as electrons are converted
from analog to digital signals, and then amplified and processed to
create an image.”*

What noise dominates for an individual experiment relies on
the intensity of the image signal. In practice, the use of cooled
CCDs nearly eliminates the effects of dark current noise as it is
related to the temperature of the detector.””” Depending on expo-
sure time, image quality is limited by either read-out or shot noise.
In low-light conditions, arising from either a lack of photons gener-
ated by the probes or short exposure times, read-out noise will
dominate. As exposure time increases and more photons are
detected, the SNR increases until shot noise is much greater than
dark current and read-out noise; at this point, the image quality is
shot noise limited.

D. Tracking and linking tracks

This section aims to outline the steps to successfully identify,
localize, and link particle trajectories. Additionally, source code and
tutorials for applying these techniques are available for a variety of
coding languages, including IDL,””* MATLAB,””” and Python.”*’

1. Pre-processing the images

Capturing high quality images is one of the key factors in par-
ticle tracking. However, as previously explained, the recorded
images often contain various sources of noise and imperfection
that must be removed before locating the particles. For example,
out of focus images of dust on the camera or optics and debris on
the sample slides introduce a steady background noise or imperfect illu-
mination, leading to non-uniform background brightness [Fig. 4(a)].
To separate and remove the noise, Iy, from the signal, Is, during
image enhancement, we first need to understand the source of the
noise to choose the proper pre-processing technique.

Steady background: In the case that the signal in the images
(location of particles in this context) is unsteady and dynamic, but
the background is stationary (such as scattering light from debris
on the optics), the noise image can be estimated by averaging pixel
intensity over a time series of recordings, Iy(x, y) = ﬁzll\] I(x, ),
where I(x, y) is the intensity of a pixel at (x,y) location. An alterna-
tive to averaging pixel intensity to calculate the noise image is to
use median pixel intensity. Additionally, background noise can also
be estimated by capturing images in the absence of particles.

Dynamic background: In case that noise in the images is not
steady, removing time averaged background noise will not lead to
proper noise free images. For instance, in any imaging technique
with a coherent light source, the speckle noise and system noise
are temporally coherent. In these imaging systems, the unsteady
noise of the images should be estimated for each frame. An
example of this technique is the correlation-based de-noising
algorithm developed for enhancing the image of particles with
low scattering signals.”®'

Nonuniform background brightness and noisy pixels: Many
particle tracking algorithms rely on the ratio of intensity of the par-
ticles and the surrounding background. Therefore, any low fre-
quency background intensity variation such as Gaussian noise or
high frequency sharp noises such as salt-and-pepper noise result in
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errors in particle tracking. Removing these noises is possible back-
ground subtraction [Fig. 4(b)] and several filtering processes such
as median and bandpass filtering [Fig. 4(c)]. Many of these filtering
processes are implemented within particle tracking software, but
often require input parameters from the users. These input parame-
ters include the cutoff frequency of the bandpass filter and window
size of the median filter. These parameters should be selected cau-
tiously to properly remove the noises without altering the signal.

Ideally, after image enhancement, the resulting images from
fluorescent or dark field microscopy will consist of bright spots on
a dark background, with each bright spot corresponding to an indi-
vidual particle. In images recorded by bright field microscopy, the
particles are identified by dark spots on a bright background. As
most general particle tracking codes have been written to accom-
modate fluorescent tracking, the simplest way is to invert the image
by subtracting the pixel intensity from the maximum intensity
value in the image format.

2. Locating position of particles

After image enhancement, the next step is to identify the
location of the particles in the images [Fig. 4(d)]. Although the
resolution of the microscope, i.e., the ability to distinguish two
separate particles, is limited by the Rayleigh criterion, sub-pixel
accuracy in particle localization can be achieved through fitting
the PSF of the particle, which is limited by the SNR. The accu-
racy and precision of various localization methods has been
extensively reviewed, ">*°>*> so a brief explanation of com-
monly used methods will be described below.

Centroid calculation: Finding centroids involves locating the
all local brightness maxima in an image, which correspond to
potential particles.”’ The intensity-weighted centroid, similar to a
center of mass calculation, is used to identify the particle position.
Centroid fitting is one of the fastest methods of localizing particles,
which makes it attractive to researchers.

Gaussian Fit: As described previously, for a diffraction limited
probe the brightness intensity profile can be described as an Airy
disk whose center spot can be approximated as a 2D Gaussian,

_(?C—?Co)2 +(}’—)’0)2 .

B (6)

G(x, y) = A*exp

Parameters of the Gaussian function can be determined through
non linear least-squares minimization™** or maximum likelihood
estimation.”®” Due to the iterative nature of these algorithms, they
can be computationally expensive and time intensive, particularly
for images with a high concentration of particles. However, at mod-
erate and high SNRs these fitting methods are more precise than
centroid fitting, making them ideal for high precision particle
tracking. At low SNR, SNR <3, the localization error of centroid
and Gaussian fitting are comparable.'*®

Radially symmetry-based tracking. Without optical aberrations,
the PSF of a particle is generally radially symmetric.
Parthasarathy'*® has developed an algorithm that utilizes the radi-
ally symmetric nature of the particle intensity to achieve sub-pixel
accuracy. At all SNRs, radial symmetry is comparable to or exceeds
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Gaussian fitting in precision, but due to the non-iterative nature
of the algorithm, the calculation time is substantially less; the
algorithm localizes particles 100x faster than its Gaussian fitting
counterpart.'”® The decrease in computational time coupled with
high precision makes this algorithm ideal for nanoscale particle
tracking. Furthermore, for microscopy methods where intensity
obeys superposition, this method provides superior results when
multiple particle images overlap slightly, useful in systems where
particle density is high.”®

3. Filtering unwanted particles

Localization algorithms often pick up on potential particles that
do not correspond to real particles, whether they are local intensity
maxima from camera noise or non-uniform background contribu-
tions that were not successfully removed during image pre-
processing. Identifying proper user defined threshold parameters
during image processing such as a minimum particle size (particle
identification), an approximate full-width-half-maximum of the Airy
disk (particle localization), and a minimum brightness threshold
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FIG. 4. (a) Raw image of diffusing
nanoparticles during video acquisition.
(b) Enhanced images after removing
nonuniform background. (c) Image after
applying a bandpass filter with a user
inputted size criterion. (d) Localization of
particles (green circles) with user input-
ted threshold and size criterion overlaid
on the original, unedited image. Particles
are CdSe/CdS quantum dots functional-
ized with a poly(ethylene glycol) brush,
hydrodynamic diameter 10 nm.

(particle identification) can help eliminate many false particle identi-
fications. Additionally, random camera errors in the form of inten-
sity fluctuations are rarely constant in subsequent frames, and can be
eliminated by requiring a minimum number of successive frames for
a particle trajectory.”’

4. Tracking the path of individual particles

Once the positions of particles are established, particle trajec-
tories are determined by linking particle positions between succes-
sive frames. For particles exhibiting Brownian motion, there is no
preferential direction of motion; therefore, trajectories cannot be
calculated by methods that utilize expected particle position and
velocity. Proximity of particles between successive frames is the
best method to track a single object between multiple frames, and
is utilized in most particle tracking software.”” To do this effec-
tively, a maximum threshold distance of a single particle, larger
than the distance traveled by a particle in a single frame, should be
identified. A substantial limitation of this common method of
linking particle trajectories is that it is only successful if the
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experiment is conducted such that probe concentration is fairly
sparse. If the maximum distance traveled is more than the interpar-
ticle distance of two neighboring particles, particle positions can be
improperly linked resulting in false trajectories. For high particle
density systems where nearest-neighbor tracking fails, multiple
hypothesis tracking has been implemented successfully, though it is
computationally expensive.”*”**

V. PARTICLE TRACKING ANALYSIS
A. Mean squared displacement (MSD)

The mean squared displacement (MSD) of a particle, or the

square of the net distance a particle travels, is described by

MSD(7) = (Ar(2)?), = ([r(t + 7) — r()]*), (7)
where 7 is the lag time, r(t) is the position of the particle at abso-
lute time £, and (), denotes the averaging over time.

Although calculating MSD from a particle trajectory seems
straightforward, there are many considerations one should take
into account to obtain and evaluate the robustness of MSDs.
Consider a trajectory of a particle at N discreet time points and
with time steps of At. To measure the MSD at 7 = nAt one could
use an ensemble of m = N/n completely uncorrelated displace-
ment events of Ar; = r[(i + 1)nAt] — r[i nAt], where

Ar(‘L’)2 = l i . 8)

§

For this ensemble, the standard error in calculated MSD is esti-
mated as eysp = \;E(Ar(r)z). One could also decide to use all of
the available N —n displacement events of Ar; = r[(i + n)At] —
r[(iAt] and calculate the MSD from

(Ar(z)?)

72 Ar?. 9)

However, in this method, because multiple displacement vectors
are taken from oversampling sub-trajectories of a particle, displace-
ment vectors are not fully uncorrelated and above equation for
eysp cannot be used to evaluate the standard error in MSD.
Nevertheless, this overcounting yields higher statistical power than
single counting and is advisable specially when the number of data
points is limited. For this method, the standard error is roughly
eMSD — ﬁ <A7(T)2>.

The diffusive motion of tracers embedded in soft materials
often is utilized to probe their complex viscoelastic responses
through the fluctuation dissipation theorem. In this technique
which is referred to as microhreology, the MSD of the particle is
related to the frequency dependent shear modulus of the materials
via the Generalized Stokes—Einstein Relation (GSER)

_ ksT
)= rasMSD(s)’ (10)
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where G(s) is the shear modulus and MSD(s) is the Laplace trans-
form of the MSD. In contrast to the bulk rheology, microrheology
can be accomplished on small sample volumes and probes the
local rheology of soft materials, and has been reviewed extensively
by others.'™

A wide variety of errors can disrupt the accuracy of the MSD
if unaccounted for. These errors often are confused as physically
significant since they generate features in MSDs that mimic subdif-
fusive or superdiffusive behavior. Sections V A 1-V A 5 discuss
error sources that are often inevitable in particle tracking, detailing
their individual effects on MSDs to prevent misidentifying them as
physically relevant contributions to particle motion or mechanics
of the surrounding medium. The effects of these errors on an
ensemble MSD can be viewed in Fig. 5(a).

1. Static error

Static error results from the instrument’s capability to locate a
particle and is dependent on the construction of the microscope
and random error. To quantify static error, particles can be immo-
bilized in either in a highly cross-linked gel, epoxy, or by attaching
or allowing particles to settle onto a cover slip. If the particles are
immobile, then the position of the particle is theoretically constant.
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FIG. 5. (a) MSD of a simulated 1D trajectory of particle with Brownian diffusive
motion, black line. Symbols show MSDs of the same trajectory with numerically
introduced errors. (b) Trajectory of particle over time, black line, and the same
trajectory with added drift. (c) Trajectory of the particle convoluted with static
error (blue line) and dynamic error (green line).
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However, random error including camera noise, thermal fluctua-
tions of the microscope, and vibrations can contribute to measured
particle motion creating a non-zero noise term. The measured
motion of these immobilized particles is defined as the static error.
Ideally, experiments performed to quantify the static error should
be conducted under similar imaging conditions to those used in
experiments, especially similar SNRs. Alternatively, Gaussian
random numbers can be added to each pixel with an amplitude
corresponding to the camera noise, and the resulting position shifts
are measured. The RMS of these shifts is the static error.

Static error will always cause the measured MSD to be larger
than that of the physical MSD, since the presence of position error
increases the measured displacement [Fig. 5(c)] and, therefore, the
MSD. Since at short lag times, the physical MSD is the smallest, the
effect of static noise is more evident in this regime. For instance,
for the particle diffusing randomly in a viscous fluid, the MSD will
be affected by static noise as

(Ax2>measured = <Ax2>phy:icul + 26}2(’ (11)

where o, is the standard deviation of the static error.”” As plotted
in Fig. 5(a), the MSD of such a particle in the short lag times
shows a subdiffusive trend if the probe motion is smaller or similar
to the precision of the MSD. One approach to correct the MSD is
to subtract 202 from it and use the estimated error to determine at
what point the result is insignificant. For a particle moving with an
anomalous diffusion process, the effect of static noise in MSD is
more complicated.”” Therefore, prior to any particle tracking
experiment, the static noise level should be determined.

2. Dynamic error

Dynamic error arises from the movement of a particle during a
finite exposure time. If a particle moves substantially during a given
exposure, localization algorithms will give a time-averaged position
for the exposure rather than the absolute position [Fig. 5(c)].>?
Ideally, this error would be minimized with decreasing exposure
time. However, short exposure time without increasing the bright-
ness of the particles leads to a decrease in spatial accuracy during
localization.'” The tradeoff between spatial accuracy and dynamic
error is something one must consider, particularly when the goal is
high precision tracking. Similar to static noise, dynamic noise also
alters the MSD in short lag times. While static noise artificially
increases the particle MSD at short lag times, dynamic error
decreases the measured MSD compared to the actual MSD, generat-
ing artifacts of superdiffusive behavior as the full particle path
cannot be adequately described by the series of positions captured
[Fig. 5(a)]. Dynamic error and static error, and, therefore, their con-
tributions to the MSD, can be decreased with proper microscope
parameters, as described in Sec. TV.

3. Drift

As mentioned previously, sample drift can cause substantial
error during the length scale of the experiment. To remove the
effect of drift that is constant in time and across the field of view,
we can use MSD' = MSD — (Axz)?, where Ax is the constant drift
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displacement between consecutive frames. Ideally, it is best to elimi-
nate sources of drift during sample fabrication. If possible, the sample
chamber should be sealed and the microscope chamber isolated. The
sample chamber should also settle on the stage to allow for any
thermal relaxations and the flow due to the movement of the
chamber stop. However, if the drift is still present, it can be corrected
during post tracking analysis by “detrending” particle tracks. In a
system without drift, particle motion is randomly and isotropically
oriented, but a constant source of drift will introduce directionality to
particle motion [Fig. 5(b)]. At long lag times, this creates artificial
superdiffusive behavior in the particle MSD as shown in Fig. 5(a). If
there are a large number of particles in the field of view, then the
instantaneous drift displacement, Ar?(t), at each time step can be
determined by calculating the average displacement of all particles,

N
Arl(t = nAt) = %Z ri(t + At) — ri(t), (12)

i

where i is indices of particles, and At is the time between two con-
secutive frames. The total drift displacement at time t = nAt is
ri(t) = > Ar?(gAt). The trajectories of each particle then could be

modified by subtracting r(t) from each individual trajectory.
However, if the drift is spatially heterogeneous, subtracting the
average motion of particles is not appropriate. The subtraction of
drift from individual particle tracks has been achieved through the
use of maximum likelihood estimation™*” or by limiting analysis to
motion orthogonal to the suspected drift direction””’ in cases where
drift cannot be removed, though best practice is to remove drift
through a proper microscope and sample isolation when possible.

4. Pixel biasing

Special consideration must be taken when localizing particles
to sub-pixel accuracy, as certain systematic errors can be intro-
duced. Namely, there is a risk of “pixel biasing,” where the particle
localization algorithm records the position of the particle to the
nearest pixel rather than a sub-pixel value. This can be checked by
examining the distribution of the fractional portion of the coordi-
nates of the particles; if the histogram is flat, then there is no
biasing toward the edge of pixels. However, if there is a noticeable
minimum, this is indicative of the localization algorithm rounding
to the nearest pixel and could introduce an error up to 0.5 pixels.
This can occur due to poor selection of imaging parameters or
improper tracking parameters. If the brightness from the probe
only spans 1-2 pixels, the magnification is too low and pixel
biasing is likely to occur. Additionally, image processing can result
in pixel biasing if parameters for processing images and identifying
particles are incorrect, such as inputting a predicted spot size that
is too small which can cause the mask to prematurely truncate the
intensity profile. This forces the edges of the intensity profile to
zero prematurely, introducing pixel bias.'”

5. Bias toward mobile particles

Another potential artifact of the ensemble MSD is related to
the inherent bias for measuring slower moving particles. If some
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particles are diffusing out of the field of view, either out of the x-y
plane or in the z-direction, then at long lag times the MSD is domi-
nated by the slower moving particles, as that subset of particles are
most likely to stay within the field of view. This results in a down-
turn in the MSD curve at long lag times, when the particle dis-
placement approaches the depth of focus [Fig. 5(a)]. This can be
accounted for by only utilizing the portion of the MSD, where the
MSD is below the square of the depth of focus.

B. van Hove distribution function

While MSD at different lag times reveals the dynamics of
ensemble particle motion, the distribution of particle displacements
carries more details about the heterogeneity and structure of mate-
rials. Conventionally, the van Hove distribution function G(r, 7)
has been used for characterizing the spatial and temporal distribu-
tions of particles in a material.”"' In a general form, the van Hove
distribution is a real-space dynamical correlation function that
describes the probability of finding particle i at distance r + Ar and
time ¢ + 7, given that particle j is located at r at time ¢. This is
described by the correlation equation,

N N

G(Ar, 7) :%<226(q(t) —ri(t+7) —Ar)>, (13)
t

i=1 j=1

where & indicates the Dirac delta function.

In the specific case that 7 = 0, the van Hove function reduces
to the pair correlation function, g(r). In the case where i = j, the
van Hove takes the more familiar form of

N
G(Ar, 7) = % <Z 8(ri(t) — ri(t + 1) — Ar)> , (14)
i=1

t

which describes the motion of the particles. For the rest of the
section, the term van Hove distribution will represent this form of
Eq. (13) which often is referred to as the “self ”portion of the van
Hove distribution.”””

For identical particles (diameter, surface chemistry) in a
homogeneous environment, the corresponding approximation for
the self part of the van Hove function assumes a Gaussian shape

G(Ax, 1) =

(15)

1 [_ Ax? }
Ve P 2602’

If the particles are identical but experience different local environ-
ments, or the particles themselves are heterogeneous, the van Hove
correlation function will deviate from the Gaussian functional
form, as indicated by the emergence of long tails (Fig. 6). Although
other functional forms, for example, the stable distribution, can be
used to describe the non-Gaussian van-Hove, often the tail of dis-
tribution carries the physical signature of the particle motion.
These tails can be fit with an exponential function, which provides
a characteristic length for particle diffusion at a given 7.

In order to generate a probability distribution of particle dis-
placement at different lag times, proper sampling and binning
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methods should be chosen. As shown in Fig. 6, the probability of
large displacement events in many random processes are small
compared to those of small displacements. Therefore, regular
methods for measuring histograms, such as uniform binning, are
not the most suitable in determining a van Hove distribution, espe-
cially its tail. In the uniform binning method, the number of events
at each interval with equal size is counted, and probability events
measured. To prevent noisy histograms, one simple way is to gener-
ate non-uniform grids such as logarithmically uniform grids.
Logarithmic binning is especially effective for van Hove distribu-
tions with exponential distributions and has been used to visualize
probability distribution functions of power-law distributions.”””

The other method to obtain a van Hove with equal statistical
robustness at each point is to generate a histogram with an equal
number of data points, N, in each bin. To generate such a his-
togram, the width of each bin, s(x), varies based on the range of the
points in the bin. The geometric mean of data points in each bin is
computed as the location of the center bin, and the probability
value of each bin is calculated as P(x) = Nioynt/s(x). As an
example, Fig. 7 shows how accurately the two different binning
methods represent the probability distribution of the numerically
generated random numbers with the stable distribution and expo-
nential tails. When each bin has the same number of data points
but different widths, the histogram overlaps with the expected dis-
tribution (red circles) in Fig. 7. The histogram with a uniform bin
size, however, fails to predict the distribution.

C. Qualitatively and quantitatively measuring
heterogeneity

One of the key advantages of particle tracking is the ability
to distinguish distinct populations of diffusing particles thereby
detecting heterogeneity in the system. Various groups have uti-
lized different measures to detect and statistically distinguish dif-
ferent populations of particles. While not an exhaustive list of
methods to identify the heterogeneity in particle dynamics and
distinct populations in particle tracking data, the following
methods are commonly used and are an excellent starting point
for additional analysis.
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FIG. 6. van Hove correlation functions at a lag time, z, of 0.08, 0.4, and 1.0s
for (a) nanoparticle diffusion in @ homogeneous medium (glycerol:water) and (b)
nanoparticle diffusion in a heterogeneous gel (polyacrylamide). Solid lines are
Gaussian fits, with the emergence of exponential tails in (b) indicating deviations
from Gaussian statistics. Particles are CdSe/CdS quantum dots functionalized
with a poly(ethylene glycol) brush, hydrodynamic diameter 10 nm.
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FIG. 7. van Hove for numerically generated random numbers with stable distri-
bution shown with solid black line. Symbols show the probability of these
numbers calculated by the equal bin size method (blue crosses) and by the
method with an equal number of data in each bin (red circles).

One method to quantify heterogeneity is the non-Gaussianity
parameter, NG, or o, which characterizes the deviation of the van
Hove distribution from Gaussian behavior.””* In short, the param-
eter compares the second and fourth moments of the displace-
ments for each lag time, 7. The non-Gaussian parameter is
described by the equation

NG, = M " (16)
3(Ax%(7))

By definition, if NG, = 0 for each 7, then the displacement incre-
ments are Gaussian. Furthermore, if NG, # 0 it suggests the pres-
ence of heterogeneity at the length scale of the probe particle
displacement.””> Furthermore, NG, can be used to investigate the
evolution of apparent heterogeneity over increasing length scales. If
NG; = 0 at short 7, but drastically increases as at longer 7, then the
non-Gaussian parameter can be used to characterize the heterogene-
ity the particle experiences as length scale dependent.”’® This is also
described as the excess kurtosis of the van Hove correlation function,
described as

Y = @)

where x is the mean and o is the standard deviation of the distribu-
tion. A homogeneous environment corresponds to ku = 0, and devi-
ating values of ku indicate heterogeneity. This was first used to
quantify the distribution of environments felt by colloidal polystyrene
spheres during gelation of hectorite suspensions, though it has also
been subsequently used to characterize nanoparticle diffusion.””

A significant concern of measuring heterogeneity using parti-
cle tracking is the bias toward measuring mobile particles. As
mobile particles move in and out of the focal plane, a large number
of short, mobile tracks are created resulting in a bias toward more
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mobile particles at shorter 7 when examining heterogeneity. Savin
and Doyle””® formulated a method that weights each trajectory
proportional to its duration in time, eliminating the bias created
by short mobile particle trajectories. The heterogeneity ratio, HR,
is defined as

_ My(r)

HR=—"—,
M, (7)

(18)

where M;(7) is the estimator for the weighted ensemble average,
or the MSD weighted based on the duration of the trajectory, and
M,(7) is its corresponding variance. As a reference, theoretical
calculations indicate that HR for a water, a homogeneous
Newtonian fluid solution, is approximately 0.6. Increasing hetero-
geneity, studied by Doyle and co-workers via the gelation of
Laponite solutions, resulted in increased values of HR, with
HR1.75 at peak heterogeneity.”””

To further quantify the statistical significance of heterogeneity,
different populations of diffusing particles can be sorted into statis-
tically distinct bins. This has been done for particle tracking using
the F-statistic,

flk_oi/nk
Lk — >
oi/n

19)

where k and [ correspond to the two independent, random, normally
distributed quantities, with variance o? and n degrees of freedom.
The variances of these two distributions can be compared using the
F test, which compares the two distributions using the F statistic,
and determines if the two distributions are statistically different
within a calculated confidence interval. Valentine and co-workers”"’
utilized the F statistic and the F test to cluster individual particle
tracks into statistically different clusters. They found that for a
homogeneous environment, such as glycerol-water solutions, the F
test returns only one cluster, since the particles experience the same
local environment. For agarose gels, which are heavily heteroge-
neous, the F test indicated multiple statistically different clusters of
particle motion at short lag times, indicating the presence of dispa-
rate microenvironments experienced by the particles.

VI. THE FUTURE OF PARTICLE TRACKING AND
CONCLUSION

The future of particle tracking in part depends on the contin-
ued improvement of optical techniques, probe quality, and the
advancement of data processing techniques. As researchers develop
probes that resist photobleaching or are increasingly bright, we will
be able to utilize them to visualize smaller and smaller length scales
to increase our understanding of nanoprobe diffusion in complex
environments. In data processing, machine learning offers promise
in many phases of particle tracking including detection,”*"*** sub-
pixel localization,”*** trajectory linking,” and trajectory
analysis.”*~** These advances have the potential to improve the
performance, robustness, accuracy, and ease of use of particle track-
ing software, allowing this technique to reach more experimenters.
However, users should take care when using networks trained with
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simulated or other user experimental data, and check for the effects
of training bias on their own results. Ultimately, facilitating users in
modifying networks with their own data through open source soft-
ware platforms will be essential to capitalizing on the full potential
of machine learning in particle tracking.

Particle tracking is a robust method for determining the mobil-
ity of nanoparticles in a variety of soft matter systems. While other
methods can produce useful dynamic information, particle tracking
has been used to image particles and probes in heterogeneous envi-
ronments, yielding structural and dynamic information inaccessible
with ensemble average techniques. This tutorial highlighted key
factors for conducting successful particle tracking experiments,
including best practices for obtaining high quality data, detailing
some of the more common algorithms used for localization and
tracking, detailing data analysis, and identifying potential errors that
can present in the measured diffusion profiles. With these tools, a
wide variety of dynamic and structural questions related to nanopar-
ticle and soft matter systems can be explored.
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