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Abstract—This paper studies the problem of passivity-based asynchronous control for discrete-time Markov jump systems. The asynchronization phenomenon appears between the system modes and controller modes, which is described by a hidden Markov model. Accordingly, the resultant closed-loop system is named as a hidden Markov jump system. By utilizing the matrix inequality technique, three equivalent sufficient conditions are proposed to ensure the stochastic passivity of the hidden Markov jump systems. Based on the established conditions, the design of asynchronous controller, which covers synchronous controller and mode-independent controller as special cases, is addressed. A numerical example is given to demonstrate the effectiveness of the derived results.
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I. INTRODUCTION

In the past few decades, significant progress has been made on the theory of Markov jump systems, which is one of the most active research areas in systems and control. The reason is mainly that Markov jump systems are suitable mathematical models to represent various practical systems whose structure is subject to random abrupt variation mainly due to, for example, changing in subsystem interconnections, random component failures or repairs, sudden environmental changes, and uncontrolled configuration changes. As a result, fruitful results have been reported in this field. For example, much progress has been made in the study of the stability and stabilization problems for Markov jump systems; see, e.g., [1]–[6] and the references therein. When both the Markov jump parameters and time delays appear in the systems, the problems of stability and stabilization have been studied in [7]–[9]. The problems of $H_{∞}$ control and sliding mode control have been investigated for Markov jump systems in [10] and [11], respectively. In [12], the robust $H_{∞}$ filtering problem has been addressed for discrete-time Markov jump systems subject to both randomly occurring nonlinearities and sensor saturation. When time delays appear in the Markov jump systems, the $H_{∞}$ and $l_{2}-l_{∞}$ filtering problems have been considered in [13] and [14], respectively.

It should be pointed out that most existing results on control and filtering of Markov jump systems are based on a common and important assumption that the mode information of plant is fully available to the controller/filter at every instant of time to ensure the switching of controller/filter synchronous with that of plant. Accordingly, the designed controller/filter is named as mode-dependent or synchronous controller/filter. However, such an ideal assumption cannot always be satisfied in real world applications. For example, in networked control systems, network-induced delays and packet loss inevitably make the mode information of plant not completely accessible, which leads to the asynchronization phenomenon between system modes and controller/filter modes. Thus, it is important and necessary to study the asynchronous control/filtering for Markov jump systems. The stabilization problem for discrete-time Markov jump systems with time delay in the mode signal has been investigated in [15] and a sufficient condition has been proposed for the design of a controller with delayed mode information such that the closed-loop system is stochastically stable. The stabilization problem of discrete-time Markov jump systems with a non-accessible jumping parameter has been studied in [16], where the linear matrix inequality (LMI) method has been proposed for designing a mode-independent controller, which can be regarded as a special asynchronous controller. In [17], [18], some approaches have been proposed to design the mode-independent $H_{∞}$ filter for continuous-time Markov jump systems. Very recently, the problem of asynchronous $l_{2}-l_{∞}$ filtering for discrete-time stochastic Markov jump systems has been addressed in [19], where the existence criterion of the desired asynchronous filter with piecewise homogeneous Markov chain has been proposed. Although the importance of asynchronous control/filtering for Markov jump systems has been widely recognized, the related problems have not been fully addressed, which is the motivation for the current work.

In this paper, the problem of stochastically passive asynchronous control for discrete-time Markov jump systems is studied. The system mode is assumed to be asynchronous with the controller mode, which is caused by various constraints on signal processing and transmission in practice. A hidden Markov model is introduced to describe the asynchronization-
tion phenomenon. As a result, the corresponding closed-loop system is constructed as a hidden Markov jump system. By adopting the matrix inequality approach, several criteria are given to ensure that the hidden Markov jump system is stochastically passive based on one of which the design method of the desired asynchronous controller is proposed. A numerical example is used to show the effectiveness of the theoretic results obtained.

**Notation:** The notations used throughout this paper are fairly standard. \( \mathbb{R}^n \) and \( \mathbb{R}^{m \times n} \) denote the \( n \)-dimensional Euclidean space and the set of all \( m \times n \) real matrices, respectively. The notation \( X \succ Y \) (\( X \succeq Y \)), where \( X \) and \( Y \) are symmetric matrices, means that \( X - Y \) is positive definite (positive semidefinite). diag\{\ldots\} stands for a block-diagonal matrix and \( \| \cdot \| \) denotes the Euclidean norm of a vector and its induced norm of a matrix. \( (\Omega, \mathcal{F}, \mathcal{P}) \) is a probability space, \( \Omega \) is the sample space, \( \mathcal{F} \) is the \( \sigma \)-algebra of subsets of the sample space and \( \mathcal{P} \) is the probability measure on \( \mathcal{F} \). \( \mathcal{E} \{ \cdot \} \) denotes the expectation operator with respect to some probability measure \( \mathcal{P} \). \( I_2[0, +\infty) \) is the space of square summable infinite sequence.

II. **Preliminaries**

Fix a probability space \( (\Omega, \mathcal{F}, \mathcal{P}) \) and consider the following discrete-time Markov jump system:

\[
\begin{aligned}
x(k+1) &= A(r(k)) x(k) + D(r(k)) u(k) + B(r(k)) v(k), \\
z(k) &= C(r(k)) x(k) + E(r(k)) u(k) + L(r(k)) v(k),
\end{aligned}
\]

(1)

where \( x(k) \in \mathbb{R}^n \) is the system state, \( u(k) \in \mathbb{R}^m \) is the control input, \( z(k) \in \mathbb{R}^q \) is the controlled output, and \( v(k) \in \mathbb{R}^p \) is the disturbance input that belongs to \( I_2[0, +\infty) \). \( A(r(k)), D(r(k)), B(r(k)), C(r(k)), E(r(k)) \) and \( L(r(k)) \) are known real constant matrices with appropriate dimensions. The parameter \( \{r(k), k \geq 0\} \) represents a Markov chain taking values in a finite set \( \mathcal{N} = \{1, 2, \ldots, N\} \) with transition probability matrix \( \Pi = \{\pi_{ij}\} \) given by

\[
\Pr\{r(k+1) = j | r(k) = i\} = \pi_{ij},
\]

(2)

where \( 0 \leq \pi_{ij} \leq 1 \) for all \( i, j \in \mathcal{N} \), and \( \sum_{j=1}^{N} \pi_{ij} = 1 \) for all \( i \in \mathcal{N} \).

In this paper, we consider the following controller:

\[
u(k) = K(\sigma(k)) x(k),
\]

(3)

where \( K(\sigma(k)) \) is a controller gain matrix to be determined, and the parameter \( \{\sigma(k), k \geq 0\} \) takes values in a finite set \( \mathcal{M} = \{1, 2, \ldots, M\} \) with conditional probability matrix \( \Omega = \{\mu_{i\phi}\} \) given by:

\[
\Pr\{\sigma(k) = \phi | r(k) = i\} = \mu_{i\phi},
\]

(4)

where \( 0 \leq \mu_{i\phi} \leq 1 \) for all \( i \in \mathcal{N} \) and \( \phi \in \mathcal{M} \), and \( \sum_{\phi=1}^{M} \mu_{i\phi} = 1 \) for all \( i \in \mathcal{N} \).

Remark 1: In practice, the information of system modes accessible to controller is often inaccurate, that is, the actual modes of system are hidden to the controller, which leads to the fact that the controller modes that can be regarded as the observation value of system modes do not synchronize with systems modes. In this paper, we introduce stochastic variable \( \sigma(k) \) to present the modes of controller, which is different from the Markov chain \( r(k) \), but depends on it subject to the conditional probability (4). It can be found that the set \( \{r(k), \sigma(k), \Pi, \Omega\} \) constructs a hidden Markov model [20]. To the best of authors’ knowledge, our work is the first to make use of the hidden Markov model to describe the non-synchronization phenomenon between system modes and controller modes.

Remark 2: It is noted that when \( \mathcal{N} = \mathcal{M} \) and \( \mu_{i\phi} = 1 \) for \( i = \phi \), the controller (3) becomes a synchronous controller, and when \( \mathcal{M} = \{1\} \), that is, the controller (3) only has one mode, the asynchronous controller (3) reduces to the mode-independent controller. Thus, the asynchronous controller given in this paper covers synchronous controller and mode-independent controller as special cases.

Applying the asynchronous controller (3) to system (1) leads to the following closed-loop system,

\[
\begin{aligned}
x(k+1) &= (A(r(k)) + D(r(k)) K(\sigma(k))) x(k) + B(r(k)) v(k), \\
z(k) &= (C(r(k)) + E(r(k)) K(\sigma(k))) x(k) + L(r(k)) v(k),
\end{aligned}
\]

(5)

Remark 3: It is worth mentioning that in this paper, the closed-loop system (5) is named as hidden Markov jump system due to the fact that the hidden Markov model \( (r(k), \sigma(k), \Pi, \Omega) \) is included in the system. Up to now, few results have been proposed for such kind of system.

In this paper, the following definition will be used.

**Definition 1:** System (5) is said to be stochastically passive if there exists a scalar \( \gamma > 0 \) such that for all \( k_0 \geq 0 \),

\[
2 \sum_{s=0}^{k_0} \mathcal{E}\{z(s)^T v(s)\} \geq -\gamma \sum_{s=0}^{k_0} \|v(s)\|^2
\]

(6)

under the zero initial condition.

The objective of this paper is to design an asynchronous controller (3) for system (1) such that system (5) is stochastically passive.

For notational simplicity, in the sequel, for each possible \( r(k) = i \in \mathcal{N} \) and \( \sigma(k) = \phi \in \mathcal{M} \), the matrices \( M(r(k)) \) and \( N(\sigma(k)) \) will be denoted by \( M_i \) and \( N_\phi \), respectively.

III. **Main Results**

In this section, the design method of asynchronous controller will be given for system (1). Firstly, we will present some conditions to ensure system (5) is stochastically passive.

**Theorem 1:** System (5) is stochastically passive, if there exist matrices \( P_i > 0 \) and a scalar \( \gamma > 0 \) such that for any \( i \in \mathcal{N} \) and \( \phi \in \mathcal{M} \),

\[
\mathcal{A}_i = \sum_{\phi=1}^{M} \mu_{i\phi} (\tilde{A}_{i\phi} X_i \tilde{A}_{i\phi} - \mathcal{H}_{i\phi} \mathcal{H}_{i\phi}^{-1} \mathcal{H}_{i\phi}^T) - P_i < 0,
\]

(7)

\[
\mathcal{J}_i = B_i^T X_i B_i - L_i^T L_i - \gamma I < 0,
\]

(8)

where

\[
X_i = \sum_{j=1}^{N} \pi_{ij} P_j, \quad \mathcal{H}_{i\phi} = \tilde{A}_{i\phi} X_i B_i - \tilde{C}_{i\phi}^T.
\]
Proof: Consider the following Lyapunov functional for system (5):
\[
V(k, x(k), r(k)) = x(k)^T P(r(k)) x(k).
\] (9)

Letting \( \Delta V(k) = \{ V(k+1, x(k+1), r(k+1) = j) | x(k), r(k) = i \} - V(k, x(k), i) \), we have
\[
\Delta V(k) = \{ x(k+1)^T X_i x(k+1) \} - x(k)^T P_i x(k).
\] (10)

On the other hand, it can be calculated that along the solution of system (5),
\[
\Delta V(k) = \sum_{i=1}^{M} \mu_{i\phi} \eta(k) \mathcal{Y}_{i\phi}^T X_i \mathcal{Y}_{i\phi} \eta(k)
\]
\[
= \eta(k)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T X_i \mathcal{Y}_{i\phi} \right) \eta(k),
\]
where
\[
\mathcal{Y}_{i\phi} = \begin{bmatrix} \mathcal{H}_{i\phi}^T \end{bmatrix}^T, \quad \eta(k) = \begin{bmatrix} x(k) \\ v(k) \end{bmatrix}.
\]

From (10) and (11), we get that
\[
\Delta V(k) = \eta(k)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T X_i \mathcal{Y}_{i\phi} \right) \eta(k) - x(k)^T P_i x(k),
\]

It is noted that
\[
\Delta V(k) = \sum_{i=1}^{M} \mu_{i\phi} \eta(k) \mathcal{Y}_{i\phi}^T v(k)
\]
\[
= \eta(k)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T \right) v(k),
\]
where
\[
\mathcal{Y}_{i\phi} = \begin{bmatrix} \mathcal{C}_{i\phi}^T \\ \mathcal{L}_{i\phi}^T \end{bmatrix}.
\]

Thus, we obtain from (12) and (13) that under the zero initial condition
\[
J_{2\nu} \triangleq \sum_{s=0}^{k_0} \mathcal{E} \{ -2z(s)^T v(s) - \gamma v(s)^T v(s) \}
\]
\[
\leq \sum_{s=0}^{k_0} \mathcal{E} \{ \Delta V(s) - 2z(s)^T v(s) - \gamma v(s)^T v(s) \}
\]
\[
= \sum_{s=0}^{k_0} \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T X_i \mathcal{Y}_{i\phi} \right) \eta(s)
\]
\[
+ \sum_{s=0}^{k_0} \left( -2 \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T \right) v(s) \right)
\]
\[
+ \sum_{s=0}^{k_0} \left( -2 \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T \right) v(s) \right)
\]
\[
= \sum_{s=0}^{k_0} \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T X_i \mathcal{Y}_{i\phi} \right) \eta(s)
\]
\[
+ \sum_{s=0}^{k_0} \left( -2 \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T \right) v(s) \right)
\]
\[
= \sum_{s=0}^{k_0} \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T X_i \mathcal{Y}_{i\phi} \right) \eta(s)
\]
\[
= \sum_{s=0}^{k_0} \left( -2 \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T \right) v(s) \right)
\]
\[
= \sum_{s=0}^{k_0} \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T \right) \eta(s)
\]
\[
+ \sum_{s=0}^{k_0} \left( -2 \eta(s)^T \left( \sum_{i=1}^{M} \mu_{i\phi} \mathcal{Y}_{i\phi}^T \right) v(s) \right)
\]
\( \mathcal{Y}_i = \text{diag}\{-P_1, -P_2, \ldots, -P_N\} \).

(iii) There exist matrices \( \tilde{P}_i > 0 \) and \( \tilde{R}_{i\phi} > 0 \) and a scalar \( \gamma > 0 \) such that

\[
\begin{bmatrix}
-\tilde{P}_i & \mathcal{F}_i \\
* & \mathcal{F}_i
\end{bmatrix} < 0,
\]

\[
\begin{bmatrix}
-\tilde{R}_{i\phi} - \tilde{R}_{i\phi}(C_i + E_iK_\phi)^T \mathcal{Z}_{i\phi} \\
* & -L_i^T - L_i - \gamma I
\end{bmatrix} < 0,
\]

where

\[
\mathcal{F}_i = \begin{bmatrix}
\sqrt{\mu_1} \tilde{P}_i & \sqrt{\mu_2} \tilde{P}_i & \cdots & \sqrt{\mu_M} \tilde{P}_i
\end{bmatrix},
\]

\[
\mathcal{Y}_i = \text{diag}\{-\tilde{P}_1, -\tilde{P}_2, \ldots, -\tilde{P}_N\}.
\]

Proof: (i)\(\rightarrow\)(ii)

If there exist matrices \( P_i > 0 \) and a scalar \( \gamma > 0 \) such that (6) holds, then there must exist a scalar \( \varepsilon > 0 \) such that

\[
\sum_{\phi=1}^{M} \mu_{\phi}(\tilde{A}_{i\phi}^T X_i \tilde{A}_{i\phi} - \mathcal{H}_{i\phi} \mathcal{H}_{i\phi}^{-1} \mathcal{H}_{i\phi}^T + \varepsilon I) - P_i < 0.
\]

Choose

\[
R_{i\phi} = \tilde{A}_{i\phi}^T X_i \tilde{A}_{i\phi} - \mathcal{H}_{i\phi} \mathcal{H}_{i\phi}^{-1} \mathcal{H}_{i\phi}^T + \varepsilon I,
\]

which implies (20) holds and

\[
R_{i\phi} - \tilde{A}_{i\phi}^T X_i \tilde{A}_{i\phi} + \mathcal{H}_{i\phi} \mathcal{H}_{i\phi}^{-1} \mathcal{H}_{i\phi}^T > 0.
\]

Applying Schur complement, we can get (21).

(ii)\(\rightarrow\)(i)

If there exist matrices \( P_i > 0 \) and a scalar \( \gamma > 0 \) such that (20) and (21) hold, then based on Schur complement, we get (29) hold. Thus

\[
\sum_{\phi=1}^{M} \mu_{\phi}(\tilde{A}_{i\phi}^T X_i \tilde{A}_{i\phi} - \mathcal{H}_{i\phi} \mathcal{H}_{i\phi}^{-1} \mathcal{H}_{i\phi}^T) - \sum_{\phi=1}^{M} \mu_{\phi} R_{i\phi} < 0.
\]

Using (20) and (27), we can get (6).

(ii)\(\rightarrow\)(iii)

It can be found from Schur complement that (20) is equivalent to

\[
\begin{bmatrix}
-P_i & \mathcal{F}_i \\
* & \mathcal{F}_i
\end{bmatrix} < 0,
\]

where \( \tilde{R}_{i\phi} = R_{i\phi}^{-1} \) and \( \mathcal{F}_i = \begin{bmatrix}
\sqrt{\mu_1} I & \sqrt{\mu_2} I & \cdots & \sqrt{\mu_M} I
\end{bmatrix} \). Denoting \( \tilde{P}_i = P_i^{-1} \), and pre- and post-multiplying (28) by \( \text{diag}\{-\tilde{P}_i, I, I, \ldots, I\} \), respectively, we can show (28) is equivalent to (22). On the other hand, pre- and post-multiplying (21) by \( \text{diag}\{R_{i\phi}, I, \tilde{P}_1, \tilde{P}_2, \ldots, \tilde{P}_N\} \), respectively, we have (23) is equivalent to (21). This completes the proof.

Remark 4: It is noted that two novel passivity conditions equivalent to the one in Theorem 1 are obtained in Theorem 2. The advantage of (20) and (21) lies in the separation of \( \mu_{i\phi} \) and \( K_\phi \). While in (22) and (23), not only \( \mu_{i\phi} \) and \( K_\phi \) are separated, but also \( K_\phi \) and \( P_i \) are separated. Thus, from control design point view, the assertion (iii), which is more flexible to parametrize \( K_\phi \) by introducing free parameter matrices, is more desirable than the other two assertions.

Next, we shall make use of assertion (iii) to deal with passivity-based asynchronous control for system (1), and a sufficient condition is obtained for the existence of an asynchronous controller.

Theorem 3: System (5) is stochastically passive, if there exist matrices \( \tilde{P}_i > 0, \tilde{R}_{i\phi} > 0 \), modes \( K_\phi \), \( G_\phi \), and a scalar \( \gamma > 0 \) such that (22) and the following LMI holds,

\[
\begin{bmatrix}
\tilde{R}_{i\phi} - G_\phi^T - G_\phi - (C_i G_\phi + E_i K_\phi)^T \mathcal{Z}_{i\phi} \\
* & -L_i^T - L_i - \gamma I
\end{bmatrix} < 0,
\]

where

\[
\mathcal{Z}_{i\phi} = \begin{bmatrix}
\sqrt{\mu_1} K_\phi^T & \sqrt{\mu_2} K_\phi & \cdots & \sqrt{\mu_M} K_\phi
\end{bmatrix}.
\]

Furthermore, if (22) and (29) are solvable, a desired asynchronous controller (3) can be chosen with parameter as

\[
K_\phi = K_\phi G_\phi^{-1}.
\]

Proof: Pre- and post-multiplying (23) by \( \text{diag}\{G_\phi R_{i\phi}^{-1}, I, I, \ldots, I\} \), respectively, yield that

\[
\begin{bmatrix}
-G_\phi^T R_{i\phi}^{-1} G_\phi & -(C_i G_\phi + E_i K_\phi)^T \mathcal{Z}_{i\phi} \\
* & -L_i^T - L_i - \gamma I
\end{bmatrix} < 0.
\]

On the other hand, noting \( \tilde{R}_{i\phi} > 0 \), we have

\[
\tilde{R}_{i\phi} - G_\phi - G_\phi^T + G_\phi R_{i\phi}^{-1} G_\phi^T = (\tilde{R}_{i\phi} - G_\phi) R_{i\phi}^{-1} (\tilde{R}_{i\phi} - G_\phi^T) \geq 0,
\]

which implies \( -G_\phi^T R_{i\phi}^{-1} G_\phi \leq \tilde{R}_{i\phi} - G_\phi - G_\phi^T \). Combining this with (29), we have that (31) holds. This completes the proof.

Remark 5: It should be pointed out that the design method proposed in Theorem 3 not only can be applied to design the asynchronous controller, but also can be adopted to synchronous controller and mode-independent controller, that is, a unified controller design method is provided for Markov jump system (1).

Remark 6: It is noted that the LMIs in (22) and (29) are not only over the matrix variables, but also over the scalar \( \gamma \), which implies that by minimizing \( \gamma \) subject to (22) and (29),
we can obtain the optimal passivity performance $\gamma_{\text{min}}$, and the corresponding asynchronous controller gains as well.

**Remark 7:** It is worth mentioning that the results given in this paper can be extended easily to dissipativity, which covers passivity as a special case.

**IV. NUMERICAL EXAMPLE**

This section will present a numerical example to demonstrate the effectiveness of the method given in the preceding section.

Consider a DC motor device [21], which can be described as system (1) with the following parameters:

$$A_i = \begin{bmatrix} a_{i1} & a_{i2} & 0 \\ a_{i1} & a_{i2} & 0 \\ 0 & 0 & a_{i3} \end{bmatrix}, \quad D_i = \begin{bmatrix} d_{i1} \\ d_{i2} \\ 0 \end{bmatrix}, \quad B_i = b' I, \quad i = 1, 2, 3$$

The parameters can be found in Table I.

**TABLE I**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{11}$</td>
<td>-0.4799</td>
<td>-1.6026</td>
<td>0.6346</td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>5.1546</td>
<td>9.1632</td>
<td>0.9178</td>
</tr>
<tr>
<td>$a_{21}$</td>
<td>-3.8162</td>
<td>-0.5918</td>
<td>-0.5056</td>
</tr>
<tr>
<td>$a_{22}$</td>
<td>14.4732</td>
<td>3.0317</td>
<td>2.4811</td>
</tr>
<tr>
<td>$a_{31}$</td>
<td>0.1399</td>
<td>0.0740</td>
<td>0.3865</td>
</tr>
<tr>
<td>$a_{32}$</td>
<td>-0.9255</td>
<td>-0.4338</td>
<td>0.0982</td>
</tr>
<tr>
<td>$a_{33}$</td>
<td>5.8705</td>
<td>10.2951</td>
<td>0.7874</td>
</tr>
<tr>
<td>$d_{1}$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$d_{2}$</td>
<td>3.2501</td>
<td>1.2902</td>
<td>1.5302</td>
</tr>
<tr>
<td>$b'$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

On the other hand, in this example, we choose

$$C_i = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1.5 & 0 \\ 0 & 2.5 & 0 \end{bmatrix}, \quad E_i = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad L_i = 0$$

The transition probability matrix

$$\Pi = \begin{bmatrix} 0.9 & 0.05 & 0.05 \\ 0.36 & 0.6 & 0.04 \\ 0.1 & 0.1 & 0.8 \end{bmatrix}$$

and four cases of the conditional probability matrix $\Omega$ are given in Table II.

**TABLE II**

<table>
<thead>
<tr>
<th></th>
<th>Synchronous (Case 1)</th>
<th>Partially synchronous (Case 2)</th>
<th>Partially synchronous (Case 3)</th>
<th>Asynchronous (Case 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3</td>
<td>1 2 3</td>
<td>1 2 3</td>
<td>1 2 3</td>
</tr>
<tr>
<td>1</td>
<td>1.0 0 0</td>
<td>1.0 0.4 0.3 0.3</td>
<td>1.0 0.4 0.3 0.3</td>
<td>1.0 0.4 0.3 0.3</td>
</tr>
<tr>
<td>2</td>
<td>0 1.0 0</td>
<td>2 0.4 0.3 0.3</td>
<td>2 0.4 0.3 0.3</td>
<td>2 0.4 0.3 0.3</td>
</tr>
<tr>
<td>3</td>
<td>0 0 1.0</td>
<td>3 0.4 0.3 0.3</td>
<td>3 0.4 0.3 0.3</td>
<td>3 0.4 0.3 0.3</td>
</tr>
</tbody>
</table>

Based on Theorem 3, the optimal passivity performance $\gamma_{\text{min}}$ is obtained in Table III for different conditional probability matrix $\Omega$. It can be seen from Table III that for a higher mode synchronization rate, the obtained optimal passivity performance $\gamma_{\text{min}}$ is smaller.

As for the asynchronous case (Case 4), by solving the LMIs in (22) and (29), one can get the following controller gain matrices

$$K_1 = \begin{bmatrix} 0.2391 & -0.9086 & -0.0508 \\ 0.2350 & -0.9046 & -0.0512 \\ 0.2455 & -0.8813 & -0.0644 \end{bmatrix}$$

The possible time sequences of the system mode and controller mode are given in Fig. 1, from which it can be found that the system mode and controller mode are asynchronous. Under the above controller gain matrices, the state $x(k)$ and control input $u(k)$ are presented in Figs. 2 and 3, respectively, where $x(0) = [-5 3 -2]^T$ and the exogenous disturbance input $v(k) = [1/k 1/k 1/k]^T$.

Fig. 1. System and controller modes $r(k)$ and $\sigma(k)$

**V. CONCLUSIONS**

In this paper, the problem of asynchronous control for discrete-time Markov jump systems has been considered. A hidden Markov model has been adopted to describe the asynchronization phenomenon appearing between the system modes and controller modes, which leads to the fact that the closed-loop system is a hidden Markov jump system. Three stochastic passivity conditions have been proposed for the hidden Markov jump system via matrix inequality approach. The existence criterion of the desired asynchronous controller has been developed, which is formulated by LMIs and thus can be solved easily by available LMI toolbox. A numerical example has been given to demonstrate the effectiveness of the proposed design methods. It should be emphasized that because the results of our paper are sufficient conditions only,
there still exists room for improvement. It would be important and more practical to propose novel sufficient conditions with less conservatism or the sufficient and necessary conditions on the passivity analysis of hidden Markov jump systems and the passivity-based asynchronous control for Markov jump systems, which will be one of our future research topics.
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