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#### Abstract

At present, the path-planning algorithm based on the grid map is generally adopted in the field of quadruped robot and the obtained environmental information is represented by a standardized grid map. In this paper, the ADFA* algorithm introduces a dilation factor based on the DFA* to solve the path planning problem under the constraint of computing time and provide a path search result related to the time limit. Path-planning algorithms based on raster maps often equate robots with particles, causing problems, such as path blocking. The FA* algorithm adds raster tolerance to expand obstacles. DFA* uses a path-splitting approach that, such as the DA* algorithm, has better dynamic environment processing capabilities than the FA*. However, during the actual operation of the robot, the environmental information acquired is extremely frequent due to its instability. The robot itself is often in a relatively static state. Therefore, compared with obtaining the shortest path, it is more practical to improve the path search efficiency under dynamic map environment. ADFA* will gradually optimize the path and eventually get the optimal solution when time is sufficient. When the time is limited, ADFA* will search for the current optimal solution under the specified search time but may not be able to obtain the shortest path, which is called the second best solution.


INDEX TERMS Quadruped robot, path planning, $\mathrm{A}^{*}$ algorithm.

## I. INTRODUCTION

Traditional crawler robots usually need to travel in a gentle surface environment, however, legged robots need only discrete footfalls to operate in rough terrain. It is obvious that the legged robot has more environmental adaptability and flexibility. In the field of legged robotics, autonomic motions in complex environment have been one of the most important research problems. The core of solving this kind of problem is terrain recognition and path planning. Since BigDog [1], many relevant research institutes around the world have carried out relevant research on the path planning of legged robot in complex environment.

BigDog visual system including planar laser scanner and binocular camera, visual system realizes the functions including environmental information collection, identification and construct, path planning, with the help of the $\mathrm{A}^{*}$ algorithm [2]. Yuntai planar laser scanner with binocular cameras vision system of LS3 [3], the visual system contains

[^0]the lighting equipment, realize the night environment recognition, and to express environment information, using the elevation drawing. HyQ [4] used a binocular camera and a Kinect camera to reconstruct the environment map. The traditional Dijkstra [5], A* and ARA* [6] algorithms were used to achieve path planning. The DLR-Crawler uses binocular cameras for environmental perception only and uses $\mathrm{D}^{*}$ Lite [7] algorithm for path planning. Scalf [8], [9] uses IEA* for Path Search and Barrier Grid Expansion.

Significant progress has been made in the rugged terrain navigation of quadruped robots. It has been proven to improve exercise efficiency when walking on rugged terrain [26]. Elevation maps have been used for characterization to plan a foothold for optimal stability and obstacle avoidance. The motion of the robot can be made more dynamic by optimizing the dynamics of the robot. [27] However, these methods do not consider the collision with the robot body, which is necessary in a narrow space.

The above path planning algorithm are mostly based on improved $\mathrm{A}^{*}$ algorithm. In order to solve the path planning in consumption, fidelity, long path planning and obstacle
avoidance in A row, $\mathrm{A}^{*}$ algorithm needs to be improved. This paper improved the core evaluation function, and grid map path planning method is proposed. This method can meet the demand of robot operation. Experiments proved that the algorithm advantages, when it comes to long distance for obstacle avoidance, consumption.

## II. DA* ALGORITHM

$\mathrm{A}^{*}$ algorithm is a common grid map path planning method, which was proposed by Nilsson in 1980. It can search the optimal path to target point by contrast evaluation function. The core of it is to add heuristic search part based on Dijkstra algorithm. Its evaluation function is

$$
\begin{equation*}
f(n)=g(n)+h(n) \tag{1}
\end{equation*}
$$

$f(n)$ is the evaluation function, $g(n)$ represents the path cost from the initial point n to any node. $\mathrm{h}(\mathrm{n})$ said heuristic evaluation price, from the node $n$ to the target point. After comparing traversal grid evaluation function, A* algorithm program gives the optimal path of the current environment. It can be seen from its core evaluation function that $A^{*}$ algorithm is a path planning algorithm for static grid maps, and its operation process does not consider changes of environmental information with time. Therefore, when the map environment changes, the $\mathrm{A}^{*}$ algorithm will discard the existing path information and perform path search again. During the actual operation of the robot, the robot is in a relatively stationary position in the grid map due to the slower traveling speed. Using the original $A^{*}$ algorithm results in a partial overlap between the updated path and the path already obtained. If we can amend this part of the overlapping path, it will significantly improve the efficiency of path planning. At the initial moment, DA* obtains the optimal path under the current environment through the $\mathrm{A}^{*}$ algorithm and adds the marking parameters for all the way points D ,

$$
D= \begin{cases}1, & \Delta(\Delta g(n)) \neq o  \tag{2}\\ 1, & \Delta(\Delta h(n)) \neq 0 \\ 0, & \text { else }\end{cases}
$$

where $\Delta(\Delta g(n))$ represents the second-order difference of the n -values of the pathway raster sequence and $\Delta(\Delta h(n))$ corresponds to the second-order difference of the $n$-values of the pathway raster sequences. When $\mathrm{D}=1$, the corresponding grid is the relay point at the current moment. At the initial time, the optimal path is obtained through the $\mathrm{A}^{*}$ algorithm from the starting point to the end. When the environment map changes, the optimal path is coordinate translation, vary according to the position of the robot, eventually get the updated evaluation function,

$$
\begin{align*}
& g\left(n^{\prime}\right)=g(n)-g\left(n^{*}\right) \\
& h\left(n^{\prime}\right)=\left|x_{t}-x_{n^{\prime}}\right|+\left|y_{t}-y_{n^{\prime}}\right| \\
& f\left(n^{\prime}\right)=g\left(n^{\prime}\right)-h\left(n^{\prime}\right) \tag{3}
\end{align*}
$$

where $n^{*}$ represents the grid node in the robot's current position, $n$ represents the grid node that has not been reached,


FIGURE 1. Path segmentation and combination based on DA*.
$\left(x_{t}, y_{t}\right)$ represents the coordinate of the target node, and $\left(x_{n}^{\prime}, y_{n}^{\prime}\right)$ represents the coordinates of the path node that has not arrived. At the same time, the DA* algorithm searches for the path relay $\mathcal{S}$ with a smaller $f$-number in the set of relay points $n_{D}$ starting from the end of the updated path, satisfying

$$
\begin{equation*}
f(s)=\min _{n \in n D}\{f(n)\} \tag{4}
\end{equation*}
$$

Then the A* algorithm performs routing planning, starting from the relay node and ending with the goal node. The obtained path and the path after the initial point is shifted to the relay point $\mathcal{S}$ are spliced to obtain the complete path $R$. Since the path is not planned from the initial starting point, it can not be guaranteed to be the shortest path, which is called the second best path.

## III. FA* ALGORITHM

In the grid-based path planning algorithm, the robot is usually equated to a particle, and then the obstacle is expanded according to the size of the robot so that the initial barrier grid and the expanded barrier grid together form a nonpassable area. For the legged robot, the shape of the road is rectangular, which means that the distance from the centered of the robot to the edge of the contour is not a constant, which greatly increases the selection difficulty for the obstacle grid expansion radius.

Based on the $\mathrm{A}^{*}$ algorithm, the $\mathrm{FA}^{*}$ algorithm first expands the barrier grid according to the shortest distance from the center of the robot to the edge of the contour and updates the grid map information, and then introduces an obstacle level $F$ for each grid point to represent the ruggedness of the surface where the grid is located. A further expansion of the barrier grid is achieved, in such a way that the resulting path is prevented from being obstructed by the narrow channel due to the expansion of the barrier grid, and the planned path is further removed from the barrier grid. In this way, the secondary expansion of the barrier grid in the path planning is achieved without changing the initial grid map information.

Grid points with high obstacle levels have higher evaluation function values $f$ and are less likely to be selected as pathways. By adjusting the relationship between obstruction level and expansion, the problem of path congestion can be improved.


FIGURE 2. Path modification based on FA*.


FIGURE 3. The difference value of $g$ and $h$.

The original path generated by $\mathrm{A}^{*}$ is shown in Figure 2(a). If the path of the FA* algorithm is far away from the initial barrier, as shown in Figure 2(b), it can be seen from the core evaluation function that the evaluation function of the new path and the original path needs to satisfy $f\left(R^{\prime}\right)<f(R)$. According to the annotation in the diagram, the path update condition is expanded to,

$$
\begin{equation*}
f+14=(g+\Delta g)+(h+\Delta h)<g+h+F=f+F \tag{5}
\end{equation*}
$$

where $\Delta g$ represents the amount of change in $g$ required for a new path point and $\Delta h$ represents the amount of change in $h$. In a broad sense, it can be assumed that the risk level $F$ for extending a grid should be greater than the increment of the value of $f$ for a new path node, i.e., the sum of $g, h$.

According to the path shown in Figure 3, we can see, $|\Delta g|=4,6,10,14,18|\Delta h|=10,20$. Considering the more general case, when $\Delta h=20$, the path will be far away from the target point, so $\Delta h=10$ in the normal state. Considering $\Delta g=-10,4,18$, the new path contains a common edge to the grid in which the old path resides, whereas the new path contains a common point with the old path at $\Delta g=-6,14$. From the figure we can see that the expected expansion path contains public side, so the desirable $\Delta g=-4,10,18$ can meet the expected path requirements. But a larger $F$-value means that robots will cost more to get through the grid, with the result that they can cause obstruction to the narrowed channel. So take $F>14$ to meet the requirements.

In the actual operation, if we strictly follow the above rules, selecting the F value of extended barrier grid is essentially the same as that of scaling grid barrier directly. In order to dynamically improve its passability and to highlight the characteristics of extended grid pay, it is necessary to compensate for the level of obstacle $F$, which corresponds to the change in the position of the obstacle. Closer to the interior of the barrier, the higher its cost; the more away from the barrier center, the lower the cost.

When the obstacle extension grid is located at the edge, inside or corner, the $\Delta g$ is different. Judging whether an obstacle grid is at the edge of the obstacle depends on the number $l$ of the barrier rasters belonging to the barrier. When $l=4$, then the barrier is divided into obstacles within the barrier; when $l=3$, then the barrier attached to the edge of the barrier, when $l<3$, then the obstacle attached to the obstacle barrier angle. The reason why the $F$-value of the light-colored barrier area can not be increased indefinitely is that since the light-colored barrier area is not an unacceptable obstacle, it is a rugged area that is different from a white-freely-accessible area. $F$-value is the quantification of its passing cost.

$$
F= \begin{cases}\infty, & l=4  \tag{6}\\ F_{0}, & F_{0}>14, l=3 \\ F_{1}, & 0<F_{1}<6, l<3\end{cases}
$$

For the case of expanding to 2 grids or more, since the judgment of $F$ is directly related to $l$, it does not affect the conclusion.

## IV. DFA* ALGORITHM

The principle of DFA* algorithm is similar to that of $\mathrm{DA}^{*}$, that is, path searching is performed by FA* algorithm at the initial time to obtain path $R$. After the environment information is changed, the initial path $R$ and the environment map information are updated according to the change of the robot position, and the path $R^{\prime}$ which the robot has not arrived is generated, and then the evaluation function of the path is updated.

$$
\begin{align*}
g\left(r^{\prime}\right)^{\prime} & =g\left(r^{\prime}\right)^{\prime}-d\left(r^{\prime}\right) \bullet \Delta F-g\left(r b^{\prime}\right)^{\prime}+d\left(r_{b}^{\prime}\right)^{\prime} \bullet \Delta F \\
h\left(r^{\prime}\right) & =\left|x_{g}-x_{r^{\prime}}\right|+\left|y_{g}-y_{r^{\prime}}\right| \\
f\left(r^{\prime}\right) & =g\left(r^{\prime}\right)+h\left(r^{\prime}\right) \tag{7}
\end{align*}
$$

In the equation, $r^{\prime}$ represents the remaining part of the grid node after path shift, $\Delta F$ indicates the $F$-value increment corresponding to the amount of raster shift, $r_{b}$ represents the starting point of $r^{\prime}$, and $\left(x_{g}, y_{g}\right)$ represents the coordinates of the target grid node. $\left(x_{r^{\prime}}, y_{r^{\prime}}\right)$ represents the coordinates of the path node $r^{\prime}$.

Meanwhile, the DFA * algorithm searches for the relay point $s$ with a small $f$ value from the end of the translated path to satisfy

$$
\begin{equation*}
f(s)=\min _{n \in n D}\{f(n)\} \tag{8}
\end{equation*}
$$

The updated path from the path point to the target point and the previously obtained path from the starting point to the


FIGURE 4. Path planning based on FA*.
path node are spliced together to form a complete path. This path is also just an increment of the path at the last moment rather than a complete $\mathrm{FA}^{*}$ path plan under the new context information. Therefore, it can not guarantee the shortest path distance, so it is called the second best path.

## V. ADFA* ALGORITHM

In solving the problem of robot path planning in the actual operation, the search time is usually limited to a limited range. Full-time search is very adaptable to solve this kind of problem. In the process of specific path planning, we first obtain a more suitable path quickly and then perfect the path within the search time constraints. The ADFA* algorithm is based on this notion, introducing an achievable search time constraint on a concrete path search based on DFA*. When the search time is sufficient, the algorithm can get a fully ideal path. Based on DFA* incremental panning, when the surrounding environment changes, ADFA* does not re-route search from the starting point like the $\mathrm{A}^{*}$ algorithm, but rather optimizes the existing route search results to update the current Path to reduce the amount of computation.

As usual, the heuristic function $h$ (s) should be a constant input, and meet

$$
\begin{cases}h(s) \leq c\left(s, s^{\prime}\right)+h\left(s^{\prime}\right), & s \neq s_{\text {goal }}  \tag{9}\\ h(s)=o, & s=s_{\text {goal }}\end{cases}
$$

where $c\left(s, s^{\prime}\right)$ represents the cost of the value needed to reach the node $s^{\prime}$ from $s$, which is usually a positive value.

(a) Selection of the current

Path relay point

(b) Path update after environment
information is updated

(c) The spliced new path

FIGURE 5. Path planning based on DFA*.
During the operation, in order to ensure that the heuristic function can work normally and obtain the shortest path planning result, the admissibility principle of the heuristic function is introduced, that is, the value of $h(s)$ can not be greater than the true cost required. If we introduce the expansion factor $\varepsilon$ to rewrite the weight of the heuristic function, the expansion of the state points will be reduced during the operation, so as to improve the operation efficiency. However, once the weight of heuristic function is increased, the principle of admissibility of the heuristic function will be undermined, which will result in that the obtained path is not the optimal path. In contrast to the DFA* algorithm, ADFA* introduces the expansion factor $\varepsilon$ and rewrites the cost evaluation function $f$ as

$$
\begin{equation*}
f=F+g(s)+\varepsilon \cdot h\left(s, s_{\text {goal }}\right) \tag{10}
\end{equation*}
$$

Set $\varepsilon$ to a larger value at the beginning of the search and then gradually lower the factor each time it is optimized until $\varepsilon=1$.

Figure 6 shows a simple simulation under the grid map $\varepsilon$, values were $2.5,1.5,1$. The blue grid area corresponds to the obstacle, the green grid area corresponds to the starting point, and the red grid area corresponds to the target point. When the value $\varepsilon$ of is set to 1 , the path planning result will coincide with the original DFA* planning result because the inspiration part of the evaluation function is not expanded at this time, and the planning result at this time may be called the optimal path. For $\varepsilon>1$, the suboptimal path is a series of $\varepsilon$-constrained paths. The specific length of the obtained path and the operation time consumption satisfy the following

(a) $\varepsilon=2.5$

(b) $\varepsilon=1.5$

(c) $\varepsilon=1$

FIGURE 6. Path planning based on ADFA* with decreasing $\varepsilon$.


FIGURE 7. Simulation environment with Webots and Matlab.
formula,

$$
\left\{\begin{array}{l}
L_{s_{s} s_{g}} \leq \varepsilon \cdot l_{s_{s} s_{g}}  \tag{11}\\
T_{\varepsilon}<T
\end{array}\right.
$$

where $L_{S_{s} s_{g}}$ denotes the total length of the suboptimal path, $l_{s_{s} s_{g}}$ denotes the total length of the optimal path, $\varepsilon$ denotes the expansion coefficient, $T_{\varepsilon}$ denotes the operation time after the expansion factor $\varepsilon$ is introduced, and $T$ denotes the maximum available operation time.

## VI. SIMULATION AND EXPERIMENT

In order to evaluate the performance of the algorithm mentioned in this article, the algorithm is tested in Webots and Matlab simulation software respectively. The simulation environment is shown in the Figure 7.

In order to test the planning efficiency of DA* algorithm, this section compares the path length of A* and DA* algorithm and the number of traversal grid in the same map environment respectively.

TABLE 1. Path length and time cost based on $A^{*}$ and DA*.

| Num | Total Length $/ \mathrm{m}$ |  | Time cost $/ \mathrm{s}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{A}^{*}$ | $\mathrm{DA}^{*}$ | $\mathrm{~A}^{*}$ | $\mathrm{DA}^{*}$ |
| 1 | 23.40 | 23.37 | 86.20 | 92.40 |
| 2 | 17.63 | 17.58 | 65.21 | 68.56 |
| 3 | 19.13 | 18.96 | 67.33 | 71.20 |
| 4 | 22.60 | 22.49 | 69.34 | 71.52 |
| 5 | 19.84 | 20.01 | 68.01 | 70.42 |
| 6 | 12.32 | 11.90 | 54.21 | 58.17 |
| 7 | 20.87 | 20.21 | 65.90 | 67.56 |
| 8 | 20.89 | 20.48 | 67.24 | 68.45 |
| 9 | 17.11 | 16.56 | 63.72 | 64.59 |
| 10 | 15.03 | 14.29 | 59.24 | 60.75 |



(c) The amount of passed grid

FIGURE 8. Effectiveness comparison between $A^{*}$ and DA*.

The red data in the above figure shows the total length of the planned path of the $\mathrm{A}^{*}$ algorithm, the time consumption, and the number of traversed grids. The blue data represents the length of the $\mathrm{DA}^{*}$ algorithm planning path, the time consumption, and the number of traversal grids. The comparative analysis shows that although the path length of $\mathrm{A}^{*}$ is almost the same as that of DA *, the number of traversal grids of DA* algorithm is obviously smaller than that of $\mathrm{A}^{*}$ algorithm, and the extra time consumption is not significant. If we consider only traversing the grid number, the DA* algorithm has more than 6 times the search efficiency of the $\mathrm{A}^{*}$ algorithm.

In the Figure 8, the gray grid indicates the obstacle, the red grid indicates the extended grid, the blue path indicates the FA* algorithm operation result, and the green path is the smoothed path. It can be seen that increasing the pass-through cost $F$ can achieve the expansion of the barrier grid.

Based on the $\mathrm{A}^{*}$ algorithm, this paper presents the $\mathrm{FA}^{*}$ algorithm, with additional tolerance $F$. Through path splicing, $\mathrm{DFA}^{*}$ algorithm is implemented. Based on the DFA* algorithm, $\varepsilon$ parameters are introduced to restrict the time condition, making the algorithm more suitable for practical operation. Compared with the original $\mathrm{A}^{*}$ algorithm, the


FIGURE 9. Path planning simulation based on FA*.

TABLE 2. Grid number based on A* $^{*}$ and DA*.

| Num | Grids Amount |  |  |
| :---: | :---: | :---: | :---: |
|  | $\mathrm{A}^{*}$ | $\mathrm{DA}^{*}$ |  |
|  | A*/DA* |  |  |
| 1 | 37265 | 5482 | 6.80 |
| 2 | 35316 | 4275 | 8.26 |
| 3 | 39101 | 3998 | 9.78 |
| 4 | 52714 | 8976 | 5.87 |
| 5 | 45785 | 5669 | 8.08 |
| 6 | 41276 | 4254 | 9.64 |
| 7 | 26877 | 4254 | 6.32 |
| 8 | 31280 | 3785 | 8.26 |
| 9 | 20861 | 3397 | 6.14 |
| 10 | 37263 | 4267 | 8.73 |

TABLE 3. Path length and time cost based on $A^{*}$ and ADFA*.

| Num | Total Length $/ \mathrm{m}$ |  | Time cost $/ \mathrm{s}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{A}^{*}$ | ADFA* | $\mathrm{A}^{*}$ | ADFA* $^{2}$ |
| 1 | 24.45 | 22.37 | 59.51 | 61.14 |
| 2 | 14.88 | 20.51 | 58.51 | 60.32 |
| 3 | 25.05 | 23.03 | 72.15 | 76.80 |
| 4 | 20.72 | 18.69 | 56.41 | 58.92 |
| 5 | 21.85 | 19.72 | 58.00 | 60.90 |
| 6 | 20.33 | 17.92 | 55.29 | 55.94 |
| 7 | 18.77 | 16.22 | 51.93 | 53.06 |
| 8 | 16.74 | 14.43 | 48.16 | 51.13 |
| 9 | 23.15 | 20.66 | 56.93 | 58.17 |
| 10 | 23.17 | 20.86 | 57.93 | 58.84 |

accurate expansion of the obstacle can be accomplished. In the process of path planning with long obstacle avoidance, the selected relay points can greatly reduce the time consumption and improve the computational efficiency of the algorithm.

As shown in Table 3 and Table 4, multiple sets of experimental data were obtained at specific $\varepsilon$ value. The comparative analysis shows that the path length of ADFA* is almost the same as that of $\mathrm{A}^{*}$, the number of traversal grids of ADFA* algorithm is obviously smaller than that of $\mathrm{A}^{*}$ algorithm, and the extra time consumption is not significant. If we consider only traversing the grid number, the ADFA*

TABLE 4. Grid number based on A* and ADFA*.

| Num | Grids Amount |  |  |
| :---: | :---: | :---: | :---: |
|  | $\mathrm{A}^{*}$ | ADFA* |  |
| 1 | 47036 | 7482 | 6.29 |
| 2 | 41839 | 5002 | 8.36 |
| 3 | 35449 | 4862 | 7.29 |
| 4 | 33987 | 3956 | 8.59 |
| 5 | 36826 | 3749 | 9.82 |
| 6 | 23146 | 3298 | 7.02 |
| 7 | 35447 | 3950 | 8.97 |
| 8 | 38457 | 3962 | 9.71 |
| 9 | 27658 | 3941 | 7.02 |
| 10 | 30960 | 3589 | 8.63 |

algorithm has more than 7 times the search efficiency of the A* algorithm. The algorithm will be more efficient when a appropriate $\varepsilon$ value is selected. At the same time, the obstacle avoidance task was completed more rigorously.

For Quadruped Robot, the ideal algorithm guarantees computational efficiency in a complex environment and gets the exact path within the time allowed. Although the ADFA* algorithm proposed in this paper has been improved for longdistance continuous obstacle avoidance, this method is aimed at the grid map using Euler distance measurement. However, the idea of obstacle avoidance and the method of improving efficiency in long distance can be widely used in the path planning of other forms of maps. To improve Quadruped Robot path planning progress, the next step should be to expand the application of the algorithm, under other forms of map. As algorithms face more complex environments, map information changes at high frequencies, and its dynamic adaptability will be challenged. The next step will be to perfect the algorithm to meet the requirements of the actual operation, when the map information is constantly updated.

## VII. CONCLUSION AND PROSPECT

In practical applications, obstacle avoidance problems and operational problems within limited time are all considered. The ADFA algorithm can solve these problems well and has been proved by experiments. The dilation factor has been introduced to DFA* algorithm to solve the path planning problem under the constraint of computing time and provide a path search result related to the time limit. ADFA* will gradually optimize the path and eventually get the optimal solution when time is sufficient. Compared with the traditional path planning algorithm, ADFA* will search for the current optimal solution under the specified search time but may not be able to obtain the shortest path, which is called the second best solution. At the same time, the path obstacle avoidance problem is solved, which takes less time than the traditional algorithm, and has a more easily adjusted scaling coefficient. Dealing the same map information, the number of passed grid is reduced to a quarter of the original requirement, which means increased efficiency when processing continuous and
large amounts of terrain data. The future work is to deal with the problem of long distance path planning on the one hand, and the problem of rugged terrain planning on the other hand. More efficient path segmentation methods will be adopted with high probability, with the help of terrain belt.
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