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Abstract—This study investigates the problem of fault manage-
ment in a wavelength-division multiplexing (WDM)-based optical
mesh network in which failures occur due to fiber cuts. In reality,
bundles of fibers often get cut at the same time due to construction
or destructive natural events, such as earthquakes. Fibers laid
down in the sameduct have a significant probability to fail at the
same time. When path protection is employed, we require the
primary path and the backup path to be duct-disjoint, so that the
network is survivable under single-duct failures. Moreover, if two
primary paths go through any common duct, their backup paths
cannot share wavelengths on common links. This study addresses
the routing and wavelength-assignment problem in a network with
path protection under duct-layer constraints. Off-line algorithms
for static traffic is developed to combat single-duct failures. The
objective is to minimize total number of wavelengths used on
all the links in the network. Both integer linear programs and
a heuristic algorithm are presented and their performance is
compared through numerical examples.

Index Terms—Integer linear program (ILP), lightpath, optical
network, protection, shared risk link group, wavelength routing,
wavelength-division multiplexing (WDM).

I. INTRODUCTION

I N a mesh network, path-protection mechanisms usually lead
to better resource utilization compared with link protection

[1], [2]. The problem of dynamic lightpath establishment (DLE)
is studied in [3] in a wavelength-division multiplexed (WDM)
optical network with dedicated-path protection and shared-path
protection. In this study, we solve the routing and wavelength-
assignment (RWA) problem in a WDM mesh network under
duct-layer constraints with different path-protection schemes.

There are essentially two types of fault-management tech-
niques [1], [4], [5]: protection [1] and restoration [6]. In this
paper, we refer toprotectionas a proactive procedure in which
spare capacity is reserved during connection setup, and we
refer torestorationas a reactive procedure in which the spare
capacity available after the fault’s occurrence is utilized for
rerouting the disrupted connections. A lightpath that carries
traffic during normal operation is known as aprimary lightpath.
When a primary lightpath fails, the connection is rerouted over
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a backup lightpath. Protection schemes can be classified by
the type of rerouting as link-based versus path-based, or by
resource sharing as dedicated versus shared. In a link-based
approach, connections are rerouted around the end nodes of
the failed link; in a path-based approach, a backup lightpath
is selected between the end nodes of the primary lightpath. In
dedicated protection, there is no wavelength sharing between
backup lightpaths, while in shared protection, backup lightpaths
can share wavelengths as long as their corresponding primary
lightpaths are unlikely to fail at the same time.

A. Duct-Layer Constraints

In path protection, the primary path and the backup path of
a connection must be fiber-disjoint so that the network is sur-
vivable under single-fiber failures.1 In practice, fibers are put
into cables, which are buried intoducts2 under the ground. A
fiber cut usually occurs due to a duct cut during construction or
destructive natural events, such as earthquakes. When a duct is
cut, normally all of the fibers in the duct fail at the same time.
Hence, a network survivable to a single-fiber failure is not nec-
essarily survivable in duct-failure scenarios. A desired backup
path of a given connection should not share any duct with the
primary path of the same connection.

As an example, a network with four nodes, five ducts, and
six fibers is shown in Fig. 1. The link-layer topology is shown
in Fig. 2. If we do not take into consideration the duct-layer
topology, and we compute two fiber-disjoint paths from node 0
to node 1 purely on the link-layer topology, we might get the
primary path as , and the backup path as .
However, note that link and link 3 are going through
the same duct (0, 1)4 , and, hence, both may fail due to a failure
on duct (0, 1). So, if duct (0, 1) fails, the connection from node 0
to node 1 loses both paths.

We must also consider the duct-layer topology when we de-
cide whether two connections can share certain wavelengths on
certain links on their backup paths. For example, there are two
connections being set up in the network shown in Fig. 1, one
from node 0 to node 1, and another from node 0 to node 2. The

1In this paper, “fiber” is considered to bebidirectionaland “link” is consid-
ered to beunidirectional.

2A duct is a bidirectional physical pipe between two end nodes.
3Throughout this paper, we denote byhi; ji a unidirectional link from source

nodes to destination noded.
4In this example and the example in Section III, we use (i; j) to denote a duct

between node pair (i; j) for simplicity. In the formulations in Section II, we use
an identifier to identify a duct since there might be multiple ducts between the
same node pair.

1063-6692/03$17.00 © 2003 IEEE
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Fig. 1. Example of duct-layer topology.

Fig. 2. Link-layer topology of the network in Fig. 1.

Fig. 3. Example network with two connections.

primary paths and backup paths are shown in Fig. 3. If we only
look at the link-layer topology, we may allow the two backup
paths to share the same wavelength on link because their
primary paths are fiber-disjoint. However, the two primary paths
actually go through the same duct (0, 2) and can fail at the same
time. Hence, we should use different wavelengths for the two
backup paths.

To summarize, in order to make a network survivable
to single-duct failures, we must look at both the link-layer
topology and the duct-layer topology when we compute:

• two duct-disjoint paths between the same source–destina-
tion pair;

• the backup wavelength for a connection if shared-path pro-
tection is utilized.

In general, a duct is a type ofShared Risk Link Group(SRLG)
[7]–[9], which associates all the links with a failure. Multiple
ducts that are buried in a Right of Way (railroad, highway, etc.)
[7] might share the same failure, thus, they might belong to a
SRLG. While the focus of this paper is duct-layer constraints
in particular, the integer linear programs (ILPs) formulated in
later sections are general enough to handle SRLG constraints

(by simply viewing a duct identifier as a SRLG identifier con-
ceptually). The heuristic proposed in Section III can also be ap-
plied to SRLG constraints provided that a graphical representa-
tion, i.e., a topology of the SRLGs, is given or can be derived.

In this paper, we solve the RWA problem [10] in a WDM
mesh network under duct-layer constraints with different
path-protection schemes. Although this paper considers the
type of networks in which no wavelength conversion is
available, i.e., under thewavelength-continuity constraint,
the extension to wavelength-convertible networks is straight-
forward. We address the RWA problem for static traffic, and
comment on the usability of some algorithms for dynamic
traffic.

B. Related Work

Integer linear programming is often used to find an optimal
solution when static traffic is considered [1], [11]–[15]. Several
ILPs to solve the path-protection problems are developed in [1]
and [11]. The programs assign wavelengths to a given set of
connections according to certain protection requirements, so
that the total number of wavelengths on all the links (which we
refer to as total number ofwavelength links) is minimized for
a given network. The input to the programs includes a set of
fiber-disjoint alternate routes between each source–destination
pair. However, there is no description in [1] or [11] of how
the alternate routes are generated. In fact, the quality of the
alternate routes greatly affects how optimal the solutions of
the ILPs are, as well as how fast the ILPs can be solved.
The work in [12] considers two problems: determining the
best backup route for each wavelength demand, given the
network topology, the capacities, and the primary routes of all
demands; and determining primary and backup routes for each
wavelength demand to minimize network capacity and cost.
ILP and distributed heuristic algorithms based on Lagrangean
relaxation and subgradient optimization, under single-link or
single-node failures, are presented. The work in [13] develops
ILPs to minimize capacity and optimize revenue. The work in
[14] considers the RWA problem with shared-link protection
in a mesh network with similar objectives. Heuristics can be
applied to the RWA problem with different protection schemes.
In [15], the routing problem and the wavelength-assignment
problem are solved separately. Several routing heuristics are
developed and a vertex-coloring approach is used to solve the
wavelength-assignment problem for various protection and
restoration schemes in [15]. More recent work on protection
routing focuses on dynamic provisioning where connection
requests arrive one by one and future arrivals are not known
(refer to [16]–[18] and the references therein for details).

Our work is motivated by the fact that duct-layer constraints
play an important role when solving the RWA problem, as was
illustrated in Section I-A. In this paper, we solve both the routing
and the wavelength-assignment problems under the duct-layer
constraints, using both a combined approach and a divide-and-
conquer approach.

C. Organization of This Paper

In Section II, we develop ILPs to solve the RWA problem
for two path-protection schemes: dedicated-path protection and
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shared-path protection. Because the combined ILPs are too
time- and-space-intensive to solve, we employ divide-and-con-
quer techniques to solve practical instances of the problems
by partitioning the RWA problem into routing subproblem and
wavelength-assignment subproblem and provide ILPs for both
subproblems. In Section III, we present an efficient heuristic
whose performance is comparable to the ILPs. In Section IV,
we present some illustrative numerical examples. We conclude
the paper and discuss a future research topic in Section V.

II. M ATHEMATICAL FORMULATIONS

In this section, we develop ILP formulations for the RWA
problem under both dedicated-path protection and shared-path
protection. We first present an ILP (ILP1) for the combined
RWA problem under dedicated-path protection. We then present
an ILP (ILP2) for the combined RWA problem under shared-
path protection. The objective of both ILPs is to minimize the
total number of wavelength links. As the combined RWA prob-
lems are too difficult to solve for a practical-sized network,
we partition the RWA problem into routing and wavelength-as-
signment subproblems. For the routing subproblem, we present
an ILP (ILP3). For the wavelength-assignment subproblem, we
present two ILPs (ILP4 and ILP5), each of which operates under
different assumptions.

An ILP to solve the routing problem with the wavelength-
continuity constraint is given in [10]. The following ILPs (ILP1
and ILP2) both contain similar routing constraints.

A. Notations

The following are given as inputs to the problem.

• : number of nodes in the network. The nodes are num-
bered from 1 through .

• : number of links in the network.
• : number of ducts in the network.
• : number of wavelengths available on each link. The

wavelengths are numbered from 1 through, and the
same number of wavelengths are available on all links.

• Ducts : the set of ducts in the duct-layer topology.
A duct is identified by a duct identifier.

• Links : the set of links in the link-layer
topology. Notation denotes the link from source
node to destination node. We use to denote
that link goes through duct . Note that, in this
paper, we consider networks which can be represented
by simplegraphs, i.e., no two links join the same pair of
nodes and no loop links. If a network has multiple links
between the same pair of nodes (as in Fig. 2), we can
add “pseudo nodes” onto those links and make the graph
simple. Loop links are not common in communication
networks, and they can be handled in the same way.

• : the traffic-demand matrix, where
is the number of connection demands from nodeto
node . represents the total number
of connection demands offered to the network.

The ILPs will solve for the following variables.

• takes on the value 1 if wavelengthon link
is carrying traffic from source node to destination ;

0 otherwise. These variables are employed in ILP1 and
ILP2.

• denotes the number of lightpaths flowing from
source to destination on link . These variables
are employed in ILP3.

• takes on the value 1 if wavelengthon link
is used to protect the connection from source nodeto
destination ; 0 otherwise. These variables are employed
in ILP2.

• is the number of wavelengths on link used for
working traffic. These variables are employed in ILP1 and
ILP2.

• is the number of wavelengths on link used for
backup traffic. These variables are employed in ILP2.

• denotes the number of lightpaths from sourceto
destination on duct . These variables are employed in
ILP1 and ILP3.

• is the number of primary lightpaths from source node
to destination node allocated on wavelength. These

variables are employed in ILP1 and ILP2.
• takes on the value 1 if wavelength is utilized by

some restoration route that traverses link ; 0 other-
wise. These variables are only employed in ILP2.

• takes on the value 1 if wavelengthis utilized on
link by some restoration route from nodeto node

when duct fails; 0 otherwise. These variables are only
employed in ILP2.

B. ILP1: Combined ILP for Dedicated-Path Protection

When dedicated-path protection is used, both the primary
path and the backup path are carrying traffic at the same time.
While we can formulate the RWA problem for dedicated-path
protection similar to ILP2 in Section II-C, another way to solve
the RWA problem under dedicated-path protection is to route
2 lightpaths between node pair ( ) and to ensure any
single-duct failure affects at most lightpaths between
node pair ( ). Note that, in ILP1, there is no differentiation
between primary traffic and backup traffic.

Objective: Minimize the total number of wavelength links:

Minimize (1)

Subject to:
Demand between each source–destination pair is satisfied on the
primary paths

(2)

Flow-conservation constraints:

if
if
otherwise

(3)
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A wavelength on a link can only be used by one lightpath:

(4)

The number of lightpaths traversing link is

(5)

The number of lightpaths traversing ductbetween source–
destination pair ( ) is

(6)
When duct fails, the number of lightpaths which fail be-

tween the source–destination pair () should not exceed the
demand between them:

(7)

Equation (7) guarantees that at least can be suc-
cessfully routed between node pair () after one single-duct
failure, which automatically implies duct-disjointness, and
duct-disjointness implies link-disjointness.5

The complexity of ILP1 in terms of the number of variables6

is as ILP1 has variable
and variable .

Sometimes, the objective for RWA is to minimize the total
number of wavelength used in the network. If that is the case,
then we can substitute the objective of ILP1 with the following
( takes on the value 1 when wavelengthis used in the net-
work; 0 otherwise):

Minimize (8)

such that (9)

C. ILP2: Combined ILP for Shared-Path Protection

Objective: Minimize the total number of wavelength links:

Minimize (10)

Subject to:
Demand between each source–destination pair is satisfied on
primary paths:

(11)

5Two duct-disjoint paths are link-disjoint. Two duct-disjoint paths, however,
do not necessarily compose two paths on the link layer. This relationship will
become clear when we come to the routing heuristic in Section III-A.

6The complexity of an ILP is mainly decided by the number of variables the
ILP has. The more variables there are in the ILP, the more difficult the ILP is,
and the longer it takes to solve. The number of constraints does not necessarily
connect to the complexity of an ILP. However, the complexity of the ILP in
terms of variables should not be compared directly to thetimecomplexity which
is analyzed for the heuristic developed in Section III.

Flow-conservation constraints on primary paths:

if
if
otherwise

(12)

Constraints on the number of rerouted lightpaths between
node pair ( ) when duct fails:

(13)

(14)

(15)

(16)

Flow conservation under wavelength-continuity constraint on
backup paths:

(17)

Link cannot protect duct if it goes through duct :

(18)

Two lightpaths protected by the same wavelengthon the
same link cannot go through the same duct:

(19)

Constraints indicating whether wavelengthon link is
used by some backup path:

(20)

(21)
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Wavelength on link can only be utilized by either a
primary path or backup paths:

(22)

Constraints indicating whether wavelengthon link is
used by some backup path between node pair ():

(23)

(24)

Number of primary lightpaths traversing link :

(25)

Spare capacity required on link :

(26)

The complexity of ILP2 in terms of the number of variables
is since the set of variables dominates
over other sets of variables used in ILP2.

Similar to ILP1, we can also substitute the objective of ILP2
with (8) to minimize the total number of wavelengths used in the
network. For ILP2, we have the following constraint in addition
to (9) because ILP2 differentiates primary paths from backup
paths:

(27)

In solving practical-sized problems, ILP2 is too complex in
terms of the number of variables and the size of the searching
space. In order to make the RWA problem for shared-path
protection more tractable, we divide the problem into two
subproblems: the routing subproblem and the wavelength-
assignment subproblem. The routing subproblem searches for
two duct-disjoint paths between each source–destination pair.
The wavelength-assignment subproblem assigns a wavelength
to each path, and the backup paths may share wavelengths if
they satisfy certain constraints. The same technique can be
applied to dedicated-path protection as well.

D. ILP3: ILP for the Routing Subproblem

This subsection addresses the routing subproblem, and
the next subsection examines the wavelength-assignment
subproblem. The solution obtained from the following routing
approach can be applied to both shared-path protection and
dedicated-path protection. The objective here is to minimize
the total capacity required for satisfying all the connection
demands. While there is no concept of wavelength in ILP3,
the summation stands for the maximum number of
wavelengths used on link .

Objective: Minimize the total capacity required:

Minimize (28)

Subject to:
Flow-conservation constraints:

if
if
otherwise

(29)

Any two paths between the same source–destination pair
should be duct-disjoint:

(30)

(31)

(32)

The complexity of ILP3 in terms of variables is
as and are the only set of variables used.

ILP3 can be varied in several ways according to different
needs, as follows.

• By substituting the objective with

Minimize (33)

such that (34)

we can search for a load-balancing type of routing, as in
[10] and [19].

• We can search for the maximal number of duct-disjoint
paths between a certain source–destination pair () by
setting to 1 and leaving all the other demands as
0. By substituting the number 2 in (29) with a different
number , we can decide whether or notduct-disjoint
paths exist between nodeand node . A binary search
will give us the maximal value ofsuch that duct-disjoint
paths exist between nodeand node .

• By eliminating (32) and setting the demand according to
real traffic demands (in terms of number of lightpath re-
quests), ILP3 can be used to solve the dedicated-path pro-
tection problem. This is because the total number of wave-
length links in dedicated-path protection (1) is actually de-
cided by the routing alone. Section IV compares the per-
formance of ILP1 and ILP3.

E. ILPs for the Wavelength-Assignment Subproblem

Regarding the total number of wavelength links, the objective
in dedicated-path protection (1) is determined by routing only,
and any wavelength-assignment algorithm such as First-Fit [10]
will do the job. If, instead, the total number of wavelengths is the
objective, wavelength assignment needs to be performed care-
fully so that the objective can be optimized. An ILP for wave-
length assignment in dedicated-path protection can be easily de-
rived from the ILP proposed in [1] by replacing the objective
with (8) and link failures with duct failures. This subsection
discusses the wavelength-assignment subproblem for shared-
path protection. A good wavelength-assignment algorithm can
improve sharing among backup paths and, hence, reduce the
total number of wavelength links. We develop two ILP formu-
lations to solve this problem: one for failure- dependent and the
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other for failure-independent shared-path protection. In failure-
dependent shared-path protection, a connection might have mul-
tiple backup paths corresponding to different failure scenarios
and the primary path might share some common ducts with one
or more of the backup paths. In failure-independent shared-path
protection, however, a connection has two duct- and link-dis-
joint paths.

1) Notations: Besides , , , , and , defined in
Section II-A, the following additional notations are used in ILP4
and ILP5.

• : Set of alternate routes for node pair (). For a
route , we use to denote that route

traverses link . can be generated by ILP3 or
the routing heuristic in Section III-A. For ILP5, the set
of routes must be duct-disjoint. For ILP4, however, the
set of routes are not necessarily duct-disjoint and can be
generated by standard algorithms such as-shortest path
[20].

• : Set of eligible alternate routes between node pair
( ) after duct fails.

• : Maximum number of alternate routes between any
node pair, i.e., .

Besides and , defined in Section II-A, ILP4 and ILP5
solve for the following additional variables.

• takes on the value 1 if the route between node
pair ( ) is used as the primary path and is assigned wave-
length ; 0 otherwise. These variables are employed in
ILP4 and ILP5.

• takes on the value 1 if the route between node
pair ( ) is used for the backup path, when ductfails,
and is assigned wavelength; 0 otherwise. These vari-
ables are employed only in ILP4.

• takes on the value 1 if the route between node
pair ( ) is used for the backup path, and is assigned
wavelength ; 0 otherwise. These variables are employed
only in ILP5.

• denotes the number of wavelengths used by primary
lightpaths on link . These variables are employed in
ILP4 and ILP5.

2) ILP4: Failure-Dependent Shared-Path Protection Formu-
lation: This ILP formulation is derived from the ILPs in [1], by
adding the duct-layer constraints.

Objective: Minimize the total capacity used:

Minimize (35)

Subject to:
Number of wavelengths used on each link is bounded:

(36)

Demand between each node pair is satisfied:

(37)

Definition of the number of primary lightpaths traversing link
:

(38)

Definition of the number of wavelengths used for backup
paths on link :

(39)

Constraints indicating whether wavelengthon link is
used for some backup paths:

(40)

(41)

Only one lightpath can use wavelengthon link :

(42)

Definition of the total number of rerouted lightpaths between
node pair ( ) when duct fails:

(43)

Two primary paths which share the same duct cannot be
backed up with the same wavelength on the same link:

(44)

The complexity of ILP4 in terms of the number of variables
is as the set of variables has the most
number of variables [ ].

3) ILP5: Failure-Independent Shared-Path Protection For-
mulation: Instead of failure-dependent shared-path protection,
we may sometimes prefer failure-independent protection to sim-
plify network control and management. The shared-path protec-
tiondiscussed in [3] is a failure-independentprotection. Here,we
require the primary paths sharing any common duct to take on
different protection wavelengths if their backup paths go through
the same link. By employing failure-independent protection, we
can modify ILP4 and redefine the protection variableto be in-
dependent of any duct. We refer to the resulting ILP formula-
tion as ILP5. Compared with ILP4, ILP5 has the same objective;
(36)–(39) remain the same, but (40)–(44) are replaced by

(45)



254 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 11, NO. 2, APRIL 2003

(46)

(47)

(48)

(49)

The complexity of ILP5 in terms of the number of variables
is as the set of variables has the most
number of variables [ ].

When we input duct-disjoint alternate routes to ILP4 and
ILP5, i.e., the backup paths will not share any duct with the pri-
mary paths between a given source–destination node pair, ILP4
and ILP5 will give the same results. However, ILP5 is much
faster in finding a better solution or the optimal solution because
it has a smaller search space. We illustrate this property with nu-
merical examples in Section IV.

III. H EURISTIC

We develop an efficient heuristic in this section. The heuristic
has three stages. In the first stage, it computes two duct-dis-
joint (and link-disjoint) paths for each connection demand; in
the second stage, the heuristic assigns a wavelength to each path
computed in the first stage; and in the final stage, the heuristic
optimizes the resource utilization by iteratively rerouting some
of the paths. In what follows, we will refer to the first stage as
the routing heuristicand the second stage as thewavelength-
assignment heuristic.

A. Routing: Compute a Pair of Duct-Disjoint Paths

Given a link-layer topology, a duct-layer topology, a source
node , and a destination node, does there exist a pair of link-
and duct-disjoint paths from nodeto node ? This problem
turns out to be NP-complete, as shown in [17]. While the proof
in [17] considers general SRG,7 it still holds if we substitute gen-
eral SRG by duct. The basic idea is to reduce 3-SAT [21] to this
problem by considering a clause as a duct and a literal as a link.

Since theexistenceof theproblem isNP-complete,wedevelop
a heuristic of reasonable performance to compute a pair of link-
andduct-disjointpaths.Wecall theperformance“reasonable” for
two reasons: 1) because of the NP-completeness of the problem,
theheuristic isnotguaranteedto findasolutionand2) thesolution
found by the heuristic is not guaranteed to be optimal. The basic
idea of the algorithm is to compute a pair of duct-disjoint paths
and map the paths to the link layer. To compute a pair of duct-
disjoint paths, the heuristic uses Suurballe’s algorithm [22]. The
problem statement of Suurballe’s algorithm follows.

7General SRGis defined as “a concept that expresses the risk relationship
associating all the optical channels with a single failure” in [17].

Given a graph where is the vertex set and is
the edge set, find a pair of edge-disjoint paths from vertexto
vertex such that the total edge cost of the two paths is minimal
among all such path pairs.

Suurballe’s algorithm runs in time, where is
the number of vertices in graph.

We adopt Suurballe’s algorithm to compute duct-disjoint
paths. The inputs to the heuristic are a duct-layer topology
graph, a link-layer topology graph, a source node, and a
destination node . The heuristic either computes a pair of
duct- and link-disjoint paths from nodeto node , or returns
failure. The heuristic consists of three steps, as follows.

Step 1) On the duct-layer topology, compute a pair of edge-
disjoint paths from vertex to vertex , using Suur-
balle’s algorithm.

Step 2) Each link is a concatenation of ducts, and each path
we have for now is also a concatenation of ducts. If
we consider each duct as a character and both con-
catenations as strings, we may find that some links
appear as a sub-string in a given path. We can now
use any standard string-matching algorithm (such as
KMP [23]) to replace the substring of the paths with
the corresponding links, until no such replacement
is possible.

Step 3) Now check the paths to see if every adjacent pair
of vertices are connected by a link in the link-layer
topology. If so, output the two paths and return true;
otherwise, return false.

Note that the heuristic is not guaranteed to be successful for
two reasons.

1) There might not exist two duct-disjoint paths between a
node pair.

2) Even if there does exist a pair of duct-disjoint paths, they
might not have the correct mapping to the link layer, be-
cause some ducts or concatenation of ducts do not map to
links or concatenation of links. For example, in Fig. 4, a
pair of duct-disjoint path from node 0 to node 1 would
be and . However, the duct path

does not have a mapping to the link layer.
There are two sufficient (but not necessary) conditions for the

heuristic to be successful.

1) There exists a pair of duct-disjoint paths between a node
pair, and

2) For each edge ( ) in the duct-layer topology, there is a
corresponding edge ( ) (which corresponds to link
and link ) in the link-layer topology. For example, in
Fig. 4, if there exists link edges (0, 2) and (2, 1), then the
heuristic will be successful.

Note that, due to the NP-completeness of the problem, no
polynomial-time algorithm can guarantee to find a pair of link-
and duct-disjoint paths even if such paths exist in the network,
assuming .

If we use the KMP algorithm for string matching, the
computational complexity of this routing heuristic is

. Specifically, the complexity
of Step 1 is ; the complexity of Step 2 and Step
3 combined is . (We can implement Step 2 and
Step 3 using a shortest-path-computation-like algorithm.)
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Fig. 4. Example of a pair of duct-disjoint paths which cannot be mapped to a
pair of link-disjoint paths.

B. Wavelength Assignment

This subsection provides a heuristic algorithm for assigning
wavelengths to connections with the input of a pair of duct-dis-
joint paths between each source–destination pair. The objective
is still to minimize the total number of wavelength links. In order
to minimize the total resource usage, the heuristic tries to min-
imize the resources used for primary connections, as well as to
maximize the sharing among the backup resources. This wave-
length-assignment heuristic works as follows.

Step 1) Remove a random connectionfrom the connection
list.

Step 2) Use First-Fit to assign a wavelength to the primary
path of .

Step 3) Use Last-Fit to assign a wavelength to the backup
path of .

Step 4) If the connection list is not empty, go to Step 1;
otherwise stop.

Note that the First-Fit and Last-Fit algorithms work differ-
ently for a primary or a backup connection. Reference [3] il-
lustrates these procedures in detail. There are several variations
(e.g., sort all the connections according to the total length of
their two paths in descending order before Step 1) to the above
heuristic. We tried some of them, and they all have similar per-
formance. We expect this wavelength-assignment heuristic to be
representative.

Since the computational complexity of both First-Fit and
Last-Fit (for a path) is , the computational complexity
of this wavelength-assignment heuristic is , where

is the number of connection demands andis the number
of wavelengths on each fiber.

C. Optimization

After wavelength assignment, the heuristic applies an
iterative optimization procedure to reduce the total number
of wavelength links by rearranging, if necessary, the primary
and backup lightpaths. A similar approach can be found in
[12]. In Phase I of this two-phase procedure, we reroute the
backup lightpaths to maximize backup sharing. In Phase II, we
rearrange the primary lightpaths since there may be a shorter
path available after rerouting the backup lightpaths.

Phase I starts with randomly picking one connection, say,,
with primary lightpath and backup lightpath . Next, re-
move the backup lightpath and update the cost of wavelength

on link , , as follows ( is a large number, e.g., the
diameter of the network times the maximum link cost, where the
diameter of the network is defined as the total number of hops

of the longest path in the network; is the original cost of link
.):

if traverses link , or wavelength on
link is used by a primary lightpath, or
wavelength on link is used by some
backup lightpath whose primary lightpath is
in the same duct as
if wavelength on link is not used
otherwise.

Then, compute the minimal-cost path from the source to the
destination on each wavelength layer, and pick the one with the
minimal cost as the backup lightpath. Note that the link- and
duct-disjoint constraints are ensured by the cost function, and
the newly computed backup has a cost no larger than. Finally,
repeat this process for a predefined number of times or until it
converges, i.e., the new backup lightpath does not have smaller
cost compared with the previous one for a predefined number
of times.

Phase II is similar to Phase I, except that we remove the pri-
mary lightpath and update the cost of wavelengthon link

according to the following cost function:

if traverses link , or shares some
wavelength link with some backup lightpath
whose primary lightpath traverses link ,
or wavelength on link is used by
some lightpath
otherwise.

The computational complexity of this stage largely depends
on the paths generated by the routing heuristic. From our ex-
periments, however, we observe that: 1) The gain from Phase
I after repeating the process for times is marginal, where

is the number of connection demands and 2) the gain from
Phase II is marginal. Observation 1 implies that Phase I con-
verges very fast. The reason observation 2 is true is that the
heuristic chooses the shorter one of the two paths as primary
path. Assuming Phase I repeats the process for times,
the computational complexity of this optimization procedure is

. Specifically, the complexity of calcu-
lating the cost function for each wavelength link on one wave-
length layer is . The complexity of the shortest-path
algorithm is . Since we need to repeat the shortest-path
computation (including calculating the cost function) on each
wavelength layer for times, the complexity of this opti-
mization procedure is .

To conclude, the computational complexity of the heuristic is
.

IV. I LLUSTRATIVE NUMERICAL EXAMPLES AND DISCUSSION

In this section, we present numerical examples to illustrate the
performance of the ILP formulations and the heuristic described
in the previous sections. We first apply the ILP formulations and
the heuristic on the three networks shown in Fig. 5 and compare
their performance. We then apply the heuristic to three larger
networks and examine its results.
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(a) (b)

(c)

Fig. 5. Three example networks. (a) Network 1: a 10-node network. (b) Network 2: a 6-node network. (c) Network 3: a 3-node network.

TABLE I
RESULTSFROM ILP1 (COMBINED ILP FOR DEDICATED-PATH PROTECTION),

ILP3 (ROUTING ILP), AND ROUTING HEURISTIC (W: NUMBER OF

WAVELENGTHS, DEM: NUMBER OF CONNECTION DEMANDS)

We use CPLEX [24] to solve the above ILPs. Tables I–III
show the results reported by CPLEX when solving the various
ILP formulations. The CPLEX solver was run on a computer
with a 1.7-GHz Pentium III processor and 2-GB RAM. CPLEX
stops when it finds the optimal solution. If it cannot find the op-
timal solution within some time period or available RAM space,
it stops and reports the best solution it has found so far. In the
tables, numbers that are asterisked indicate the current best so-
lution reported by CPLEX in three hours, and numbers without
asterisks indicate the optimal solution found.

Table I shows the results from ILP1, ILP3, and the routing
heuristic. (In the table, DEM denotes the number of connection
demands chosen at random between the various node pairs in the
networks.) First, we find that ILP3 gives exactly the same results
as ILP1. This verifies that the total number of wavelength links
in dedicated-path protection is only determined by the routing
results, not wavelength assignment. Second, we observe from
Table I that the performance of the routing heuristic is very close
to that of ILP3 in these example networks. In practice, we can
use the routing heuristic to solve the dedicated-path-protection
problem as well as the routing problem when shared-path protec-
tion is used. In the rest of the paper, we use the routing heuristic
to generate the input of alternate routes to ILP4 and ILP5.

TABLE II
RESULTSFROM ILP2 (COMBINED ILP FOR SHARED-PATH PROTECTION)

AND HEURISTIC

TABLE III
RESULTSFROM ILP4 (FAILURE-DEPENDENTSHARED-PATH PROTECTIONILP),

ILP5 (FAILURE-INDEPENDENTSHARED-PATH PROTECTION ILP), AND

HEURISTIC WITH TWO DUCT-DISJOINT ALTERNATE ROUTES

Table II shows the results from ILP2. We observe that there
are too many constraints and variables, even for a ten-node net-
work (Network 1) with only three connection demands. Our
results (not shown here) indicate that ILP2 is time and space
intensive. As a result, when solving the RWA problem with
shared-path protection for practical-sized networks, we have to
use heuristic approaches and/or divide-and-conquer techniques
to make the problem more tractable. The solutions obtained by
the heuristic are also recorded in Table II.

Table III compares the results from ILP4, ILP5, and the
heuristic. We observed from our experiments that ILP5 can
be solved faster than ILP4 if the input of alternate paths are
duct-disjoint. However, if the given alternate paths are not
duct-disjoint, ILP5 will not be able to find a solution while
ILP4 might. This is because, in ILP4, the backup path is solved
for each failed duct. Even if there is no common backup path
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TABLE IV
RESULTS FROM THE HEURISTIC ON THREE LARGER NETWORKS.

(TOTAL: TOTAL NUMBER OF WAVELENGTH-LINKS; PRIMARY: NUMBER OF

WAVELENGTH-LINKS USED FORPRIMARY PATHS; BACKUP: NUMBER OF

WAVELENGTH-LINKS USED FORBACKUP PATHS)

for all failure scenarios, there might be enough protection
resources to work under different failure scenarios. The dif-
ference between ILP4 and ILP5 is essentially the tradeoff
between failure-dependent protection and failure-independent
protection: the former trades complexity for resource efficiency
while the later trades resource efficiency for simplicity [25].
Table III also shows that the heuristic performs very close to
ILP4 and ILP5 in the example networks.

We also apply the heuristic to three larger networks and
study the effect of adding duct-layer constraints to routing.
For each network with a fixed number of nodes and links,
we start with a duct-layer topology the same as the link-layer
topology, and then remove some ducts while keeping the link
layer topology unchanged, but having the corresponding links
go through multiple ducts. Note that when doing this, the
network always satisfies sufficient condition 2 of Section III-A,
i.e., for each edge ( ) in the duct-layer topology, there is
a corresponding edge ( ) in the link-layer topology. The
results are shown in Table IV. We observe that the more ducts
are removed, the more wavelength links are required to route
the traffic. When the duct-layer topology is the same as the
link-layer topology, routing on the duct layer is equivalent to
routing on the link layer. More wavelength links are required to
guarantee the network’s survivability from single-duct failures
than that is required to guarantee the network’s survivability
from single-link failures. With this heuristic, the larger the
difference between the two layered topologies, the larger is the
difference in the number of wavelength links required. This fact
reflects a tradeoff between resilience and network resources.

V. CONCLUSION AND FUTURE RESEARCH

We investigated different ILP formulations and a heuristic
for solving the RWA problem in a WDM mesh network when
duct-layer constraints are considered and different path-protec-
tion algorithms are employed. The following summarizes the
contributions of this paper:

• an ILP formulation for combined RWA with dedi-
cated-path protection under duct-layer constraints;

• an ILP formulation for combined RWA with shared-path
protection under duct-layer constraints;

• an ILP formulation for routing with duct-disjoint paths;
• two ILP formulations for wavelength assignment with

shared-path protection under duct-layer constraints;

• a heuristic for RWA with shared-path protection under
duct-layer constraints, which comprises three steps: a
routing heuristic, a wavelength-assignment heuristic, and
an optimization procedure.

We have shown using numerical examples that, for dedicated-
path protection, the total number of wavelength links is deter-
mined only by the routing algorithm, not wavelength assign-
ment. We provide a routing heuristic whose performance is very
close to the performance of the routing ILP (ILP3).

With shared-path protection, the combined RWA formulation
(ILP2) is too complex to solve with limited time and computing
resources. A divide-and-conquer method is employed to parti-
tion the problem into two subproblems: routing and wavelength
assignment. The routing subproblem can easily be solved by
the routing heuristic or ILP3. The wavelength-assignment sub-
problem can be solved by ILP4, ILP5, or the heuristic from Sec-
tion III. ILP5 can be solved much faster than ILP4, provided that
the program is fed with a set of duct-disjoint routes between
each source–destination pair where there is a traffic demand.
Our heuristic performs very close to ILP4 and ILP5.

This paper focused on static traffic only. With dynamic traffic,
when a pair of duct-disjoint routes and a pair of wavelengthshave
to be determined for a given connection demand, the heuristics
can be employed to solve the problem. However, with existing
lightpaths in the network, some wavelengths on some links
might be occupied by other connections. It is important to
decide which ducts should be considered before the routing
heuristic can be applied. There are at least two options.

• Consider all the ducts. This may lead to the result that there
is no common wavelengths on one of the two paths.

• Construct a duct-layer topology for each wavelength. This
will find a solution when a pair of duct-disjoint paths can
be assigned the same wavelength. However, this method
will not be able to find a solution if the primary path and
the backup path have to be on different wavelengths.
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