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ABSTRACT 

Pathology is the study and diagnosis of disease. Due to the 
nature of job, unhealthy habits and voice abuse, the people are 
subjected to the risk of voice problems. The diagnosis of 
vocal and voice disorders should be in the early stage 

otherwise it causes changes in the normal signal. It is well 
known that most of vocal fold pathologies cause changes in 
the acoustic voice signal. Therefore, the voice signal can be a 
useful tool to diagnose them. Acoustic voice analysis can be 
used to characterize the pathological voices. This paper 
presents the detection of vocal fold pathology with the aid of 
the speech signal recorded from the patients. We are going to 
recognize the disordered voice for vocal fold disease by 

focusing on the classification of pathological voice from 
healthy voice based on acoustic features. The method includes 
two steps. The first step is the extraction of feature vectors 
based on MFCC. The second is the classification of feature 
vectors using GMM. The extracted acoustic parameters from 
the voice signals are used as an input for the MFCC. The main 
advantage of this method is less computation time and 
possibility of real-time system development. This report 

introduces the design and implementation of the proposed 
system for recognizing pathological and normal voice. Also a 
description is given about the literature survey done and the 
implementation of different modules in the system. The result 
of the proposed system and the scope of improvements are 
also discussed in the report. 
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1. INTRODUCTION 
Pathology is the study and diagnosis of disease. In this paper 
we are going to recognize the disordered voice for vocal fold 

disease. Vocal fold disease can affect the quality of the sound 
which is produced from vocal cord. The presence of 
pathologies in vocal folds causes significant changes in the 
normal vibratory patterns, which will results in the quality of 
voice production. The problems in the production of voice are 
due to the 1) functional disorder (due to the abuse or wrong 
use of the anatomical and physiologically intact voice system) 
or 2) Laryngeal pathologies (nodules of vocal folds. polyps, 

ulcers, carcinomas and paralysis of the laryngeal nerve. Some 
of the more common vocal cord disorders include laryngitis, 
vocal nodules, vocal polyps, and vocal cord paralysis. 
Diagnosis of pathological voice is one of the most important 
issues in biomedical applications of speech technology. In the 
past 20 years, a significant attention has been paid to the 

science of voice pathology diagnostic and monitoring. 
Normally physicians often use invasive technique like 
Endoscopy to diagnose the symptoms of vocal fold disorder 
[2]. Furthermore, the irregular vocal fold oscillations can be 
observed by means of a digital high-speed camera using 
image processing techniques in order to extract the vocal fold 
edges, estimate the minimum glottal area defined by the vocal 
fold positions, and compute the distance between the glottal 

midline and the vocal fold edges extracted at medial position 
in real-time. Voice pathologies may be assessed by either 
perceptual judgments or an objective assessment. The 
perceptual judgment resorts to qualifying and quantifying the 
vocal pathology by listening to patient’s speech. Although this 
is the most commonly used method by clinicians, it suffers 
from several drawbacks. First of all, the perceptual judgment 
has to be performed by an expert jury in order to increase its 

reliability. Second, due to the lack of universal assessment 
scales and the dependence on expert’s professional back-
ground and experience or the knowledge of patients history, 
the perceptual judgment may involve large intra and inter-
variability. Third, the perceptual analysis is very costly in 
time and human resources and cannot be planned regularly. 
Nowadays an increasing use of objective measurement-based 
analysis as a non-invasive technique for supporting diagnosis 

in laryngeal pathology has been observed [4]-[6]. Objective 
measurement-based analysis qualifies and quantifies the voice 
pathology by analyzing acoustical, aerodynamic, and 
physiological measurements. These measurements may be 
directly extracted from patient’s speech utterance using a 
simple computer-based system or may require special 
instruments. The purpose of this work is to help patients with 
pathological problems for monitoring their progress over the 

course of voice therapy. Currently, patients are required to 
routinely visit a specialist to follow up their progress. 
Moreover, the traditional ways to diagnose voice pathology 
are subjective, and depending on the experience of the 
specialist, different evaluations can be resulted. Developing 
an automated technique saves time for both the patients and 
the specialist can improve the accuracy of the assessments. 
Through acoustic analysis, finding out which factors that 
affect the human voice production mechanism can lead to the 

noninvasive diagnosis of disease. Developing an automatic 
pathological voice classification is training a classification 
system which enables to automatically categorize any input 
voice as either normal or pathological. Once the signal 
features are extracted, if the extracted features are well 
defined, even simple classification methods will be good 
enough for classification of the data. 

The objective of this work is the search for a technique that 

will allow the quantification of a speaker’s voice quality by 
means of an audio sample. This technique will allow us not 
only to show the evolution of the patients voice quality 
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throughout the treatment, but it could also be applied in the 
field of preventive medicine in order to achieve early 
detection of laryngeal pathologies. Furthermore MFCC based 
voice parameters are presented in this work in order to 
compare healthy and pathological voice samples. MFCC 

composed of 12 static features and energy plus delta features 
plus delta-delta features [7]. Cepstral coefficients may follow 
any statistical distribution on different speech segments; the 
well-known Gaussian Mixture Model (GMM) approach was 
chosen to fit a flexible parametric distribution to the statistical 
distribution of the selected speech segment. This technique 
increases the robustness of the models especially when sparse 
speech materials are available. We used GMMs to study 

nasalization in speech, comparing the voices of severe disease 
patients with those in a healthy control group [8]. 

2. SCOPE OF THE WORK 
My work is to classify normal and pathological voice using 
acoustic feature MFCC and to classify the signal using GMM. 
In this project we are going to classify the cough, coughed 
speech, fan noise, white Gaussian noise and normal voice. 
This is done by extracting the features from the signal. 

Feature extraction is the first step in any speaker recognition 
system. MFCC is one of the most popular feature vectors. The 
cepstral representation of the signal allows us to characterize 
the vocal tract as a source-filter model and the Mel frequency 
characterizes the human auditory system which perceives the 
sound in a nonlinear frequency binning. GMM was used as 
classifier for speaker identification application. 

3. MATERIALS AND METHODS 
The patterns for training the MFFCs were obtained from 

recordings of people’s voices with normal voice and patients 
with pathologies of-the vocal system. Each signal is a 
recording of the sentence. In our implementation, two 
requirements were imposed. First, the features had to be 
efficient in terms of measurement cost and time. Second, both 
the vocal tract and excitation source information had to be 
included. The MFCC features were obtained by a standard 

short-term speech analysis, along with frame-level pitch, to 
form the feature vectors. Then, set of Gaussian mixture Model 
GMM classifiers were applied for the assessment of feature 
vectors. The architecture of the proposed system is given in 
figure 1 
 

 

 

Fig 1: System Architecture 

3.1 Feature Extractor 
An important step in both training and classification stages of 
pattern recognition is the selection and extraction of the 
features. The features that can be used for speech recognition 
can be broadly divided as time domain features and frequency 
domain features or spectral features. The time domain features 

includes zero-crossing rate, average energy, maximum 
amplitude etc. The frequency domain features includes power 
spectral analysis, Linear Predictive Coding, Mel-Frequency 
Cepstral Coefficients. Even though time domain features are 
easy to extract, the most used feature is frequency domain 
feature, because of the insight they give into the relationship 
between the speech signals and the manner of articulation by 
the vocal organs. In our proposed system, MFCC features are 

used. For finding the best match in the knowledge base 
(speech models), for the incoming feature vectors, Gaussian 
Mixture Model based recognition component is used. 

3.2 Mel Frequency Cepstral Coefficient 
The most widely used feature vector is MFCC. The advantage 
of MFCC is that it takes into account the perceptual 
characteristics of the human ear. Psychophysical studies have 
shown that the frequencies perceived by the human ear are in 
a nonlinear logarithmic scale rather than in a linear scale and 
the frequencies are perceived in a nonlinear frequency binning 

(critical band filtering). The nonlinear scale is characterized 
by Mel scale and critical band filtering is characterized by 
Mel filter bank. 

3.2.1 Mel Scale 
Mel scale is a perceptual scale of pitches calculated by the 
judgment of listeners. The unit of 2 measurements in Mel 
scale is Mel. The equation relating frequency scale and Mel 
scale is  

 2595*log 1
700mel

ff    

3.2.2 Critical bank filtering 
The human ear is said to consist of bank of auditory filters 
that enhances certain frequencies and attenuates other. The 
bandwidths of these filters are known as critical bands. In 
order to model this characteristic of the human ear we design 
a bank of filters known as Mel filter bank. The most 
commonly used type is a bank of triangular filters which is 
shown in the figure 2. 

 

Fig 2: Mel Filter Bank 

3.3 MFCC Extraction 
The general procedure for generating MFCC is as follows:  

1) Taking the Fourier Transform of the signal. 

2) Mel filtering in the frequency domain to get the Mel filter 
bank coefficients. 

3) Taking logarithm of the Mel filter bank coefficients. 

4) Taking the Discrete Cosine Transform (DCT) of the log 
Mel filter bank coefficients. 
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Before extracting the coefficients, preprocessing has to be 
done for the signal. The preprocessing steps include: DC 
offset removal, pre-emphasis, normalization, framing and 
windowing. Figure3 gives the block diagram for the 
procedure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Block diagram of MFCC procedure 

3.4 DC offset removal and pre-emphasis 
DC offset is removed by subtracting the mean value from the 
signal. The following figure5 shows a speech signal before 

and after DC offset removal. To flatten the spectrum of the 
signal, pre-emphasis of approximately 20 dB per decade is 
done on the spectrum of the speech signal. Pre-emphasis filter 
is used to offset the negative spectral slope of the voiced 
speech signal. This is done to improve the efficiency of 
further analysis. Transfer function of a typical pre-emphasis 

filter is   11H Z kz   

3.5 Framing 
Speech signals are slowly time varying and can be treated as 
stationary when considered under a short time frame. 
Therefore, the speech signal is separated into small duration 
blocks, called frames, and further analysis is performed on 
these frames. The commonly used frame length and frame 
shift in speaker recognition are 20-30ms and 10ms 
respectively. This is because the vocal tract shape remains 

almost constant during a period of 30ms. Figure 4 shows 
framing. 

 

Fig 4: Framing 

3.6 Windowing 
After partitioning the speech signal into frames, each frame is 
multiplied by a window function. Windowing is done to 
reduce the effect of discontinuity introduced by the framing 
process by attenuating the values at the beginning and end of 
each frame. Hamming, Hanning and Blackman windows are 
used commonly. In the following figure5a is the most widely 

used Hamming window and figure 5b shows a single frame is 
multiplied by Hamming window and the resulting signal is 
shown. 

 

Fig 5a: Hamming window 

 

Fig 5b: Windowing 

3.7 Discrete Fourier Transform 
The spectral coefficients of the signal are calculated by taking 
Discrete Fourier Transform (DFT) of the signal using the 
formula: 
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Where k = 0, 1, 2....N-1 corresponds to frequency 

  sf k k f N  and x(n) is the windowed frame of 

length N samples.  

The coefficients X (k) thus obtained are complex and contain 
both magnitude and phase information. As the phase 
component is not perceived by the ear, only the magnitude is 

retained for feature extraction. Taking DFT spectrum is more 
advantageous than taking linear predictive coding (LPC) 
spectrum. The LPC spectrum is a parametric estimate of the 
smoothed spectral envelope, while the DFT spectrum provides 
more details of the spectrum of the speech frame. 

3.8 Mel Filtering 

The magnitude spectrum coefficients  x k  are then 

multiplied with Mel filter bank designed using the previously 
described method to get the Mel filter bank coefficients. 

     
1

0

. ,
N

n

x m x k H k m




   for m = 1, 2, 3, ,M, where 

M is the number of filters in the filter banks. 

3.9 Natural Logarithm 
Natural logarithm is applied on Mel filter bank coefficients to 
get log-Mel filter bank coefficients. This characterizes the 
nonlinearity in the loudness and the sound intensity. Taking 
logarithm converts multiplication relation into addition 
relation. Besides this, it converts the multiplication 
relationship between parameters into addition relationship. 

3.10 Discrete Cosine Transform 
The DCT is applied on the log Mel filter bank coefficients to 
generate the cepstral coefficients. The coefficients after DCT 
becomes less correlated, therefore, it is possible to use 
diagonal matrix of the Gaussian in the Hidden Markov Model 
(HMM), and this significantly reduces the number of 
parameters in the acoustical model. The coefficients obtained 
after performing DCT are Mel frequency cepstral coefficients. 

    
1

1
ln cos

2

M

m
c l x m l m

M

   
   

  
 for 

l=1,2,…..M 

3.11 Log energy calculation 

In addition to the normal MFCC features, the energy of the 
speech frame is also used as a feature. The log energy, log E, 
is calculated directly from the time domain signal of a frame. 

Sometimes, it is replaced by, 0c  the 0th MFCC coefficient. 

3.12 Derivatives and Acceleration 

Calculation 
The trend of the speech signal in time is lost by frame by 
frame analysis. To recover this information, the first and 

second derivatives are calculated and concatenated to the 
MFCC coefficients to get a larger feature vector. Usually, we 
take 12 MFCC coefficients,1 energy coefficient,13 first and 
13 second derivatives to get a 39 dimensional feature vector. 

4. CLASSIFIER 

4.1 Gaussian Mixture Model 
Once the MFCC features from a given speech signal is 
extracted, we have to make model to recognize the speaker. A 

common way to model a speaker’s voice in text-independent 
speaker recognition system is to build a Gaussian mixture 
model [21] with the features vectors from the training 
samples. After training, the feature vectors of test utterance 
speech signal is given to GMM model to compute the 
probability that the test sample belongs to a particular speaker. 

4.1.1 Model description 
A Gaussian mixture density is a weighted sum of M 
component densities, and given by the following equation 

   
1

M

i i

i

p x p b x



 

 where x


 is a D-dimensional 

random vector  ib x


 i=1,…,M, are the component densities 

and ip  x


 i=1,…,M, are the mixture weights. 

The complete Gaussian mixture density is parameterized by 
the mean vectors, covariance matrices and mixture weights 
from all component densities. These parameters are 
collectively represented by the notation 

 , , , 1,...i i ip i M   


  

For speaker identification each speaker is represented by a 

GMM and is referred to by his/her model . 

4.1.2 Maximum Likelihood Parameter Estimation 
The aim of Maximum Likelihood (ML) estimation is to find 
the model parameters which maximize the likelihood of 
GMM. For a sequence of T training vectors 

 ,..., TX x x
 

 the GMM likelihood can be written as 

   
1

T

t

p x p x 





 

This is a nonlinear function of λ and direct maximization is 
not possible. However ML parameters estimates can be 
obtained iteratively using a special case of the expectation-
maximization (EM) algorithm and this is discussed in more 
detail in [24]. 

5. RESULTS AND DISCUSSION 
The system records the human speech through a microphone 

and then the captured speech processed to recognize the 
uttered text. The system consists of two phases, Training 
Phase and Testing Phase. 

5.1 Training Phase 
In the training phase, many utterance of the same word is 
recorded from different people. From the recorded corpus, 
models for each of the words are created. The system is 
trained to learn the reference pattern that represents each of 

the words. Different samples of the same word are recorded 
from different speakers. The system cannot process the speech 
waveform directly. So the recorded analog speech signal is 
digitized. Then the words are forwarded to the Feature 
Extractor. The MFCC feature vectors of the each of the 
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sample words are computed by the feature extractor. After the 
computation of feature vectors for all the words, the GMM 
based recognition component creates the speech model for 
each of the words. This is a supervised training procedure. 
Simple architecture is shown in the figure 6. 

 

 

 

 

 

Fig 6: Training architecture 

The recording was done using the sound recorder, which was 
implemented. The sound recorder was implemented such a 
way that it gets activated, when the speaker starts speaking. 
The idea behind the automation of the recorder is that, an 
energy threshold was set and the energy of the microphone 

input exceeds this, it starts recording and continues until the 
energy goes below the threshold. So when the speaker starts 
speaking, the energy component of the microphone input will 
increase than when it was in the silent case. And as the energy 
component of the microphone input exceeds the threshold 
value, sound recorder will get activated. In training phase, the 
voice of the speaker is recorded. After detecting the word 
from the input sound signal, it forwarded to the feature 

extraction module, where the MFCC feature-vectors are 
computed. The feature-vectors for different speech are stored 
separately. This process is continued for all the utterances of 
the words that need to be trained. The features-vectors are 
then forwarded to the GMM based recognition module, where 
speech models corresponding to feature vectors of each word 
in the training corpus are created. A supervised training is 
followed here, as the text for the corresponding sound signal 
is supplied to the system while training. 

5.2 Testing Phase 
After training, the system is ready to use. This stage of the 
system is known as the recognition phase, shown in Fig11, 
where system accepts input from the speaker through a 
microphone and gives the recognized output. Here, the user 
can speak any number of words with a small pause in between 
the words. As in training phase, the sound recorder forwards 

the input sound signal to the feature extractor. In this phase, 
the feature extractor performs the same functions as they were 
doing in the training phase. The basic flow once the training is 
done can be summarized as the sound input is taken from the 
sound recorder and after the words are identified, it is feed to 
the feature extraction module. The feature extraction module 
generates feature vectors out of it and then forwards it to the 
recognition component. The recognition component with the 

help of the speech model and comes up with the result, that is, 
after comparing with the models, the model which comes 
closer is declared as the recognized word. i.e. feature vectors 
are computed. The Feature-Vectors are then forwarded to the 
GMM based recognition module, where the input pattern is 
compared with the speech models created in the training 
stage, and the model coming closer to the input pattern is 
declared as the recognized result. Figure 7 shows the testing 
architecture 

 

 

 

 

 

 

Fig 7: Testing architecture 

5.3 Experiments on database 

5.3.1 Database 
The experiment was performed on a closed set database of 30 
speakers. The database contained speech of 60 seconds for 

every speaker. The sampling frequency of the recording was 
16 kHz. 

5.3.2 Preprocessing 
To improve the performance of the system and to reduce the 
effects of noise, preprocessing steps like pre-emphasis and 
DC offset removal was performed on the signal. 

5.3.3 Framing and windowing 
The speech signal was split into frames of length 20 ms (320 
samples). The frame shift was taken to be 10 ms (160 
samples). Hamming window was applied to each frame to 
avoid abrupt discontinuities. 

5.3.4 Feature Extraction 
The MFCC coefficients are computed for each frame 
separately. The functions melbankm and melcepst from voice 
box toolbox are used to design the mel filter bank and 
compute the MFCC coefficients respectively. Twelve filter 
banks are taken in the frequency range of 0 - 8 kHz. After 
taking DCT, 11 coefficients (except the 0th coefficient) are 
taken as MFCC coefficients and stored. 

5.3.5 Training the system 
The GMM system was trained with the first 30 seconds of the 
speech data available for each user. The training was done 
using the built-in MATLAB function gmdistribution.fit. The 
covariance matrix type 30 was set to be diagonal and the 
system was trained for GMM orders 16, 32 and 8. The 
function returns an object for the speakers. 

5.3.6 Testing 
The remaining 30 seconds of the speech of every speaker was 
used to test the system. The feature vectors were extracted for 
the test speech and the probability was calculated for each 
speaker using the MATLAB function posterior. The function 

returns the negative log of the probability. So, the speaker 
object for which the function returns the least value is taken as 
the correct speaker. 

5.3.7 Performance Measure 
This table shows the performance measures for different 
GMM order used during testing phase. 
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Table 1: Performance Measure 

No. Of 

Mixtures 

Training 

Speakers 

Testing 

Speakers 
Accuracy 

8 20 10 83 % 

16 20 10 98 % 

32 20 10 95  

6. CONCLUSION 
This project work can be considered as an initiative to develop 
a automatic pathological voice recognition system. This is an 
isolated speech recognition system. Mel frequency cepstral 
coefficients have been used for generating feature vector for 

recognition. During training, speech models for each word in 
the training corpus are generated using Gaussian mixture 
models. This system can be viewed as a prototype, so that 
several applications can be developed using this system. 
Currently the system has been trained to recognize the cough, 
coughed speech, normal speech, fan noise, white Gaussian 
noise and pathological speech. Training data has been 
collected through many speakers and this makes the system 

speaker independent. The system gives good recognition 
accuracy for those speakers who were involved in the training 
set creation, and for other speakers the result was satisfactory. 
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