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1 Introduction

Let σ : R+ × R
2 → R and consider the stochastic heat equation

(1.1)
∂

∂t
X(t, x) =

1

2
∆X(t, x)dt + σ(t, x,X(t, x))Ẇ (x, t) + b(t, x,X(t, x)).

Here ∆ denotes the Laplacian and Ẇ is space-time white noise on R+ × R. If σ(t, x,X) and
b(t, x,X) are Lipschitz continuous in X it is well-known that there are pathwise unique solutions
to (1.1) (see (Wal86)). When σ(t, x,X) =

√

f(t, x,X)X such equations arise naturally as the
scaling limits of critical branching particle systems where the branching rate at (t, x) is given by
f(t, x,X(t, x)) and X(t, x) is a measure of the local particle density at (t, x). Such coefficients are
not Lipschitz continuous and pathwise uniqueness remains open even in the case where f ≡ 1,
b ≡ 0 and X is the density of super-Brownian motion (see Section III.4 of (Per02)). In this case,
and more generally for f = Xp for p > 0, uniqueness in law is known by duality arguments (see
(Myt99)). The duality arguments are highly non-robust, however, and pathwise uniqueness, if true,
would typically hold for a much less restrictive set of coefficients. Our goal in this work is to show
pathwise uniqueness holds for solutions to (1.1) if σ(t, x, ·) is Hölder continuous of order γ and
γ > 3/4. The attentive reader will have already noted that the motivating example given above
does not satisfy this condition.

The above equation does have the advantage of having a diagonal form–that is, when viewed
as a continuum-dimensional stochastic differential equation there are no off-diagonal terms in the
noise part of the equation and the diffusion coefficient for the x coordinate is a function of that
coordinate alone. For finite-dimensional sde’s this was the setting for Yamada and Watanabe’s
extension (YW71) of Itô’s pathwise uniqueness results to Hölder (1/2) continuous coefficients,
and so our plan will be to carry over their approach to our infinite dimensional setting. This
programme was already carried out in the context of coloured noise in (MPS06), but the methods
used there when specialized to white noise given nothing beyond the classical Lipschitz uniqueness.
In fact for coloured noise in higher dimensions the results in (MPS06) did not even come close
to the known results on pathwise uniqueness for Lipschitz continuous coefficients (Dal99)–see the
discussion after Remark 1.5 in (MPS06). This is what led to our belief that there was room for
substantial improvement in the methods of (MPS06) and hence to the present work.

We introduce a growth condition, a Hölder continuity condition on σ and the standard Lipschitz
condition on b:

there exists a constant c1.2 such that for all (t, x,X) ∈ R+ × R
2,(1.2)

|σ(t, x,X)| + |b(t, x,X)| ≤ c1.2(1 + |X|),

for some γ > 3/4 there are R1, R2 > 0 and for all T > 0 there is an R0(T )(1.3)

so that for all t ∈ [0, T ] and all (x,X,X ′) ∈ R
3,

|σ(t, x,X) − σ(t, x,X ′)| ≤ R0(T )eR1|x|(1 + |X| + |X ′|)R2 |X −X ′|γ ,

and

there is a B > 0 s.t. for all (t, x,X,X ′) ∈ R+ × R
3, |b(t, x,X) − b(t, x,X ′)| ≤ B|X −X ′|.(1.4)
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We assume W is a white noise on the filtered probability space (Ω,F ,Ft,P), where Ft satisfies
the usual hypotheses. This means Wt(φ) is an Ft-Brownian motion with variance ‖φ‖2

2 for each
φ ∈ L

2(R, dx) and Wt(φ) and Wt(ψ) are independent if
∫

φ(x)ψ(x)dx = 0. We set pt(x) =
(2πt)−1/2 exp{−x2/2t}, Ptf(x) =

∫

f(y)pt(y − x)dy, and let FW
t ⊂ Ft be the filtration generated

by W satisfying the usual hypotheses. A stochastic process X : Ω × R+ × R → R, which is
jointly measurable and Ft-adapted, is said to be a solution to the stochastic heat equation (1.1) on
(Ω,F ,Ft,P) with initial condition X0 : R → R, if for each t ≥ 0, and x ∈ R,

X(t, x) =

∫

R
pt(y − x)X0(y)dy +

∫ t

0

∫

R
pt−s(y − x)σ(s, y,X(s, y))W (ds, dy)(1.5)

+

∫ t

0

∫

R
pt−s(y − x)b(s, y,X(s, y))dyds a.s.

To state the main results we introduce some notation, which will be used throughout this work:
If E ⊂ R

d, we write C(E) for the space of continuous functions on E. A superscript k, respectively
∞, indicates that functions are in addition k times, respectively infinitely often, continuously
differentiable. A subscript b, respectively c, indicates that they are also bounded, respectively have
compact support. We also define

||f ||λ := sup
x∈R

|f(x)|e−λ|x|,

set Ctem := {f ∈ C(R), ||f ||λ < ∞ for any λ > 0} and endow it with the topology induced by the
norms || · ||λ for λ > 0. That is, fn → f in Ctem iff d(f, fn) =

∑∞
k=1 2−k(‖f − fn‖1/k ∧ 1) → 0 as

n → ∞. Then (Ctem, d) is a Polish space. By identifying the white noise W , with the associated
Brownian sheet, we may view W as a stochastic processes with sample paths in C(R+, Ctem). Here
as usual, C(R+, Ctem) is given the topology of uniform convergence on compacts.

A stochastically weak solution to (1.1) is a solution on some filtered space with respect to some
noise W , i.e., the noise and space are not specified in advance.

With this notation we can state the following standard existence result whose proof is a minor
modification of Theorem 1.2 of (MPS06) and is given in the next Section.

Theorem 1.1 Let X0 ∈ Ctem, and let b, σ : R+ × R
2 → R satisfy (1.2), (1.3), and (1.4). Then

there exists a stochastically weak solution to (1.1) with sample paths a.s. in C(R+, Ctem).

We say pathwise uniqueness holds for solutions of (1.1) in C(R+, Ctem) if for every X0 ∈ Ctem,
any two solutions to (1.1) with sample paths a.s. in C(R+, Ctem) must be equal with probability 1.
For Lipschitz continuous σ, this follows from Theorem 2.2 of (Shi94). Here then is our main result:

Theorem 1.2 Assume that b, σ : R+ × R
2 → R satisfy (1.2), (1.3) and (1.4). Then pathwise

uniqueness holds for solutions of (1.1) in C(R+, Ctem).

As an immediate consequence of Theorems 1.1 and 1.2 we get existence and uniqueness of strong
solutions and joint uniqueness in law of (X,W ).

Theorem 1.3 Assume that b, σ : R+ ×R
2 → R satisfy (1.2), (1.3) and (1.4). Then for any X0 ∈

Ctem there is a solution X to (1.1) on (Ω,FW
∞ ,FW

t ,P) with sample paths a.s. in C(R+, Ctem). If X ′

is any other solution to (1.1) on (Ω,F ,Ft,P) with sample paths a.s. in C(R+, Ctem), then X(t, x) =
X ′(t, x) for all t, x a.s. The joint law PX0 of (X,W ) on C(R+, Ctem) is uniquely determined by X0

and is Borel measurable in X0.
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Proof. The Borel measurability of the law is proved as in Exercise 6.7.4 in (SV79). We now apply
Theorem 3.14 of (Kur07), with the Polish state spaces S1 and S2 for the driving process (W ) and
solution (X) in that work both equal to C(R+, Ctem). Theorems 1.1 and 1.2 imply the hypotheses
of weak existence and pointwise uniqueness of (a) of that result. The conclusions of an FW

t -adapted
(strong) solution and uniqueness in law of (X,W ) follow from the conclusions in Theorem 3.14 (b)
(of (Kur07)) of a strong compatible solution and joint uniqueness in law, respectively. (Note that
Lemma 3.11 of the above reference shows that a strong, compatible solution must be FW

t -adapted.)

Remark 1.4 (a) When assuming (1.2), it suffices to assume (1.3) for |X −X ′| ≤ 1. Indeed this
condition is immediate from (1.2) for |X −X ′| ≥ 1 with R1 = 0 and R2 = 1.

(b) (1.3) implies the local Hölder condition:

for some γ > 3/4 for all K > 0 there is an LK so that for all t ∈ [0,K](1.6)

and x,X1,X2 ∈ [−K,K], |σ(t, x,X1) − σ(t, x,X2)| ≤ LK |X1 −X2|γ .

In fact it prescribes the growth rate of the Hölder constants LK (polynomial in X and exponential
in x).

In order to give a bit of intuition for Theorem 1.2, we recall the result from (MPS06) which
dealt with the stochastic heat equation driven by coloured noise. Let Ẇ (t, x) be the mean zero
Gaussian noise on R+ × R

d with covariance given by

E
[

Ẇ (t, x)Ẇ (s, y)
]

= δ0(t− s)k(x− y),(1.7)

where

k(x− y) ≤ c|x− y|−α,(1.8)

for some α ∈ (0, d∧ 2). Note that the white noise considered in this paper is the case k(x) = δ0(x).
It formally corresponds to α = 1 in dimension d = 1. Now let X satisfies the SPDE:

(1.9)
∂

∂t
X(t, x) =

1

2
∆X(t, x)dt + σ(X(t, x))Ẇ (x, t),

with Ẇ being the coloured noise just described. Then the following result was proved in (MPS06).

Theorem 1.5 ((MPS06)) For α < 2γ − 1, pathwise uniqueness holds for (1.9).

Let ũ = X1 −X2 be the difference of two solutions to (1.9). The the proof of Theorem 1.5 relied
on a study of the Hölder continuity of ũ(t, ·) at points where ũ(t, x) is “small”. Let ξ be the Hölder
exponent of ũ(t, ·) at such points. The following connection between parameter ξ and the pathwise
uniqueness was shown in (MPS06) (see condition (41) in the proof of Theorem 4.1 there): If

α < ξ(2γ − 1),(1.10)

then pathwise uniqueness holds for (1.9). Hence, the better the regularity one has for ũ near its
zero set, the “weaker” the hypotheses required for pathwise uniqueness. It was shown in (MPS06)
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that at the points x where ũ(t, x) is “small”, ũ(t, ·) is Hölder continuous with any exponent ξ such
that

ξ <
1 − α

2

1 − γ
∧ 1.(1.11)

(For the precise statement of this result see Theorem 2.2 in the next section.) Note that in the case
when α < 2γ − 1, (1.11) turns into the following condition

ξ < 1,(1.12)

and this together with (1.10) imply Theorem 1.5.
Now assume Ẇ is white noise on R+ × R and d = 1. This formally corresponds to the α = 1,

and in this case the conditions (1.10), (1.11) can be written as

1 < ξ(2γ − 1),(1.13)

ξ <
1

2(1 − γ)
∧ 1.(1.14)

For γ ≥ 1/2, we have 1
2(1−γ) ≥ 1 and hence one can take ξ < 1 arbitrarily close to 1 (a proof of this

is given in Theorem 2.3 below), substitute it into (1.13), and get a vacuous condition for pathwise
uniqueness, namely

γ > 1.

To improve on this we will need to get more refined information on the difference, u, of two solutions
to (1.1) near the points x0 where u(t, x0) ≈ 0. To be more precise, suppose one is able to show that

|u(t, x)| ≤ c|x− x0|ξ(1.15)

for any

ξ <
1

2(1 − γ)
∧ 2.(1.16)

By substituting the upper bound for ξ from (1.16) into (1.13) and doing a bit of arithmetic one
gets the following condition for pathwise uniqueness

γ > 3/4,(1.17)

which is the result claimed in Theorem 1.2. We will in fact verify a version of (1.15) under (1.16)
and γ > 3/4. A more detailed description of our approach, is given in Section 2.

The above discussion allows us to conjecture a stronger result on pathwise uniqueness for the
case of equations driven by a coloured noise:

Conjecture 1.6 If

α < 2(2γ − 1),(1.18)

then pathwise uniqueness holds for (1.9).
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The reasoning for this conjecture is similar to that for the white noise case. Let ũ again be the
difference of two solutions to (1.9). Suppose that if ũ(t, x0) ≈ 0 then at the points nearby we have

ũ(t, x) ≤ c|x− x0|ξ(1.19)

for any

ξ <
1 − α

2

1 − γ
∧ 2.(1.20)

By substituting the upper bound for ξ from (1.20) into (1.10) and simple algebra one gets (1.18)
as a condition for pathwise uniqueness for (1.9). Note that (1.18) can be equivalently written as

γ >
1

2
+
α

4
.(1.21)

In the next Section we give a quick proof of Theorem 1.1 and then turn to the main result,
Theorem 1.2. Following the natural analogue of the Yamada-Watanabe argument for stochastic
pde’s, as in (MPS06), the problem quickly reduces to one of showing that the analogue of the local
time term is zero (Proposition 2.1). As described above, the key ingredient here will be tight control
on the spatial behaviour of the difference of two solutions, when this difference is very small, that is,
when the solutions separate. Roughly speaking, as in Yamada and Watanabe’s argument we first
show that solutions must separate in a gentlemanly manner and therefore cannot separate at all.
Section 2 includes a heuristic description of the method and further explanation of why γ = 3/4 is
critical in our approach. It also gives an outline of the contents of the entire paper.

Convention on Constants. Constants whose value is unimportant and may change from line
to line are denoted c1, c2, . . . , while constants whose values will be referred to later and appear
initially in say, Lemma i.j are denoted ci.j or Ci.j.

Acknowledgements. The second author thanks the Technion for hosting him during a visit
where some of this research was carried out. This project was initiated during the visit of the
first author to the UBC where he participated in a Workshop on SPDE’s sponsored by PIMS and
thanks go to the Pacific Institute for the Mathematical Sciences for its support.

2 Proof of Theorems 1.1 and 1.2

Proof of Theorem 1.1 This is standard so we only give a sketch and set b ≡ 0 for simplicity.
By taking weak limits as T → ∞ we may assume R0(T ) = R0 is independent of T . Choose a
symmetric ψn ∈ C∞

c so that 0 ≤ ψn ≤ 1, ‖ψ′
n‖∞ ≤ 1, ψn(x) = 1 if |x| ≤ n and ψn(x) = 0 if

|x| ≥ n+ 2. Let

σn(t, x,X) =

∫

σ(t, x,X ′)p2−n(X ′ −X)dX ′ψn(X).

It is easy to then check the following:

(2.22) |σn(t, x,X)| ≤ 2c1.2(1 + |X|),
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(2.23) |σn(t, x,X ′) − σn(t, x,X)| ≤ cn|X ′ −X|,

and

|σn(t, x,X) − σ(t, x,X)| ≤ c2.24

[

eR1|x|(|X|R2 + 1)2−nγ/2 + (1 + |X|)(1 − ψn(|X|)
]

(2.24)

→ 0 uniformly on compacts as n→ ∞.

Use (2.22), (2.23) and Theorem 2.2 of (Shi94) to see there are solutions Xn to (1.5)n (all with
respect to W )–here (1.5)n is (1.5) but with σn in place of σ. Now argue as in Section 6 of (Shi94)
(see the proof of Theorem 2.2) or in the derivation of Theorem 1.2 of (MPS06) (the present white
noise setting simplifies those arguments) to see that {Xn} is tight in C(R+, Ctem). More specifically,
using the growth condition (1.2), it is straightforward to carry over the proof of Proposition 1.8(a)
of (MPS06) (see Lemmas A.3 and A.5 of that paper) and show

(2.25) for all T, λ, p > 0, sup
n
E( sup

0≤t≤T
sup
x∈R

|Xn(t, x)|pe−λ|x|) <∞.

The above bounds in turn give uniform bounds on the pth moments of the space-time increments
of Xn (see Lemma A.4 of (MPS06)) and hence tightness. Indeed, the orthogonality of white noise
makes all these calculation somewhat easier. By Skorohod’s theorem we may assume Xnk converges
a.s. to X in C(R+, Ctem) on some probability space. It is now easy to use (2.24) to see that (perhaps
on a larger space), X solves (1.5).

Next consider Theorem 1.2 and assume its hypotheses throughout. By Remark 1.4(a) decreasing
γ only weakens the hypotheses and so we may, and shall, assume that

(2.26) 3/4 < γ < 1.

Let X1 and X2 be two solutions of (1.5) on (Ω,F ,Ft,P) with sample paths in C(R+, Ctem) a.s.,
with the same initial condition, X1(0) = X2(0) = X0 ∈ Ctem, and of course the same noise W . For
adapted processes with sample paths in C(R+, Ctem), (1.5) is equivalent to the distributional form
of (1.1) (see Theorem 2.1 of (Shi94)). That is, for i = 1, 2 and Φ ∈ C∞

c (R) :

∫

R

Xi(t, x)Φ(x)dx =

∫

R

Xi
0(x)Φ(x)dx+

∫ t

0

∫

R

Xi(s, x)
1

2
∆Φ(x)dxds(2.27)

+

∫ t

0

∫

R

σ(s, x,Xi(s, x))Φ(x)W (ds, dx)

+

∫ t

0

∫

R

b(s, x,Xi(s, x))Φ(x)dxds ∀t ≥ 0 a.s.

Let

(2.28) TK = inf{s ≥ 0 : sup
y

(|X1(s, y)| ∨ |X2(s, y)|)e−|y| > K} ∧K.

We first show that (1.3) may be strengthened to

for some 1 > γ > 3/4 there are R0, R1 ≥ 1 so that for all t ≥ 0(2.29)

and all (x,X,X ′) ∈ R
3, |σ(t, x,X) − σ(t, x,X ′)| ≤ R0e

R1|x||X −X ′|γ .
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Assume that Theorem 1.2 holds under (2.29) and that σ satisfies (1.3). Define

σK(t, x,X) = σ(t, x, (X ∨ (−Ke|x|)) ∧Ke|x|)1(t ≤ K).

Then
|σK(t, x,X) − σK(t, x,X ′)| ≤ R0(K)eR1|x|(1 + 2Ke|x|)R2 |X −X ′|γ ,

and so (2.29) holds with R1 +R2 in place of R1 (the restriction that Ri ≥ 1 is for convenience and
is no restriction). Providing that for λ = 1, ‖X0‖λ < K, we have

(2.30) σ(t, x,Xi(t, x)) = σK(t, x,Xi(t, x)) for all x and t ≤ TK .

Therefore σK satisfies(2.29) and of course (1.2). So we may apply Theorem 1.3 with σK in place
of σ. Using the law PK,X0 of (X,W ) on C(R+, Ctem)2 (Borel in X0) it is easy now to continue
the solutions Xi to (2.27)K (the K reminds us we are dealing with σK) beyond TK and construct
solutions X̃i, i = 1, 2 to (2.27)K starting at X0 such that (X̃1(· ∧ TK), X̃2(· ∧ TK)) is equal in
law to (X1(· ∧ TK),X2(· ∧ TK)). By pathwise uniqueness in (2.27)K we get X̃1 = X̃2 and so
X1(· ∧ TK) = X2(· ∧ TK). Letting K → ∞ gives X1 = X2, as required.

We now follow the approach in Section 2 of (MPS06) and reduce the theorem to showing the
analogue of the “local time term” in the Yamada-Watanabe proof is zero. Let

an = exp{−n(n+ 1)/2}

so that

(2.31) an+1 = ane
−n−1 = ana

2/n
n .

Define functions ψn ∈ C∞
c (R) such that supp(ψn) ⊂ (an, an−1), and

(2.32) 0 ≤ ψn(x) ≤ 2

nx
for all x ∈ R as well as

∫ an−1

an

ψn(x)dx = 1.

Finally, set

(2.33) φn(x) =

∫ |x|

0

∫ y

0
ψn(z)dzdy.

From this it is easy to see that φn(x) ↑ |x| uniformly in x. Note that each ψn, and thus also each φn,
is identically zero in a neighborhood of zero. This implies that φn ∈ C∞(R) despite the absolute
value in its definition. We have

φ′n(x) = sgn(x)

∫ |x|

0
ψn(y)dy,(2.34)

φ′′n(x) = ψn(|x|).(2.35)

Thus, |φ′n(x)| ≤ 1, and
∫

φ′′n(x)h(x)dx → h(0) for any function h which is continuous at zero.
Define

u ≡ X1 −X2.
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Let Φ ∈ C∞
c (R) satisfy 0 ≤ Φ ≤ 1, supp(Φ) ⊂ (−1, 1) and

∫

R
Φ(x)dx = 1, and set Φm

x (y) =

mΦ(m(x − y)). Let 〈·, ·〉 denote the scalar product on L
2(R). By applying Itô’s Formula to the

semimartingales 〈Xi
t ,Φ

m
x 〉 in (2.27) it follows that

φn(〈ut,Φ
m
x 〉)

=

∫ t

0

∫

R

φ′n(〈us,Φ
m
x 〉)

(

σ(s, y,X1(s, y)) − σ(s, y,X2(s, y))
)

Φm
x (y)W (ds, dy)

+

∫ t

0
φ′n(〈us,Φ

m
x 〉)〈us,

1

2
∆Φm

x 〉ds

+
1

2

∫ t

0

∫

R

ψn(|〈us,Φ
m
x 〉|)

(

σ(s, y,X1(s, y)) − σ(s, y,X2(s, y))
)2

× Φm
x (y)2dyds

+

∫ t

0

∫

R

φ′n(〈us,Φ
m
x 〉)

(

b(s, y,X1(s, y)) − b(s, y,X2(s, y))
)

Φm
x (y)dyds.

We integrate this function of x against another non-negative test function Ψ ∈ C∞
c ([0, t0] × R)

(t0 ∈ (0,∞)). Choose K1 ∈ N large so that for λ = 1,

(2.36) ‖X0‖λ < K1 and Γ ≡ {x : Ψs(x) > 0 ∃s ≤ t0} ⊂ (−K1,K1).

We then obtain by the classical and stochastic versions of Fubini’s Theorem (see Theorem 2.6 of
(Wal86) for the latter), and arguing as in the proof of Proposition II.5.7 of (Per02) to handle the
time dependence in Ψ, that for any t ∈ [0, t0],

〈φn(〈ut,Φ
m
. 〉),Ψt〉(2.37)

=

∫ t

0

∫

R

〈φ′n(〈us,Φ
m
· 〉)Φm

· (y),Ψs〉
(

σ(s, y,X1(s, y)) − σ(s, y,X2(s, y))
)

W (ds, dy)

+

∫ t

0
〈φ′n(〈us,Φ

m
. 〉)〈us,

1

2
∆Φm

. 〉,Ψs〉ds

+
1

2

∫ t

0

∫

R
2
ψn(|〈us,Φ

m
x 〉|)

(

σ(s, y,X1(s, y)) − σ(s, y,X2(s, y))
)2

× Φm
x (y)2dyΨs(x)dxds +

∫ t

0
〈φn(〈us,Φ

m
· 〉), Ψ̇s〉 ds

+

∫ t

0

∫

R

〈φ′n(〈us,Φ
m
· 〉)Φm

· (y),Ψs〉
(

b(s, y,X1(s, y)) − b(s, y,X2(s, y))
)

dyds

≡ Im,n
1 (t) + Im,n

2 (t) + Im,n
3 (t) + Im,n

4 (t) + Im,n
5 (t).

(2.38)

The expectation condition in Walsh’s Theorem 2.6 may be realized by localization, using the
stopping times {TK}.

Set mn = a
−1/2
n−1 = exp{(n−1)n/4} for n ∈ N. In the integral defining I

mn+1,n+1
3 we may assume

|x| ≤ K1 by (2.36) and so |y| ≤ K1 + 1. Let K ∈ N
≥K1. If s ≤ TK , then for such a y,

|Xi(s, y)| ≤ Ke|y| ≤ Ke(K1+1) for i = 1, 2.
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Therefore (1.6), (2.32) and (2.31) show that if K ′ = Ke(K1+1)(≥ K1 + 1), then for all t ∈ [0, t0],

I
mn+1,n+1
3 (t ∧ TK)

≤ 1

2

∫ t∧TK

0

∫ ∫

2(n + 1)−1|〈us,Φ
mn+1
x 〉|−11(an+1 < |〈us,Φ

mn+1
x 〉| < an)

× L2
K ′ |u(s, y)|2γmn+1Φ

mn+1
x (y)Ψs(x)dydxds

≤ L2
K ′a−1

n+1a
−1/2
n

∫ t∧TK

0

∫ ∫

1(an+1 < |〈us,Φ
mn+1
x 〉| < an)|u(s, y)|2γΦmn+1

x (y)Ψs(x)dydxds

≤ L2
K ′a−3/2−2/n

n

∫ t∧TK

0

∫ ∫

1(an+1 < |〈us,Φ
mn+1
x 〉| < an)|u(s, y)|2γΦmn+1

x (y)Ψs(x)dydxds.(2.39)

We define

(2.40) In(t) = a−3/2−2/n
n

∫ t

0

∫ ∫

1(|〈us,Φ
mn+1
x 〉| < an)|u(s, y)|2γΦmn+1

x (y)Ψs(x)dydxds.

Proposition 2.1 Suppose {UM,n,K : M,n,K ∈ N,K ≥ K1} are Ft-stopping times such that for

each K ∈ N
≥K1,

(H1) UM,n,K ≤ TK , UM,n,K ↑ TK as M → ∞ for each n, and

limM→∞ supn P (UM,n,K < TK) = 0,

and

(H2) For all M ∈ N, limn→∞E(In(t0 ∧ UM,n,K)) = 0.

Then the conclusion of Theorem 1.2 holds.

Proof. We adapt the reasoning in Lemma 2.2 of (MPS06) for the coloured noise setting to our
white noise driven equation. As in (2.25) we have

(2.41) for all T, λ, p > 0, E( sup
0≤t≤T

sup
x∈R

|u(t, x)|pe−λ|x|) <∞.

Let

Zn(t) =

∫

φn(〈ut,Φ
mn
x 〉)Ψt(x) dx.

Fix K ∈ N
≥K1 and 0 ≤ t ≤ t0. Note that since 0 ≤ φn(z) ≤ |z| and Ψ ≥ 0,

0 ≤ Zn(t ∧ TK) ≤
∫ ∫

|u(t ∧ TK , y)|Φmn
x (y)Ψ(t ∧ TK , x) dydx

≤ 2K

∫ ∫

e|y|Φmn
x (y)Ψ(t ∧ TK , x)dy1(|x| ≤ K1)dx

≤ 2KeK1+1c1(Ψ).(2.42)

With (2.41) in hand, the proof of Lemma 2.2(a) of (MPS06) is easily adapted (again it is in fact
easier) to show

(2.43) {Imn,n
1 (s) : s ≤ t0} is an L

2-bounded sequence of L
2 martingales.

10



The proof of Lemma 2.2(b) of (MPS06) applies directly to show that

Imn,n
2 = Imn,n,1

2 + Imn,n,2
2 ,

where for any stopping time T ,

(2.44) Imn,n,1
2 (t ∧ T ) →

∫ t∧T

0

∫

|u(s, x)|1
2
∆Ψs(x)dxds in L

1 as n→ ∞

(again the key bound here is (2.41)), and we have the one-sided bound

(2.45) Imn,n,2
2 (s) ≤ an

n
C(Ψ) for all s ≤ t0 and n.

(In the notation of (MPS06), Imn,n,1
2 (s) =

∫ s
0 I

mn,n
2,3 (r)dr and Imn,n,2

2 (s) =
∫ s
0 I

mn,n
2,1 (r)+Imn,n

2,2 (r)dr.)
The proof of Lemma 2.2(c) of (MPS06) also applies directly to show that for any stopping time T ,

(2.46) Imn,n
4 (t ∧ T ) →

∫ t∧T

0

∫

|u(s, x)|Ψ̇s(x)dxds in L
1 as n→ ∞.

Since |φ′n| ≤ 1, (1.4) implies that for a stopping time T ,

(2.47) Imn,n
5 (t ∧ T ) ≤ B

∫ t∧T

0

∫ ∫

|u(s, y)|Φmn
x (y)Ψs(x)dydxds ≡ BĨn

5 (t ∧ T ).

It follows easily from (2.41) that {Ĩn
5 (t0) : n ∈ N} is L

2-bounded and, as n→ ∞,

(2.48) Ĩn
5 (t ∧ T ) →

∫ t∧T

0

∫

|u(s, x)|Ψs(x)dxds a.s. and hence in L
1 by the above.

Let ε > 0. Then (H1), (2.42),(2.43),(2.44) and (2.46) show that, by a standard result for uniformly
integrable random variables, there is an M0 so that

sup
n
E

((

|Zn(t ∧ TK)| + |Imn,n
1 (t ∧ TK)| + |Imn,n,1

2 (t ∧ TK)| + |Imn,n
4 (t ∧ TK)|

)

(2.49)

× 1(UM,n,K < TK)
)

< ε for all M ≥M0.

From (2.37), (2.47), the non-negativity of Imn,n
3 and Ĩn

5 , and Fatou’s Lemma, we have for M ≥M0,

E
(

∫

|u(t ∧ TK , x)|Ψt∧TK
(x)dx

)

≤ lim inf
n→∞

E(Zn(t ∧ TK)1(UM,n,K = TK)) + E(Zn(t ∧ TK)1(UM,n,K < TK))

≤ lim inf
n→∞

E(Imn,n
1 (t ∧ TK)) + E(Imn,n,1

2 (t ∧ TK)) + E(Imn,n,2
2 (t ∧ TK)1(UM,n,K) = TK))

+ E(Imn,n
3 (t ∧ UM,n,K)) + E(Imn,n

4 (t ∧ TK)) +BE(Ĩn
5 (t ∧ TK))

− E(Imn,n
1 (t ∧ TK)1(UM,n,K < TK)) − E(Imn,n,1

2 (t ∧ TK)1(UM,n,K < TK))

− E(Imn,n
4 (t ∧ TK)1(UM,n,K < TK)) + E(Zn(t ∧ TK)1(UM,n,K < TK))

≤ lim inf
n→∞

E
(

∫ t∧TK

0

∫

|u(s, x)|1
2
∆Ψs(x)dxds

)

+
an

n
C(Ψ)

+ E
(

∫ t∧TK

0

∫

|u(s, x)|Ψ̇s(x)dxds
)

+BE
(

∫ t∧TK

0

∫

|u(s, x)|Ψs(x)dxds
)

+ ε,
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by (2.43), (2.44), (2.45), (H2) (together with the bound (2.39)),(2.46) (2.48), and (2.49), respec-
tively. Let ε ↓ 0 to see that

E
(

∫

|u(t ∧ TK , x)|Ψt∧TK
(x)dx

)

≤ E
(

∫ t∧TK

0

∫

|u(s, x)|(1
2
∆Ψs(x) + Ψ̇s(x) +BΨs(x))dxds

)

.

Let K → ∞ and use Dominated Convergence (recall (2.41)) on each side to conclude that

∫

E(|u(t, x)|)Ψt(x)dx ≤
∫ t

0

∫

E(|u(s, x)|)(1
2
∆Ψs(x) + Ψ̇s(x) +BΨs(x))dxds, 0 ≤ t ≤ t0.

This gives (34) of (MPS06) with an additional drift term BΨs(x). One proceeds exactly as in
Section 3 of that reference, using the semigroup eBtPt in place of Pt, to see that since E(|u(t, x)|)
is a finite (by (2.41)) non-negative subsolution of the heat equation with initial data zero, therefore
E(|u(t, x)|) = 0 and so X1 = X2 by continuity of paths.

The construction of {UM,n,K} and verification of (H1) and (H2) will be the objective of the rest
of this work.

Notation. For t, t′ ≥ 0 and x, x′ ∈ R let d((t, x), (t′, x′)) =
√

|t′ − t| + |x′ − x|.
Note that the indicator function in the definition of In implies there is an x̂0 ∈ (x−√

an, x+
√
an)

such that |u(s, x̂0)| ≤ an. If we could take x̂0 = y we could bound In(t) by C(t)a
−3/2−2/n+2γ
n , and

(H1) and (H2) would follow immediately with UM,n,K = TK . (The criticality of 3/4 in this argument
is illusory as it follows from our choice of mn.) The hypotheses of Proposition 2.1 now turn on
getting good bounds on |u(s, y)−u(s, x̂0)|. The standard 1/2−ε-Hölder modulus 1 not surprisingly,
gives nothing. In (MPS06) this was refined to a 1− ε-Hölder modulus near points where u is small
as we now describe. Let

Z(N,K)(ω) = {(t, x) ∈ [0, TK ] × [−K,K] : there is a (t̂0, x̂0) ∈ [0, TK ] × R such that

d((t̂0, x̂0), (t, x)) ≤ 2−N , and |u(t̂0, x̂0)| ≤ 2−N}.

Return now to the SPDE driven by coloured noise (1.9) from Section 1. Let ũ be the difference
of two solutions of (1.9) and α ∈ (0, 2 ∧ d) be the covariance kernel exponent as in (1.8). Let
Z̃(N,K) be defined as Z(N,K) with ũ instead of u. The following improved modulus of continuity
was proved in (MPS06) (see Theorem 4.1 and the first two paragraphs of the proof of Corollary 4.2
in that reference).

Theorem 2.2 For each K ∈ N and 0 < ξ <
1−α

2
1−γ ∧ 1 there is an N0 = N0(ξ,K, ω) ∈ N a.s. such

that for all natural numbers N ≥ N0 and all (t, x) ∈ Z̃(N,K),

d((t′, x′), (t, x)) ≤ 2−N and t′ ≤ TK implies |ũ(t′, x′) − ũ(t, x)| ≤ 2−Nξ.

In the white noise setting the result holds with α = 1. Recall u is the difference of two solutions
to (1.1).

1Although this is well-known “folklore” result we were not able to find the exact reference. One can easily check
that the estimates in the proof of Corollary 3.4 in (Wal86) give 1/2 − ε-Hölder spatial modulus; similarly the result
of (SS02) can be immediately extended to cover the white noise case; in both works the Lipschitz assumptions on
noise coefficients can be relaxed to linear growth assumptions and the proofs still go through.
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Theorem 2.3 Assume γ ≥ 1/2. For each K ∈ N and ξ ∈ (0, 1) there is an N0 = N0(ξ,K, ω) ∈ N

a.s. such that for all natural numbers N ≥ N0 and all (t, x) ∈ Z(N,K),

d((t′, x′), (t, x)) ≤ 2−N and t′ ≤ TK implies |u(t′, x′) − u(t, x)| ≤ 2−Nξ.

Proof. The proof of Theorem 2.2 applies with α = 1 (the dependance of σ on t, x alters nothing
in the proof). In fact it is now considerably simpler because of the orthogonality of white noise
increments. The required tools are Lemma 4.1 and Lemma 4.3 below. With this choice of α and
γ ≥ 1/2, the upper bound on ξ in Theorem 2.2 becomes 1. In (MPS06) there was no drift term,
but the calculations for the Lipschitz drift term are simpler still. Here one uses Hölder’s inequality
to utilize the L

2 bounds in Lemma 4.3.

The proof of Theorem 1.2 is long and involved so before descending into the technical details of
the derivation of (H1) and (H2), we now give a heuristic description of the method with b ≡ 0
throughout, and also try to explain why γ = 3/4 is critical in our approach. The choice of

mn = a
−1/2
n−1 appears arbitrarily in the above so let us for the moment set mn = a−α0

n−1 ≈ a−α0
n

for some α0 > 0. (H1) and (H2) are delicate ways of ensuring In(t) approaches zero as n→ ∞ and
so our goal is to show that

In(t) ≈ a−1−α0
n

∫ t

0

∫ ∫

1(|〈us,Φ
mn+1
x 〉| < an)|u(s, y)|2γΦmn+1

x (y)Ψs(x)dydxds(2.50)

→ 0 as n → ∞.

We have taken (and will take) some small liberties with the “local time term” In(t) (with this new
choice of mn) in the first line. In the integrand in (2.50) the variable y must be within 2aα0

n of a
point x̂0 where |u(s, x̂0)| < an. If we simply replace y with x̂0, I

n(t) is at most

a−1−α0
n

∫ t

0

∫ ∫

a2γ
n Φmn+1

x (y)Ψs(x)dydxds ≤ Cta2γ−1−α0
n → 0,

if γ > 1/2 and α0 is small enough. This is a bit too crude but shows it will be crucial to get good
estimates on u(s, ·) near points where it is small (and also shows we are already forced to assume
γ > 1/2). Theorem 2.3 implies that

(2.51) γ ≥ 1/2 implies u(t, ·) is ξ-Hölder continuous near its zero set for ξ < 1,

and so allows us to bound |u(s, y) − u(s, x̂0)|. Use this in (2.50) and take 0 < α0 ≤ 1 to bound
In(t) by

a−1−α0
n

∫ t

0

∫ ∫

Caα0ξ2γ
n Φmn+1

x (y)Ψs(x)dydxds

≤ Cta−1+α0(ξ2γ−1)
n → 0 as n→ ∞,

if γ > 1 and we choose α0, ξ close to one. Of course γ > 1 is not a viable choice but this shows
we are now getting close, and in fact in the coloured noise setting of (MPS06) the above argument
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sufficed for the results there, although there was some work to be done to implement this idea
carefully.

To increase our control on u(s, ·) near its zero set we will improve (2.51) to

(2.52) γ > 3/4 implies u′(s, ·) is ξ-Hölder on {x : u(s, x) ≈ u′(s, x) ≈ 0} for ξ < 1,

where u′ denotes the spatial derivative. Corollary 5.9 below with m = m̄ + 1 is the closest result
which comes to a formal statement of the above, although the condition on γ is implicit.

We first make the case that for γ < 3/4, we cannot expect the following slight strengthening of
(2.52):

(2.53) u(s, ·) is C2 on {x : u(s, x) ≈ u′(s, x) ≈ 0}.

A formal differentiation of (1.5) (recall b ≡ 0 and u is the difference of the Xi’s) gives for u(t, x) ≈
u′(t, x) ≈ 0,

(2.54) u′′(t, x) =

∫ t

0

∫

p′′t−s(y − x)[σ(s, y,X1(s, y)) − σ(s, y,X2(s, y))]W (ds, dy).

If σ is a Weierstrass-type function that realizes its Hölder modulus at typical points we have

|σ(s, y,X1(s, y)) − σ(s, y,X2(s, y))| ≈ L|u(s, y)|γ ,

and for s < t and very close to t, we have by a Taylor series expansion in space,

|u(s, y)| ≈ |u′′(s, x)|(y − x)2

2
.

Use these approximations in the finite square function associated with the right hand side of (2.54)
and conclude that

∞ >

∫ t

t−δ

∫

p′′t−s(y − x)2
[ |u′′(s, x)|(y − x)2

2

]2γ
dyds

≈ c|u′′(t, x)|2γ

∫ t

t−δ

∫

pt−s(z)
2[z2(t− s)−2 − (t− s)−1]2z4γdzds

≈ c|u′′(t, x)|2γ

∫ t

t−δ
(t− s)2γ− 5

2ds,

which implies γ > 3/4.
We next show how (2.52) will lead to (2.50). Taking further liberties with In(t) and recalling

mn ≈ aα0
n , we get

In(t) ≈ a−1−α0
n

∑

β

∫ t

0

∫ ∫

1(|u(s, x| ≤ an, u
′(s, x) ≈ ±aβ

n)|u(s, y)|2γΦmn+1
x (y)Ψs(x)dydxds

(2.55)

≡
∑

β

In
β (t),
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where
∑

β indicates we are summing over a finite grid βi ∈ [0, β̄] (β̄ to be determined below) and
are bounding u′(s, x) in the appropriate grid interval and its mirror image in the origin. As the

sum is finite we may fix β ∈ (0, β̄] and consider only u′(s, x) ≈ aβ
n. The value β = 0 is a bit special

but should be clear from the argument below. A Taylor series expansion and (2.52) with ξ ≈ 1
show that for y as in the integrand of In

β (t),

|u(s, y)| ≤ |u(s, x)| + (|u′(s, x)| + L|y − x|ξ)|y − x|
≤ an + aβ+α0

n + Laα0(ξ+1)
n

≤ Ca
( ξ
2
∧β)+ 1

2
n ,

where a comparison of the first and last terms in the second line leads naturally to α0 = 1/2.
Substitute this into the integrand of In

β , integrate out y, and conclude

(2.56) In
β (t) ≤ Ca

−3
2

+γ+γ(2β∧ξ)
n

∫ t

0

∫

1(|u(s, x)| ≤ an, u
′(s, x) ≈ aβ

n)Ψs(x)dxds.

For β = β̄ the precise meaning of u′(s, x) ≈ aβ̄
n is 0 ≤ u′(s, x) ≤ aβ̄

n and we have from (2.56),

(2.57) In
β̄ (t) ≤ Cta

−3
2

+γ+γ(2β̄∧ξ)
n .

Consider 0 < β < β̄. Recall that {x : Ψs(x) > 0 for some s ≤ t0} ⊂ [−K1,K1], let

Sn(s) = {x ∈ [−K1,K1] : |u(s, x)| ≤ an, u
′(s, x) ≥ aβ

n}

and |Sn(s)| denote the Lebesgue measure of Sn(s). From (2.52) we see that if x ∈ Sn(s), then

u′(s, y) ≥ aβ
n
2 if |y − x| ≤ L−1a

β/ξ
n , and so by the Fundamental Theorem of Calculus,

u(s, y) > an if 4a1−β
n < |y − x| ≤ L−1aβ/ξ

n .

A simple covering argument now shows that |Sn(s)| ≤ c(L,K1)a
1−β
n a

−β/ξ
n and (2.56) implies

In
β (t) ≤ Cta

−3
2

+γ+γ(2β∧ξ)+1−β−β
ξ

n

≤ Cta
γ(1+(2β̄)∧ξ)− 1

2
−β̄(1+ 1

ξ
)

n .(2.58)

So from (2.57) and (2.58) we see that limn→∞ In
β (t) = 0 will follow for all β ≤ β̄ if

γ(1 + (2β̄ ∧ 1)) >
3

2
and γ(1 + (2β̄ ∧ 1)) >

1

2
+ 2β̄,

that is, γ > (1 + (2β̄ ∧ 1))−1(3
2 ∨ (1

2 + 2β̄)). The right-hand side is minimized when β̄ = 1
2 , and

leads to γ > 3
4 , as required, and also establishes the range 0 ≤ β ≤ 1

2 , which will be used below.
The above heuristics show that γ > 3/4 and the regularity of u given in (2.52) (or (2.53)) is

optimal for our approach. If we try weakening the regularity condition on u, the above discussion
shows we would have to increase 3/4 to show that In(t) → 0. The earlier discussion shows that a
strengthening of the regularity on u would require increasing 3/4 as well.
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A major obstruction to (2.52) is the fact that we cannot expect u′(s, x) to exist as soon as
u(s, x) 6= 0 (and don’t even know this is the case for u(s, x) = 0). So instead, if D(r, y) =
σ(r, y,X1(r, y)) − σ(r, y,X2(r, y)), then we will use (1.5) to decompose u as

u(t, x) =

∫ t−an

0

∫

pt−r(y − x)D(r, y)W (dr, dy) +

∫ t

t−an

∫

pt−r(y − x)D(r, y)W (dr, dy)(2.59)

≡ u1,an(t, x) + u2,an(t, x).

u1,an is smooth in the spatial variable and so the above arguments may be applied with u′1,an
(t, x)

playing the role of u′(t, x), while u2,an and its increments should lead to small and manageable
error terms. Proposition 5.14 gives the required bounds on the increments of u2,aα

n
, and (as noted

above) Corollary 5.9 is the analogue of (2.52) for u′1,aα
n

(α ∈ [0, 1]). (The reason for the extension
to aα

n is discussed below.) The proofs of these results are incorporated into an inductive proof of a
space-time bound (Pm) for u(t, x) when (t, x) is close to a point (t̂0, x̂0) where

(2.60) |u(t̂0, x̂0)| ≤ an and |u′1,aα
n
(t̂0, x̂0)| ≤ aβ

n.

If

(2.61) d =

√

|t− t̂0| + |x− x̂0|,

then, roughly speaking, (Pm) bounds |u(t, x)| by

(2.62) dξ[dγ̃m−1 + aβ
n],

where γ̃m increases in m and equals 2 for m large, and ξ < 1 as usual. When γ̃m = 2 this does
capture the kind of bound one expects from (2.52). The reader may find a precise statement of
(Pm) prior to Proposition 5.1 (the statement of its validity).

The m = 0 case will be an easy consequence of our improved local modulus of continuity,
Theorem 2.3. Note that (2.29)) implies

(2.63) |D(r, y)| ≤ R0e
R1|y||u(r, y)|γ .

The inductive proof of (Pm) proceeds by using (2.63) and then (2.62) to bound the square functions
associated with the space-time increments of u′1,aα

n
and u2,aα

n
for points near (t̂0, x̂0) as in (2.60)(recall

(2.59)). These give good control of the integrands of these square functions near the points where
they have singularities. This will then lead to Corollary 5.9 and Proposition 5.14, our “mth order”
bounds for the increments of u′1,aα

n
and u2,aα

n
. We then use the slightly generalized version of (2.59),

(2.64) u(t, x) = u1,aα
n
(t, x) + u2,aα

n
(t, x)

to derive (Pm+1). At this point we will optimize over α since decreasing α increases the regularity
of u1,aα

n
but increases the size of the error term u2,aα

n
. The optimal choice will be so that aα

n ≈ d,
where d is as in (2.61).

There are at least two issues to address here. First, how do you control u′1,aα
n
(t, x) when all you

know is |u′1,an
(t, x)| ≤ aβ

n? Second, how do you control the time increments of u1,aα
n

when you only
have good estimates on the spatial derivatives? The first question is answered in Proposition 5.11
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which will give surprisingly good bounds on |u′1,aα
n
(t̂0, x̂0) − u′1,an

(t̂0, x̂0)|. The second question is
answered in Proposition 5.13, where the key step is to note (see (5.70)) that for t > t′,

|u1,aα
n
(t, x) − u1,aα

n
(t′, x)| ≈ |Pt−t′(u1,aα

n
(t′, ·))(x) − u1,aα

n
(t′, x)|,

where Pt is the Brownian semigroup. The fact that the Brownian semigroup, Ptf , inherits temporal
regularity from spatial regularity of f will give the required regularity in time.

A critical step in the above argument was finding a form of (Pm) which actually iterates to
produce (Pm+1). Note also that although the required bound on In

β (t) (see (2.56)) only required

good spatial estimates for u(s, ·) near points (s, x) = (t̂0, x̂0) as in (2.60), the iteration of estimates
requires an expansion in both space and time.

Turning now to a brief description of the contents of the paper, we first set b ≡ 0. In Section 3
we reduce (H1) and (H2) to a result (Proposition 3.3) on control of the spatial increments of
u2,aα

n
and size of u′1,aα

n
on relatively long intervals near a spatial point where |u(s, x̂0)| is small

and u′1,aα
n
(s, x̂0) ≈ aβ

n. This includes the covering argument sketched above. Section 4 gives some
integral bounds for heat kernels and their derivatives which will help bound the square functions
of the increments of u′1,aα

n
and u2,aα

n
. The heart of the proof of Theorem 1.2 is given in Section 5

where the inductive proof of (Pm) is given. As was sketched above, this argument includes good
local expansions for u′1,aα

n
and u2,aα

n
near points where |u| and |u′1,aα

n
| are small, although the (easier)

proof for u2,aα
n

is deferred until Section 7. These expansions, with m large enough, are then used in
Section 6 to prove Proposition 3.3 and so complete the proof of Theorem 1.2 for b ≡ 0. In Section 8
we describe the relatively simple additions that are needed to include a Lipschitz drift b in the
argument already presented.

3 Verification of the Hypotheses of Proposition 2.1

We assume throughout this Section that b ≡ 0–the relatively simple refinements required to include
the drift are outlined in Section 8. Let X1,X2 be as in Section 2, u = X1 −X2, and assume the
hypotheses of Theorem 1.2 as well as (2.29). If D(s, y) = σ(s, y,X1(s, y)) − σ(s, y,X2(s, y)), then

(3.1) u(t, x) =

∫ t

0

∫

pt−s(y − x)D(s, y)W (ds, dy) a.s. for all (t, x),

and by (2.29),

(3.2) |D(s, y)| ≤ R0e
R1|y||u(s, y)|γ .

δ will always take values in (0, 1]. Let

(3.3) u1,δ(t, x) = Pδ(u(t−δ)+ )(x) and u2,δ(t, x) = u(t, x) − u1,δ(t, x).

Since Pδ : Ctem → Ctem is uniformly continuous (by Lemma 6.2(ii) of (Shi94)), u1,δ and u2,δ both
have sample paths in C(R, Ctem). (3.1) implies that

u1,δ(t, x) =

∫

[

∫ (t−δ)+

0

∫

p(t−δ)+−s(y − z)D(s, y)W (ds, dy)
]

pδ(z − x)dz.
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A stochastic Fubini argument (Theorem 2.6 of (Wal86)) then gives

(3.4) u1,δ(t, x) =

∫ (t−δ)+

0

∫

pt−s(y − x)D(s, y)W (ds, dy) a.s. for all (t, x) ∈ R+ × R.

(The above identity is trivial for t ≤ δ since u(0, ·) ≡ 0.) The expectation condition in Walsh’s
Theorem 2.6 may be realized by localization with the stopping times {TK}, working with D(s∧TK),
and letting K → ∞. It follows that

(3.5) u2,δ(t, x) =

∫ t

(t−δ)+

∫

pt−s(y − x)D(s, y)W (ds, dy) a.s. for all (t, x) ∈ R+ × R.

Hence uj,δ (j = 1, 2) define jointly continuous versions of the right-hand sides of (3.4) and (3.5).

Notation. If s, t ≥ 0 and x ∈ R, let Gδ(s, t, x) = P(t−s)++δ(u(s−δ)+)(x) and

Fδ(s, t, x) = − d
dxGδ(s, t, x) ≡ −G′

δ(s, t, x), if the derivative exists.

Lemma 3.1 G′
δ(s, t, x) exists for all (s, t, x) ∈ R

2
+ × R, is jointly continuous in (s, t, x), and

satisfies

(3.6) Fδ(s, t, x) =

∫ (s−δ)+

0

∫

p′(t∨s)−r(y − x)D(r, y)W (dr, dy) for all s a.s. for all (t, x).

Proof. Since Gδ(s, t, x) =
∫

p(t−s)++δ(y − x)u((s − δ)+, y)dy and

(3.7) sup
s≤T,y

e−|y||u((s − δ)+, y)| <∞ for all T > 0 a.s.,

a simple Dominated Convergence argument shows that

(3.8) G′
δ(s, t, x) = −

∫

p′(t−s)++δ(y − x)u((s − δ)+, y)dy for all (s, t, x) a.s.

Another application of (3.7) and Dominated Convergence gives the a.s. joint continuity of the
right-hand side of (3.8), and hence of G′

δ .
To prove (3.6) we may assume without loss of generality that t ≥ s > δ. From (3.8) and (3.1)

we have w.p. 1,

G′
δ(s, t, x) = −

∫

p′t−s+δ(y − x)
[

∫ s−δ

0

∫

ps−δ−r(z − y)D(r, z)W (dr, dz)
]

dy a.s.

Now use the stochastic Fubini theorem, as in the derivation of (3.4) above, to see that

G′
δ(s, t, x) = −

∫ s−δ

0

∫

[

∫

p′t−s+δ(y − x)ps−δ−r(z − y)dy
]

D(r, z)W (dr, dz)

= −
∫ s−δ

0

∫

p′t−r(z − x)D(r, z)W (dr, dz) a.s.

In the last line we have used Dominated Convergence yet again to differentiate through the integral
in the Chapman-Kolmorgorov equation. As both sides of (3.6) are continuous in s we may take
the null set to be independent of s.
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Remark 3.2 Since Gδ(t, t, x) = u1,δ(t, x), as a special case of the above we see that u′1,δ(t, x) is
a.s. jointly continuous and satisfies

(3.9) u′1,δ(t, x) = −
∫ (t−δ)+

0

∫

p′t−s(y − x)D(s, y)W (ds, dy) a.s. for all (t, x).

Definition. For (t, x) ∈ R+ × R,

x̂n(t, x)(ω) = inf{y ∈ [x−√
an, x+

√
an] : |u(t, y)| = inf{|u(t, z)| : |z − x| ≤ √

an}}
∈ [x−√

an, x+
√
an].

It is easy to use the continuity of u to check that x̂n is well-defined and B(R+×R)×F-measurable.
We fix a K0 ∈ N

≥K1 and positive constants satisfying

(3.10) 0 < ε1 <
1

100
(γ − 3

4
), 0 < ε0 <

ε1
100

.

We introduce a grid of β values by setting

L = L(ε0, ε1) = ⌊((1/2) − 6ε1)/ε0⌋,

and

βi = iε0 ∈ [0,
1

2
− 6ε1], αi = 2(βi + ε1) ∈ [0, 1], i = 0, . . . , L,(3.11)

βL+1 =
1

2
− ε1 .

Note that β = βi , i = 0, . . . , L+ 1, satisfies

(3.12) 0 ≤ β ≤ 1

2
− ε1

If s ≥ 0 set

Jn,0(s) =
{

x : |x| ≤ K0, |〈us,Φ
mn+1
x 〉| ≤ an, u

′
1,an

(s, x̂n(s, x)) ≥ aε0
n

4

}

,

Jn,L(s) =
{

x : |x| ≤ K0, |〈us,Φ
mn+1
x 〉| ≤ an, u

′
1,an

(s, x̂n(s, x)) ∈ [0,
aβL

n

4
]
}

,

and for i = 1, . . . , L− 1 set

Jn,i(s) =
{

x : |x| ≤ K0, |〈us,Φ
mn+1
x 〉| ≤ an, u

′
1,an

(s, x̂n(s, x)) ∈ [
a

βi+1
n

4
,
aβi

n

4
]
}

.

If t0 > 0 is as in (H2) and i = 0, . . . , L, define

Jn,i =
{

(s, x) : 0 ≤ s, x ∈ Jn,i(s)
}

,

and if 0 ≤ t ≤ t0, let

In
i (t) = a

− 3
2
− 2

n
n

∫ t

0

∫ ∫

1Jn,i(s)(x)|u(s, y)|2γΦmn+1
x (y)Ψs(x)dydxds.

19



Let

In
+(t) = a

− 3
2
− 2

n
n

∫ t

0

∫ ∫

1(u′1,an
(s, x̂n(s, x)) ≥ 0)1(|〈us,Φ

mn+1
x 〉| < an)

× |u(s, y)|2γΦmn+1
x (y)Ψs(x)dydxds.

Then to prove Proposition 2.1 it suffices to construct the stopping times {UM,n ≡ UM,n,K0 : M,n ∈
N} satisfying (H1) such that

for each M ∈ N, lim
n→∞

E(In
+(t0 ∧ UM,n)) = 0.(3.13)

Note that (3.13) implies (H2) by symmetry (interchange X1 and X2).
Our definitions imply

In
+(t) ≤

L
∑

i=0

In
i (t) for all t ≤ t0,

and so to prove (H2) it suffices to show that for i = 0, . . . , L,

(H2,i) for all M ∈ N, lim
n→∞

E(In
i (t0∧UM,n)) = 0.

Notation. ln(β) = aβ+5ε1
n .

Now introduce the related sets:

J̃n,0(s) =
{

x ∈ [−K0,K0] : |〈us,Φ
mn+1
x 〉| ≤ an, u

′
1,a

α0
n

(s, x′) ≥ aβ1
n /16

for all x′ ∈ [x− 5ln(β0), x+ 5ln(β0)],

|u2,a
α0
n

(s, x′) − u2,a
α0
n

(s, x′′)| ≤ 2−75aβ1
n (|x′ − x′′| ∨ aγ−2β0(1−γ)−ε1

n )

for all x′ ∈ [x− 4
√
an, x+ 4

√
an], x′′ ∈ [x′ − ln(β0), x

′ + ln(β0)],

and |u(s, x′)| ≤ 3a(1−ε0)/2
n for all x′ ∈ [x−√

an, x+
√
an]

}

,

J̃n,L(s) =
{

x ∈ [−K0,K0] : |〈us,Φ
mn+1
x 〉| ≤ an, |u′1,a

αL
n

(s, x′)| ≤ aβL
n

for all x′ ∈ [x− 5ln(βL), x+ 5ln(βL)],

and |u2,a
αL
n

(s, x′) − u2,a
αL
n

(s, x′′)| ≤ 2−75a
βL+1
n (|x′ − x′′| ∨ aγ−2βL(1−γ)−ε1

n )

for all x′ ∈ [x− 4
√
an, x+ 4

√
an], x′′ ∈ [x′ − ln(βL), x′ + ln(βL)]

}

,

and for i ∈ {1, . . . , L− 1},

J̃n,i(s) =
{

x ∈ [−K0,K0] : |〈us,Φ
mn+1
x 〉| ≤ an, u

′
1,a

αi
n

(s, x′) ∈ [a
βi+1
n /16, aβi

n ]

for all x′ ∈ [x− 5ln(βi), x+ 5ln(βi)],

and |u2,a
αi
n

(s, x′) − u2,a
αi
n

(s, x′′)| ≤ 2−75a
βi+1
n (|x′ − x′′| ∨ aγ−2βi(1−γ)−ε1

n )

for all x′ ∈ [x− 4
√
an, x+ 4

√
an], x′′ ∈ [x′ − ln(βi), x

′ + ln(βi)]
}

,
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Finally for 0 ≤ i ≤ L, set
J̃n,i = {(s, x) : s ≥ 0, x ∈ J̃n,i(s)}.

Notation. nM(ε1) = inf{n ∈ N : aε1
n ≤ 2−M−4}, n0(ε0, ε1) = sup{n ∈ N :

√
an < 2−a

−ε0ε1/4
n },

where sup ∅ = 1.
The following proposition will be proved in Section 6.

Proposition 3.3 J̃n,i(s) is a compact set for all s ≥ 0. There exist stopping times
{UM,n ≡ UM,n,K0 : M,n ∈ N} satisfying (H1) from Proposition 2.1 such that for i ∈ {0, . . . , L},
J̃n,i(s) contains Jn,i(s) for all 0 ≤ s < UM,n and

(3.14) n > nM (ε1) ∨ n0(ε0, ε1).

SinceK0 ∈ N
≥K1 was arbitrary this proposition implies that there exist stopping times satisfying

(H1) such that the inclusion J̃n,i(s) ⊃ Jn,i(s) holds up to these stopping times for n sufficiently
large. This inclusion means that given a value of the derivative of u1,an at some point in a small
neighborhood [x−√

an, x+
√
an] of x where |u| is small, one can guarantee that the derivative of

u1,aα
n

(for a certain α) is of the same order at any point in a much larger neighborhood of x (note
that ln(β) ≫ √

an for β ≤ 1
2 − 6ε1). Moreover we can also control u2,aα

n
on those long intervals.

Our goal now is to show that this implies (H2,i) for i = 0, . . . , L. The next three lemmas provide
necessary tools for this.

Throughout the rest of the section we may, and shall, assume that the parameters M,n ∈ N

satisfy (3.14), although the importance of n0 in (3.14) will not be clear until Section 6.

Lemma 3.4 Assume i ∈ {0, . . . , L}, x ∈ J̃n,i(s) and |x′ − x| ≤ 4
√
an.

(a) If i > 0, then |u(s, x′′) − u(s, x′)| ≤ 2aβi
n (|x′′ − x′| ∨ aγ−2βi(1−γ)−ε1

n ) for all |x′′ − x′| ≤ ln(βi).

(b) If i < L, and a
γ−2βi(1−γ)−ε1
n ≤ |x′′ − x′| ≤ ln(βi), then

u(s, x′′) − u(s, x′)

{

≥ 2−5a
βi+1
n (x′′ − x′) if x′′ ≥ x′,

≤ 2−5a
βi+1
n (x′′ − x′) if x′′ ≤ x′.

Proof. (a) For n, i, s, x, x′, x′′ as in (a), we have (since βi + 5ε1 <
1
2)

(3.15) |x′ − x| ∨ |x′′ − x| ≤ 5ln(βi).

We can therefore apply the definition of J̃n,i and the Mean Value Theorem to conclude that

|u(s, x′′) − u(s, x′)| ≤ |u1,a
αi
n

(s, x′′) − u1,a
αi
n

(s, x′)| + |u2,a
αi
n

(s, x′′) − u2,a
αi
n

(s, x′)|
≤ aβi

n |x′′ − x′| + 2−75a
βi+1
n (|x′′ − x′| ∨ aγ−2βi(1−γ)−ε1

n )

≤ 2aβi
n (|x′′ − x′| ∨ aγ−2βi(1−γ)−ε1

n ).

(b) Consider n, i, s, x, x′, x′′ as in (b) with x′′ ≥ x′. We again have (3.15) and can argue as in (a)
to see that

u(s, x′′) − u(s, x′) = u1,a
αi
n

(s, x′′) − u1,a
αi
n

(s, x′) + u2,a
αi
n

(s, x′′) − u2,a
αi
n

(s, x′)

≥ (a
βi+1
n /16)(x′′ − x′) − 2−75a

βi+1
n (x′′ − x′)

≥ (a
βi+1
n /32)(x′′ − x′).
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The case x′′ ≤ x′ is similar.

Notation. ln(βi) = (65a
1−βi+1
n ) ∨ aγ−2βi(1−γ)−ε1

n , Fn(s, x) =
∫

Φmn+1(y − x)u(s, y)dy.

Lemma 3.5 Assume i ∈ {0, . . . , L− 1} and (s, x) ∈ J̃n,i.
(a) If ln(βi) ≤ |x− x̃| ≤ ln(βi), then

Fn(s, x̃) − Fn(s, x)

{

≥ 2−5a
βi+1
n (x̃− x) if x̃ ≥ x,

≤ 2−5a
βi+1
n (x̃− x) if x̃ ≤ x.

(b) [x− ln(βi), x− ln(βi)] ∪ [x+ ln(βi), x+ ln(βi)] ⊂ J̃n,i(s)
c.

Proof. (a) Assume x̃ ∈ [x+ ln(βi), x+ ln(βi)]. Then

(3.16) Fn(s, x̃) − Fn(s, x) =

∫

√
an

−√
an

Φmn+1(z)(u(s, x̃ + z) − u(s, x+ z))dz.

For |z| ≤ √
an, let x′′ = x̃+ z and x′ = x+ z. Then |x′ − x| ≤ √

an and

x′′ − x′ = x̃− x ∈ [ln(βi), ln(βi)].

Therefore Lemma 3.4(b) and (3.16) imply

Fn(s, x̃) − Fn(s, x) ≥
∫

√
an

−√
an

Φmn+1(z)2−5a
βi+1
n (x̃− x)dz

= 2−5a
βi+1
n (x̃− x).

The proof for x̃ < x is similar.

(b) If x̃ ∈ [x− ln(βi), x− ln(βi)] ∪ [x+ ln(βi), x+ ln(βi)], then

|Fn(s, x̃)| ≥ |Fn(s, x̃) − Fn(s, x)| − |Fn(s, x)|
≥ 2−5a

βi+1
n ln(βi) − an (by (a) and (s, x) ∈ J̃n,i)

≥ 33

32
an.

Therefore x̃ /∈ J̃n,i(s).

To ensure that (b) is not vacuous we obtain some crude lower bounds on the interval given
there.

Lemma 3.6 If i ∈ {0, . . . , L}, then

ln(βi) <
√
an <

1

2
ln(βi).
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Proof.

ln(βi)a
−1/2
n = (65a

1
2
−βi+1

n ) ∨ aγ− 1
2
−2βi(1−γ)−ε1

n

≤ (65a5ε1
n ) ∨ a2γ− 3

2
−ε1

n (since βi < 1/2)

< 1

by (3.10) and because a5ε1
n < 2−20 by (3.14). This gives the first inequality. For the second one,

use βi ≤ 1
2 − 6ε1 and (3.14) to see that

√
anln(βi)

−1 = a
1
2
−βi−5ε1

n ≤ aε1
n < 1/2.

Let |A| denote the Lebesgue measure of A ⊂ R.

Lemma 3.7 For all i ∈ {0, . . . , L− 1} and s ≥ 0,

|J̃n,i(s)| ≤ 10K0ln(βi)
−1ln(βi).

Proof. Fix s, i as above. Let In,i(x) = (x− ln(βi), x+ ln(βi)) ⊂ Ĩn,i(x) = (x− ln(βi), x+ ln(βi)).
This inclusion follows from Lemma 3.6. The compactness of J̃n,i(s) (Proposition 3.3) implies there

are x1, . . . , xQ ∈ J̃n,i(s) so that J̃n,i(s) ⊂ ∪Q
j=1In,i(xj).

Assume that for some k 6= j, |xk − xj | ≤ ln(βi)/2. We claim that In,i(xj) ⊂ Ĩn,i(xk). Indeed, if
y ∈ In,i(xj) then

|y − xk| ≤ |y − xj| + |xj − xk| < ln(βi) + ln(βi)/2 < ln(βi),

the last by Lemma 3.6, and the claim is proved. Lemma 3.5(b) implies

J̃n,i(s) ∩ (Ĩn,i(xk) − In,i(xk)) = ∅,

and so the above claim gives

In,i(xj) ∩ J̃n,i(s) ⊂ Ĩn,i(xk) ∩ J̃n,i(s) = In,i(xk) ∩ J̃n,i(s).

Therefore we may omit In,i(xj) and still have a cover of J̃n,i(s). Doing this sequentially for
x1, . . . , xQ, we may therefore assume that

|xk − xj| > ln(βi)/2 for all k 6= j.

Since each xj ∈ J̃n,i(s) ⊂ [−K0,K0], this implies Q ≤ 2K0(ln(βi)/2)
−1 + 1, and therefore

|J̃n,i(s)| ≤ (4K0ln(βi)
−1 + 1)2ln(βi) ≤ 10K0ln(βi)

−1ln(βi).

Proof of (H2). Fix M ∈ N. Recall from our discussion after the definition of Jn,i sets that it
suffices to show that for all i ∈ {0, . . . , L},

(H2,i) lim
n→∞

E(In
i (t0∧UM,n)) = 0.
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We will in fact show that if we strengthen (3.14) to

(3.17) n > nM (ε1) ∨ n0(ε0, ε1) ∨
2

ε1
,

then we have the stronger L
∞ bound

(3.18) In
i (t0 ∧ UM,n) ≤ c1(Ψ)t0K0a

γ− 3
4

n ,

which clearly implies (H2,i) since γ > 3
4 . Proposition 3.3, Supp(Φ

mn+1
x ) ⊂ [x−√

an, x+
√
an] and

2
n < ε1 (by (3.17)) imply

In
i (t0 ∧ UM,n) ≤ a

− 3
2
−ε1

n

∫ t0

0

∫ ∫

1(s < UM,n)1J̃n,i(s)
(x)|u(s, y)|2γ(3.19)

× 1(|y − x| ≤ √
an)Φmn+1

x (y)Ψs(x)dydxds.

Consider first (3.18) for i = 0. For x ∈ J̃n,0(s) and |y−x| ≤ √
an, we have |u(s, y)| ≤ 3a

(1−ε0)/2
n

and so from (3.19),

In
0 (t0 ∧ UM,n) ≤ a

− 3
2
−ε1

n 32γaγ(1−ε0)
n ‖Ψ‖∞

∫ t0

0
|J̃n,0(s)|ds

≤ a
− 3

2
−ε1

n 32γaγ(1−ε0)
n ‖Ψ‖∞t010K0a

−5ε1
n ((65a1−ε0

n ) ∨ aγ−ε1
n ) (by Lemma 3.7)

≤ c1(Ψ)t0K0a
2γ− 3

2
n a−γε0−7ε1

n

≤ c1(Ψ)t0K0a
γ− 3

4
n ,

as required, where (3.10) is used in the last two lines.
Consider now i ∈ {1, . . . , L}. Assume x ∈ J̃n,i(s) and |y−x| ≤ √

an. We have |〈us,Φ
mn+1
x 〉| ≤ an

and
Supp(Φmn+1

x ) ⊂ [x−√
an, x+

√
an].

Using the continuity of u(s, ·), we conclude that

|u(s, x̂n(s, x))| ≤ an,

and of course we have |x̂n(s, x) − x| ≤ √
an. Therefore

|y − x̂n(s, x)| ≤ 2
√
an(3.20)

≤ ln(βi) (by Lemma 3.6).

Apply Lemma 3.4(a) with x′′ = y and x′ = x̂n(s, x), to see that

|u(s, y)| ≤ |u(s, x̂n(s, x))| + 2aβi
n (|y − x̂n(s, x)| ∨ aγ−2βi(1−γ)−ε1

n )

≤ an + 4a
βi+

1
2

n ≤ 5a
βi+

1
2

n ,(3.21)

where (3.20) and Lemma 3.6 are used in the next to last inequality. Use (3.21) in (3.19) and
conclude that

(3.22) In
i (t0 ∧ UM,n) ≤ a

− 3
2
−ε1

n 52γa
2γ(βi+

1
2
)

n ‖Ψ‖∞
∫ t0

0
|J̃n,i(s)|ds, i = 1, . . . , L.
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Assume now 1 ≤ i ≤ L− 1. Apply Lemma 3.7 to the right-hand side of (3.22) to see that

In
i (t0 ∧ UM,n) ≤ c1(Ψ)t0K0a

− 3
2
−ε1+2γ(βi+

1
2
)

n (a
1−βi+1
n ∨ aγ−2βi(1−γ)−ε1

n )a−5ε1−βi
n

= c1(Ψ)t0K0[a
ρ1,i
n ∨ aρ2,i

n ].(3.23)

A bit of arithmetic shows that

ρ1,i = γ − 1

2
− 2βi(1 − γ) − ε0 − 6ε1

> 2γ − 3

2
− ε0 − 6ε1 (use βi < 1/2)

> γ − 3

4
,

where (3.10) is used in the last. We also have

ρ2,i = −3

2
+ 2γ + βi(4γ − 3) − 7ε1

> 2γ − 3

2
− 7ε1 > γ − 3

4
,

again using (3.10) in the last inequality. Use these bounds on ρl,i, l = 1, 2 in (3.23) to prove (3.18)
for i ≤ i ≤ L− 1.

It remains to prove (3.18) for i = L. For this, use the trivial bound |J̃n,i(s)| ≤ 2K0 in (3.22)
and obtain

In
L(t0 ∧ UM,n) ≤ a

− 3
2
−ε1

n 52γa
2γ(βL+ 1

2
)

n ‖Ψ‖∞2K0t0

≤ c1(Ψ)K0t0a
− 3

2
−ε1+γ+2γ( 1

2
−6ε1−ε0)

n

≤ c1(Ψ)K0t0a
2γ− 3

2
−15ε1

n

≤ c1(Ψ)K0t0a
γ− 3

4
n ,

yet again using (3.10) in the last. This proves (3.18) in the last case of i = L. Having proved (3.18)
in all cases, we have finished the proof of (H2).

Proposition 2.1 therefore applies and establishes Theorem 1.2 for b ≡ 0, except for the proof of
Proposition 3.3. This will be the objective of the next three sections.

4 Some Integral Bounds for Heat Kernels

If 0 < p ≤ 1, q ∈ R and 0 ≤ ∆2 ≤ ∆1 ≤ t, define

Jp,q(∆1,∆2,∆) =

∫ t−∆2

t−∆1

(t− s)q
(

1 ∧ ∆

t− s

)p
ds.

These integrals will arise frequently in our modulus of continuity estimates.
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Lemma 4.1 (a) If q > p− 1, then

(4.1) Jp,q(∆1,∆2,∆) ≤ 2

q + 1 − p
(∆ ∧ ∆1)

p∆q+1−p
1 .

(b) If −1 < q < p− 1, then

Jp,q(∆1,∆2,∆)

≤ ((p − 1 − q)−1 + (q + 1)−1)[(∆ ∧ ∆1)
q+11(∆2 ≤ ∆) + (∆ ∧ ∆1)

p∆q−p+1
2 1(∆2 > ∆)](4.2)

≤ ((p − 1 − q)−1 + (q + 1)−1)∆p(∆ ∨ ∆2)
q−p+1.(4.3)

(c) If q < −1, then

(4.4) Jp,q(∆1,∆2,∆) ≤ 2|q + 1|−1(∆ ∧ ∆2)
p∆q+1−p

2 .

Proof. For all p, q as above,

Jp,q =

∫ ∆1

∆2

uq
(

1 ∧ ∆

u

)p
du

= 1(∆2 < ∆)

∫ ∆∧∆1

∆2

uq du+ 1(∆1 > ∆)

∫ ∆1

∆2∨∆
∆puq−p du.(4.5)

(a) From (4.5),

Jp,q ≤ 1(∆2 < ∆)
(∆ ∧ ∆1)

q+1

q + 1
+ 1(∆1 > ∆)∆p ∆q−p+1

1

q − p+ 1

≤ ((q + 1)−1 + (q − p+ 1)−1)(∆ ∧ ∆1)
p∆q+1−p

1 ,

which gives the required bound.
(b) Again (4.5) implies

Jp,q ≤ 1(∆2 < ∆)
(∆ ∧ ∆1)

q+1

q + 1
+ 1(∆1 > ∆)∆p (∆2 ∨ ∆)q+1−p

p− 1 − q

≤ 1(∆2 ≤ ∆)(∆ ∧ ∆1)
q+1((q + 1)−1 + (p − 1 − q)−1) + 1(∆2 > ∆)(∆ ∧ ∆1)

p∆q−p+1
2 ,

which gives the first inequality. The second inequality is elementary.
(c) By (4.5),

Jp,q ≤ 1(∆2 < ∆)
∆q+1

2

|q + 1| + 1(∆1 > ∆)∆p (∆2 ∨ ∆)q+1−p

p− 1 − q

≤ 1(∆2 < ∆)

|q + 1| (∆2 ∧ ∆)p∆q+1−p
2 + 1(∆2 ≤ ∆ < ∆1)

∆q+1

p− 1 − q

+ 1(∆ < ∆2)
(∆ ∧ ∆2)

p∆q+1−p
2

p− 1 − q

≤ 2

|q + 1|(∆ ∧ ∆2)
p∆q+1−p

2 ,
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where we used ∆q+1 ≤ ∆q+1
2 = (∆ ∧ ∆2)

p∆q+1−p
2 if ∆2 ≤ ∆, and |q + 1|−1 ≥ (p − 1 − q)−1 in the

last line.

We let p′t(x) = d
dxpt(x).

Lemma 4.2
|p′t(z)| ≤ c4.2t

−1/2p2t(z).

Proof. Trivial.

Lemma 4.3 (a) There is a c4.3 so that for any s < t ≤ t′, x, x′ ∈ R,

(4.6)

∫

(pt′−s(y − x′) − pt−s(y − x))2 dy ≤ c4.3(t− s)−1/2
[

1 ∧ d((t, x), (t′, x′))2

t− s

]

.

(b) For any R > 2 there is a c4.3(R) so that for any 0 ≤ p, r ≤ R, η0, η1 ∈ (1/R, 1/2), 0 ≤ s < t ≤
t′ ≤ R, x, x′ ∈ R,

∫

er|y−x||y − x|p(pt−s(y − x) − pt′−s(y − x′))21(|y − x| > (t′ − s)1/2−η0 ∨ 2|x′ − x|)dy

≤ c4.3(R)(t− s)−1/2 exp{−η1(t
′ − s)−2η0/33}

[

1 ∧ d((t, x), (t′, x′))2

t− s

]1−(η1/2)
.(4.7)

Proof. (a) Let f(u) = u−1/2. By Chapman-Kolmogorov, the integral in (4.6) equals

p2(t′−s)(0) + p2(t−s)(0) − 2pt′−s+t−s(0) + 2(pt′−s+t−s(0) − pt′−s+t−s(x− x′))

≤ (2π)−1/2
[

|f(2(t′ − s)) + f(2(t− s)) − 2f(t′ − s+ t− s)|

+ (t′ − s+ t− s)−1/2
(

1 − exp
{ −(x− x′)2

2(t′ − s+ t− s)

})

≡ (2π)−1/2[T1 + T2].(4.8)

Clearly T2 is at most (t′−s)−1/2
[

1∧ |x−x′|2
t′−s

]

. If 0 < u ≤ u′, 0 ≤ f(u)−f(u′) ≤ u−1/2∧ [u−3/2|u′−u|]
(by the Mean Value Theorem) and so

(4.9) T1 ≤
[√

2(t− s)−1/2 ∧
( 2

(2(t− s))3/2
|t′ − t|

)]

Use the above bounds on T1 and T2 in (4.8) to complete the proof of (a).

(b) This proof is very similar to that of Lemma 4.4 (b) below and so is omitted. There are some
minor differences leading to the factor of 1/33 (rather than the 1/64 in Lemma 4.4 (b))–e.g., the
much simpler analogue of (4.20) below has pu(w) on the right side.
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Lemma 4.4 (a) There is a c4.4 so that for any s < t ≤ t′, x, x′ ∈ R,

(4.10)

∫

(p′t′−s(y − x′) − p′t−s(y − x))2 dy ≤ c4.4(t− s)−3/2
[

1 ∧ d((t, x), (t′, x′))2

t− s

]

.

(b) For any R > 2 there is a c4.4(R) so that for any 0 ≤ p, r ≤ R, η0, η1 ∈ (1/R, 1/2), 0 ≤ s < t ≤
t′ ≤ R, x, x′ ∈ R,

∫

er|y−x||y − x|p(p′t−s(y − x) − p′t′−s(y − x′))21(|y − x| > (t′ − s)1/2−η0 ∨ 2|x′ − x|)dy

≤ c4.4(R)(t− s)−3/2 exp{−η1(t
′ − s)−2η0/64}

[

1 ∧ d((t, x), (t′, x′))2

t− s

]1−(η1/2)
.(4.11)

Proof. (a) We first claim that

(4.12)

∫

p′t(w)p′t(w − x)dw =
( t

2
− x2

4

)p2t(x)

t2
.

To see this, first do a bit of algebra to get

(4.13) pt(w)pt(w − x) = pt/2(w − (x/2))p2t(x).

Therefore the left-hand side of (4.12) equals
∫

w(w − x)

t2
pt(w)pt(w − x)dw =

∫

w(w − x)

t2
pt/2(w − (x/2))dwp2t(x)

=

∫

(

u2 − x2

4

)

pt/2(u)du
p2t(x)

t2
(u = w − (x/2))

=
( t

2
− x2

4

)p2t(x)

t2
,

giving the right-hand side of (4.12).
Next we claim that

(4.14)

∫

p′t′(w − x)p′t(w − x)dw = (t+ t′)−1pt′+t(0).

Some algebra shows that

(4.15) pt′(w)pt(w) = pt′+t(0)p t′t
t+t′

(w).

Therefore the left-hand side of (4.14) equals
∫

w2

t′t
pt′(w)pt(w)dw =

∫

w2

t′t
p tt′

t+t′
(w)dwpt′+t(0) = (t+ t′)−1pt′+t(0),

and we have (4.14).
The left-hand side of (4.10) is bounded by

2
[

∫

(p′t′−s(y − x′) − p′t′−s(y − x))2dy +

∫

(p′t′−s(y − x) − p′t−s(y − x))2dy
]

(4.16)

≡ 2(T1 + T2).
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Now expand T1 and use (4.12) to see that

T1 = 2

∫

p′t′−s(y − x)2dy − 2

∫

p′t′−s(w)p′t′−s(w + x− x′)dw

= (t′ − s)
p2(t′−s)(0)

(t′ − s)2
−

(

(t′ − s) − (x− x′)2

2

)p2(t′−s)(x
′ − x)

(t′ − s)2

= (t′ − s)−1(p2(t′−s)(0) − p2(t′−s)(x
′ − x)) +

(x′ − x)2

2(t′ − s)2
p2(t′−s)(x

′ − x)

≤ (t′ − s)−3/2
[

1 ∧ (x′ − x)2

t′ − s

]

+ (sup
z

(ze−z)(t′ − s)−3/2) ∧ ((x′ − x)2(t′ − s)−5/2)

≤ c0(t
′ − s)−3/2

[

1 ∧ (x′ − x)2

t′ − s

]

.

Finally let g(u) = u−3/2, and expand T2 and use (4.14) to conclude

T2 = (2(t′ − s))−1p2(t′−s)(0) + (2(t− s))−1p2(t−s)(0) − 2(t− s+ t′ − s)−1pt−s+t′−s(0)

= (2π)−1/2[g(2(t′ − s)) + g(2(t − s)) − 2g(t′ − s+ t− s)]

≤ (2π)−1/22
[

(2(t− s))−3/2 ∧ (2(t− s))−5/2|t′ − t|
]

.

The last inequality follows as in (4.9). Use the above bounds on T1 and T2 in (4.16) to complete
the proof of (a).

(b) Note that |y − x| > (t′ − s)1/2−η0 ∨ 2|x′ − x| implies that

(4.17) |y − x′| ≥ |y − x| − |x′ − x| ≥ |y − x|/2 ≥ (t′ − s)1/2−η0

2

and in particular from the second inequality,

(4.18) |y − x| ≤ 2|y − x′|.

Assume p, r, ηi, s, t, t
′ as in (b) and let d = d((t, x), (t′, x′)). By Hölder’s inequality and then (a),

the integral on the left-hand side of (4.11) is at most

[

∫

(p′t−s(y − x) − p′t′−s(y − x′))2dy
]1−η1/2

×
[

∫

e
2r
η1

|y−x||y − x|2p/η1(p′t−s(y − x) − p′t′−s(y − x′))21(|y − x| > (t′ − s)1/2−η0 ∨ 2|x− x′|)dy
]η1/2

≤ c1(t− s)−
3
2
+

3η1
4

[

1 ∧ d2

t− s

]1− η1
2

[

∫

e
2r
η1

|y−x||y − x|2p/η1(p′t−s(y − x)2 + p′t′−s(y − x′)2)

× 1(|y − x| > (t′ − s)1/2−η0 ∨ 2|x− x′|)dy
]η1/2

≤ c2(R)(t− s)−
3
2
+

3η1
4

[

1 ∧ d2

t− s

]1− η1
2

[

∫

e
2r
η1

|w||w|
2p
η1 p′t−s(w)21(|w| > (t− s)1/2−η0)dw

+

∫

e
4r
η1

|w||w|
2p
η1 p′t′−s(w)21(|w| > (t′ − s)1/2−η0/2)dw

]η1/2
,

(4.19)
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where in the last we used (4.17) and (4.18).
If |w| > 1

2u
1/2−η0 , then by Lemma 4.2,

p′u(w)2 ≤ c24.2u
−1p2u(w)2 ≤ c24.2u

−3/2eu
−2η0/16p2u(w)

≤ c3(R)p2u(w).(4.20)

Use this to show that

[

∫

e
4r
η1

|w||w|
2p
η1 p′t′−s(w)21(|w| > (t′ − s)1/2−η0/2)dw

]η1/2

≤ c4(R)
[

∫

e
4r
η1

|w||w|
2p
η1 p2(t′−s)(w)1(|w| > (t′ − s)1/2−η0/2)dw

]η1/2

≤ c5(R)E(e
8r
η1

√
2(t′−s)|B1||B1|

4p
η1 )η1/4P (|B1| >

1

2
√

2
(t′ − s)−η0)η1/4 (by Hölder)

≤ c6(R) exp{−η1(t
′ − s)−2η0/64}.

Use the same bound with t in place of t′ to see that the right-hand side of (4.19), and hence of
(4.11), is at most

c7(R)(t− s)3η1/4(t− s)−3/2
[

1 ∧ d2

t− s

]1− η1
2

exp{−(t′ − s)−2η0η1/64}.

The result follows because (t− s)3η1/4 ≤ R.

5 Local Bounds on the Difference of Two Solutions

This section is devoted to establishing the local bounds on the difference of two solutions to (1.5).
These bounds are crucial for the construction of the stopping times in Proposition 3.3, which is
then carried out in Section 6. We continue to assume throughout this Section that b ≡ 0. Recall
that X1,X2 are two solutions as in Section 2, u = X1 − X2, and we assume the hypotheses of
Theorem 1.2 as well as (2.29).

We refine the earlier set Z(N,K) and define, for K,N, n ∈ N and β ∈ (0, 1/2],

Z(N,n,K, β)(ω) ={(t, x) ∈ [0, TK ] × [−K,K] : there is a (t̂0, x̂0) ∈ [0, TK ] × R such that

d((t̂0, x̂0), (t, x)) ≤ 2−N , |u(t̂0, x̂0)| ≤ an ∧ (
√
an2−N ), and |u′1,an

(t̂0, x̂0)| ≤ aβ
n},

and for β = 0 define Z(N,n,K, 0)(ω) = Z(N,n,K)(ω) as above, but with the condition on
|u′1,an

(t̂0, x̂0)| omitted.
Recalling γ < 1, we let

(5.1) γm =
(γ − 1/2)(1 − γm)

1 − γ
+ 1, γ̃m = γm ∧ 2

so that we have the recursion relation

(5.2) γm+1 = γγm + 1/2, γ0 = 1.
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Clearly γm increases to γ∞ = (γ − 1/2)(1 − γ)−1 + 1 = (2(1 − γ))−1 > 2 and so we may define a
finite natural number, m > 1, by

(5.3) m = min{m : γm+1 > 2} = min{m : γγm > 3/2}.

Definition. A collection of [0,∞]-valued random variables, {N(α) : α ∈ A}, is stochastically
bounded uniformly in α iff

lim
M→∞

sup
α∈A

P (N(α) ≥M) = 0.

Finally we introduce the condition whose proof will be the goal of this section. Recall that K1

is as in (2.36).

Property (Pm). For m ∈ Z+ we will let (Pm) denote the following property:

For any n ∈ N, ξ, ε0 ∈ (0, 1),K ∈ N
≥K1 and β ∈ [0, 1/2], there is an N1(ω) = N1(m,n, ξ, ε0,K, β)

in N a.s. such that for all N ≥ N1, if (t, x) ∈ Z(N,n,K, β), t′ ≤ TK , and d((t, x), (t′, x′)) ≤ 2−N , then

|u(t′, x′)| ≤ a−ε0
n 2−Nξ

[

(
√
an ∨ 2−N )γ̃m−1 + aβ

n1(m > 0)
]

.

Moreover N1 is stochastically bounded uniformly in (n, β).

Here is the main result of this section:

Proposition 5.1 For any m ≤ m+ 1, (Pm) holds.

Proof. (P0) is an easy consequence of Theorem 2.3, as we now show–and we may even take ε0 = 0.
Let ξ ∈ (0, 1) and apply Theorem 2.3 with ξ′ = (ξ + 1)/2 in place of ξ. If (t, x) ∈ Z(N,K)(⊃
Z(N,n,K, β)) and (t̂0, x̂0) is as in the definition of Z(N,K), then (t̂0, x̂0) ∈ Z(N,K + 1) (we need
K+1 since |x̂0| ≤ K+1). Theorem 2.3 implies that if N ≥ N0(ξ

′,K+1)∨4(1−ξ)−1 ≡ N1(0, ξ,K)
(it doesn’t depend on (n, β) and there is no ε0), then

|u(t, x)| ≤ 2−Nξ′ + |u(t̂0, x̂0)| ≤ 21−Nξ′ .

If (t′, x′) is as in (P0), the above and Theorem 2.3 imply

|u(t′, x′)| ≤ |u(t, x)| + |u(t′, x′) − u(t, x)| ≤ 21−Nξ′ + 2−Nξ′ ≤ 22−Nξ′ ≤ 2−Nξ,

where the last inequality holds because N ≥ 4(1 − ξ)−1. (P0) follows.
The induction step will require some additional continuity results which also will be used directly

in the next section. We start by noting that (Pm) easily gives some global bounds on |u|.

Lemma 5.2 Let 0 ≤ m ≤ m + 1 and assume (Pm). For any n, ξ, ε0,K and β as in (Pm), if
dN = 2−N ∨ d((s, y), (t, x)) and

√

C5.2(ω) = (4a−ε0
n + 22N1(ω)2KeK), then for any N ∈ N,

(5.4) on {ω : N ≥ N1(m,n, ξ, ε0,K, β), (t, x) ∈ Z(N,n,K, β)},

we have

|u(s, y)| ≤
√

C5.2e
|y−x|d

ξ
N(5.5)

×
[

(
√
an ∨ dN )γ̃m−1 + 1(m > 0)aβ

n

]

for all s ≤ TK and y ∈ R.
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Proof. Assume N,ω, t, x are as in (5.4).
Case 1. d ≡ d((s, y), (t, x)) ≤ 2−N1 .
If d > 2−N choose N1 ≤ N ′ < N so that 2−N ′−1 < d ≤ 2−N ′

, and if d ≤ 2−N set N ′ = N . Then
(t, x) ∈ Z(N ′, n,K, β), d ≤ 2−N ′ ≤ 2−N ∨ 2d ≤ 2dN and so by (Pm) for s ≤ TK ,

|u(s, y)| ≤ a−ε0
n 2−N ′ξ

[

(
√
an ∨ 2−N ′

)γ̃m−1 + 1(m > 0)aβ
n

]

≤ 4a−ε0
n (dN )ξ

[

(
√
an ∨ dN )γ̃m−1 + 1(m > 0)aβ

n

]

.

Case 2. d > 2−N1 .
As K ≥ K1, for s ≤ TK ,

|u(s, y)| ≤ 2Ke|y| ≤ 2Ke|y|(d2N1)ξ+γ̃m−1

≤ 2KeKe|y−x|22N1(dN )ξ+γ̃m−1.

The Lemma follows from the above two bounds.

Remark 5.3 If m = 0 we may set ε0 = 0 in the above and N1 will not depend on (n, ε0, β) by the
above proof of (P0).

To carry out the induction we first use (Pm) to obtain a local modulus of continuity for Fδ .
From Lemma 3.1, we have for s ≤ t ≤ t′ and s′ ≤ t′

|Fδ(s, t, x) − Fδ(s
′, t′, x′)| ≤|Fδ(s, t

′, x′) − Fδ(s
′, t′, x′)| + |Fδ(s, t

′, x′) − Fδ(s, t, x)|

=
∣

∣

∣

∫ (s′−δ)+

(s−δ)+

∫

p′t′−r(y − x′)D(r, y)W (dr, dy)
∣

∣

∣
(5.6)

+
∣

∣

∣

∫ (s−δ)+

0
(p′t′−r(y − x′) − p′t−r(y − x))D(r, y)W (dr, dy)

∣

∣

∣
.

This decomposition and (3.2) suggest we introduce the following square functions for η0 ∈ (0, 1/2)
and δ ∈ (0, 1], and s ≤ t ≤ t′, s′ ≤ t′:

QT,δ(s, s
′, t′, x′) =

∫ (s∨s′−δ)+

(s∧s′−δ)+

∫

p′t′−r(y − x′)2e2R1|y||u(r, y)|2γdydr,

QS,1,δ,η0(s, t, x, t
′, x′) =

∫ (s−δ)+

0

∫

1(|y − x| > (t′ − r)1/2−η0 ∨ 2|x− x′|)

× (p′t′−r(y − x′) − p′t−r(y − x))2e2R1|y||u(r, y)|2γdydr,

QS,2,δ,η0(s, t, x, t
′, x′) =

∫ (s−δ)+

0

∫

1(|y − x| ≤ (t′ − r)1/2−η0 ∨ 2|x− x′|)

× (p′t′−r(y − x′) − p′t−r(y − x))2e2R1|y||u(r, y)|2γdydr.

32



Lemma 5.4 For all K ∈ N
≥K1 , R > 2 there is a c5.4(K,R) and an N5.4 = N2(K,ω) ∈ N a.s. so

that for all η0, η1 ∈ (1/R, 1/2), δ ∈ (0, 1], β ∈ [0, 1/2] and N,n ∈ N, for any (t, x) ∈ R+ × R, on

(5.7) {ω : (t, x) ∈ Z(N,n,K, β),N ≥ N5.4},

(5.8)

QS,1,δ,η0(s, t, x, t
′, x′) ≤ c5.42

4N5.4(ω)
[

d2−η1+(d∧
√
δ)2−η1δ−3/2(d∧1)4γ

]

for all s ≤ t ≤ t′ and x′ ∈ R.

Here d = d((t′, x′), (t, x)).

Proof We let N5.4(K,ω) = N1(0, 3/4,K), that is we recall from Remark 5.3 that for m = 0, N1

depends only on ξ and K and we take ξ = 3/4. We may assume δ < s as the left-hand side is 0
otherwise. Then for ω as in (5.7) and s ≤ t ≤ t′, Lemma 5.2 with m = 0 implies

QS,1,δ,η0(s, t, x, t
′, x′)

≤ C5.2(ω)

∫ (s−δ)+

0

∫

1(|y − x| > (t′ − r)1/2−η0 ∨ 2|x− x′|)(p′t′−r(y − x′) − p′t−r(y − x))2

× e2R1|y|e2|y−x|(2−N ∨ (
√
t− r + |y − x|))γ3/2dyds

≤ C5.2(ω)

∫ (s−δ)+

0

∫

1(|y − x| > (t′ − r)1/2−η0 ∨ 2|x− x′|)(p′t′−r(y − x′) − p′t−r(y − x))2

× e2R1Ke2(R1+1)|y−x|[2Kγ3/4 + 2|y − x|γ3/2]dyds

≤ C5.2(ω)c0(K,R)

∫ s−δ

0
(t− r)−3/2 exp

{−η1(t
′ − r)−2η0

64

}[

1 ∧ d2

t− r

]1−η1/2
dr.

In the last line we have used Lemma 4.4(b). Use the trivial bound (recall r ≤ s ≤ t ≤ t′)

exp
{−η1(t

′ − r)−2η0

64

}

≤ exp
{−η1(t

′ − t)−2η0

128

}

+ exp
{−η1(t− r)−2η0

128

}

,

and then Lemma 4.1 in the above, to bound QS,1,δ,η0(s, t, x, t
′, x′) by

C5.2(ω)c0(K,R)
[

∫ s−δ

0
(t− r)−3/2

[

1 ∧ d2

t− r

]1−η1/2
dr exp

{−η1(t
′ − t)−2η0

128

}

+

∫ s−δ

0
(t− r)−3/2

(

1 ∧ d2

t− r

)1−η1/2
exp

{−η1(t− r)−2η0

128

}

dr
]

≤ C5.2(ω)c1(K,R)
[

(d2 ∧ δ)1−η1/2δ−3/2 exp{−η1(t
′ − t)−2η0

128

}

+ C1(R)

∫ s−δ

0

(

1 ∧ d2

t− r

)1−η/2
dr

]

≤ C5.2(ω)c2(K,R)
[

(d ∧
√
δ)2−η1δ−3/2(d ∧ 1)4γ + d2−η1

]

.

Now since we may set ε0 = 0 in the formula for C5.2 by Remark 5.3, the result follows.
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Lemma 5.5 Let 0 ≤ m ≤ m+ 1 and assume (Pm). For any K ∈ N
≥K1, R > 2, n ∈ N, ε0 ∈ (0, 1),

and β ∈ [0, 1/2] there is a c5.5(K,R) and N5.5 = N5.5(m,n,R, ε0,K, β)(ω) ∈ N a.s. such that for
any η1 ∈ (R−1, 1/2), η0 ∈ (0, η1/32), δ ∈ [an, 1], N ∈ N, and (t, x) ∈ R+ × R, on

(5.9) {ω : (t, x) ∈ Z(N,n,K, β),N ≥ N5.5},

QS,2,δ,η0(s, t, x, t
′, x′)

≤ c5.5(K,R)[a−2ε0
n + 24N5.5 ]

[

d2−η1 [δ̄
(γγm−3/2)∧0
N + a2βγ

n δ̄
(γ− 3

2
)∧0

N ]

+ (d ∧
√
δ)2−η1δ−3/2[d̄2γγ̃m

N + a2βγ
n d̄2γ

N ]
]

for all s ≤ t ≤ t′ ≤ K, |x′| ≤ K + 1.

Here d = d((t, x), (t′, x′)), d̄N = d∨ 2−N and δ̄N = δ ∨ d̄2
N . Moreover N5.5 is stochastically bounded

uniformly in (n, β).

Proof. Let ξ = 1 − (8R)−1 ∈ (15/16, 1) and define N5.5 = N1(m,n, ξ, ε0,K, β) so that the last
statement is immediate from (Pm). We may assume s ≥ δ, or the left-hand side is 0. As δ ≥ an,
when we use Lemma 5.2 to bound u(r, y) in the integral defining QS,2,δ,η0, we have d((r, y), (t, x)) ≥√
an and so we may drop the max with

√
an. So for ω as in (5.9), s ≤ t ≤ t′ and |x′| ≤ K + 1,

Lemma 5.2 implies that

QS,2,δ,η0(s, t, x, t
′, x′)

≤ C5.2

∫ s−δ

0

∫

(p′t′−r(y − x′) − p′t−r(y − x))2e2R1Ke2(R1+1)2(2K+1)dy

× [2−N ∨ ((t− r)1/2 + (t′ − r)1/2−η0 ∨ (2|x− x′|))]2γξ

×
{

[2−N ∨ ((t− r)1/2 + (t′ − r)1/2−η0 ∨ (2|x − x′|))]γ̃m−1 + aβ
n

}2γ
dr.

Let γ′ = γ(1 − 2η0). Recall that t ≤ t′ ≤ K, |x| ≤ K and |x′| ≤ K + 1, so that
√
t− r ≤

Kη0(t′ − r)1/2−η0 and |x− x′| ≤ (2K + 1)|x − x′|1−2η0 . Use this and Lemma 4.4(a) to see that the
above is at most

c1(K)C5.2

∫ s−δ

0
(t− r)−3/2

(

1 ∧ d2

t− r

)

(2−2Nγ ∨ (t′ − r)γ
′ ∨ |x− x′|2γ′

)ξ

×
[

2−2Nγ(γ̃m−1) ∨ (t′ − r)γ
′(γ̃m−1) ∨ |x′ − x|2γ′(γ̃m−1) + a2βγ

n

]

dr.(5.10)

Note that

(5.11) 2−2Nγ ∨ (t′ − r)γ
′ ∨ |x′ − x|2γ′ ≤ 2−2Nγ′ ∨ d2γ′

+ (t− r)γ
′ ≤ 2[d̄2γ′

N ∨ (t− r)γ
′

].
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Use this to bound the summands in (5.10) and conclude that

QS,2,δ,η0(s, t, x, t
′, x′)

≤ c2(K)C5.2

∫ s−δ

0
(t− r)−3/2

(

1 ∧ d2

t− r

)

[d̄2
N ∨ (t− r)]γ

′ξ

×
[

[d̄2
N ∨ (t− r)]γ

′(γ̃m−1) + a2βγ
n

]

dr

≤ c2(K)C5.2

{

∫ t−δ̄N

0
(t− r)γ

′ξ−3/2
(

1 ∧ d2

t− r

)[

(t− r)γ
′(γ̃m−1) + a2βγ

n

]

dr

+

∫ t−δ

0
(t− r)−3/2

(

1 ∧ d2

t− r

)

dr d̄2γ′ξ
N

[

d̄
2γ′(γ̃m−1)
N + a2βγ

n

]}

≡ c2(K)C5.2

{

I1 + I2

}

.(5.12)

Apply Lemma 4.1(c) to see that

I2 ≤ (d ∧
√
δ)2δ−3/2d̄2γ′ξ

N

[

d̄
2γ′(γ̃m−1)
N + a2βγ

n

]

.(5.13)

In the integral defining I1 we may drop the minimum with 1 and, adding a log(1/δ̄N ) factor just
in case the exponent on u is −1, we arrive at

I1 ≤ d2
[

∫ t

δ̄N

uγ′(γ̃m+ξ−1)−5/2du+ a2βγ
n

∫ t

δ̄N

uγ′ξ−5/2du
]

≤ c3(K)d2 log(1/δ̄N )
[

δ̄
[γ′(γ̃m+ξ−1)−3/2]∧0
N + a2βγ

n δ̄
[γ′ξ−3/2]∧0
N

]

(5.14)

The log 1/δ̄N is bounded by c(R)d−η1/2. A bit of arithmetic shows that our conditions η0 ≤ η1/32,
1− ξ = 1/8R and η1 > 1/R allow us to shift ξ to 1 and γ′ to γ in the exponents on the right-hand
sides of (5.13) and (5.14) at the cost of multiplying by d−η1/2. So using this, (5.13) and (5.14) in
(5.12), we get

QS,2,δ,η0(s, t, x, t
′, x′)

≤ c4(K,R)C5.2

{

d2−η1

[

δ̄
[γγ̃m−3/2]∧0
N + a2βγ

n δ̄
[γ−3/2]∧0
N

]

+ (d ∧
√
δ)2−η1δ−3/2

[

d̄2γγ̃m

N + a2βγ
n d̄2γ

N

]}

.

The result follows from the definition of C5.2 and the identity

(5.15) [γ(γm ∧ 2) − 3/2] ∧ 0 = (γγm − 3/2) ∧ 0

(use γ > 3/4 here).

Lemma 5.6 Let 0 ≤ m ≤ m+ 1 and assume (Pm). For any K ∈ N
≥K1, R > 2, n ∈ N, ε0 ∈ (0, 1),

and β ∈ [0, 1/2] there is a c5.6(K) and N5.6 = N5.6(m,n,R, ε0,K, β)(ω) ∈ N a.s. such that for any
η1 ∈ (R−1, 1/2), δ ∈ [an, 1], N ∈ N, and (t, x) ∈ R+ × R, on

(5.16) {ω : (t, x) ∈ Z(N,n,K, β),N ≥ N5.6},
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QT,δ(s, s
′, t′, x′)

≤ c5.6(K)[a−2ε0
n + 24N5.6 ]|s′ − s|1−

η1
2

[

δ̄
(γγm−3/2)∧0
N + a2βγ

n δ̄
(γ−3/2)∧0
N

+ 1(δ < d̄2
N )δ−3/2[d̄2γγ̃m

N + a2βγ
n d̄2γ

N ]
]

for all s ≤ t ≤ t′, s′ ≤ t′ ≤ TK , and |x′| ≤ K + 1.(5.17)

Here d = d((t, x), (t′, x′)), d̄N = d∨ 2−N and δ̄N = δ ∨ d̄2
N . Moreover N5.6 is stochastically bounded

uniformly in (n, β).

Proof. Let ξ = 1 − (2R)−1 and define N5.6 = N1(m,n, ξ, ε0,K, β) so that the last statement is
immediate from (Pm). We may assume s ∨ s′ ≡ s̄ ≥ δ, or the left-hand side is 0. Let s = s ∧ s′.
We again use Lemma 5.2 to bound |u(r, y)| in the integrand defining QT,δ and the maximum with√
an can be ignored as it is less than

√
t′ − r in the calculation below. So for ω as in (5.16) and

s, t, s′, t′, x′ as in (5.17), we have (note that r ≤ s̄ ≤ t′ ≤ TK so that Lemma 5.2 applies)

QT,δ(s, s
′, t′, x′)

≤ C5.2

∫ s̄−δ

(s−δ)+

∫

p′t′−r(y − x′)2e2R1Ke2(R1+1)|y−x|[2−N ∨ (
√
t′ − r + |y − x|)]2γξ

×
[

(2−N ∨ (
√
t′ − r + |y − x|))γ̃m−1 + aβ

n

]2γ
dydr.

Use Lemma 4.2, the inequality

(5.18) 2−N ∨ (
√
t′ − r+ |y − x|) ≤

(

2−N ∨ |x− x′|
)

+
√
t′ − r+ |y − x′| ≤ d̄N +

√
t′ − r+ |y− x′|,

and e2(R1+1)|y−x| ≤ c0(K)e2(R1+1)|y−x′| to bound the above by

c1(K)C5.2

∫ s̄−δ

(s−δ)+

∫

(t′ − r)−1p2(t′−r)(z)
2e2(R1+1)|z|[d̄2γξ

N + (t′ − r)γξ + |z|2γξ ]

×
[

(d̄
2γ(γ̃m−1)
N + (t′ − r)γ(γ̃m−1) + |z|2γ(γ̃m−1)) + a2βγ

n

]

dzdr

≤ c2(K)C5.2

∫ s̄−δ

(s−δ)+
(t′ − r)−3/2[d̄2γξ

N + (t′ − r)γξ]
[

(d̄
2γ(γ̃m−1)
N + (t′ − r)γ(γ̃m−1)) + a2βγ

n

]

dr

≤ c2(K)C5.2

{

∫ s̄−δ

(s−δ)+
1(r ≤ t′ − d̄2

N )
[

(t′ − r)γ(γ̃m+ξ−1)−3/2 + a2βγ
n (t′ − r)γξ−3/2

]

dr

+

∫ s̄−δ

(s−δ)+
1(r > t′ − d̄2

N )(t′ − r)−3/2dr
[

d̄
2γ(γ̃m+ξ−1)
N + a2βγ

n d̄2γξ
N

]}

≡ c2(K)C5.2

{

J1 + J2

}

.(5.19)

Now
∫ s̄−δ

(s−δ)+
1(r > t′ − d̄2

N )(t′ − r)−3/2dr ≤ 1(δ < d̄2
N )[(t′ − s̄+ δ)−3/2|s′ − s| ∧ 2(t′ − s̄+ δ)−1/2]

≤ 1(δ < d̄2
N )2δ−3/2(|s′ − s| ∧ δ),
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and so

J2 ≤ 1(δ < d̄2
N )2δ−3/2(|s′ − s| ∧ δ)d̄(−2γ(1−ξ))

N

[

d̄2γγ̃m

N + a2βγ
n d̄2γ

N

]

(5.20)

≤ c3(K)1(δ < d̄2
N )δ−3/2(|s′ − s| ∧ δ)1−

η1
2

[

d̄2γγ̃m

N + a2βγ
n d̄2γ

N

]

.(5.21)

In the last line we used γ(1 − ξ) ≤ 1 − ξ ≤ (2R)−1 < η1/2 and |s′ − s| ≤ 2K.
Turning to J1, let p = γ(γ̃m + ξ − 1) − 3/2 or γξ − 3/2 for 0 ≤ m − 1 ≤ m. Our bounds on

γ and ξ (both are bigger than 3/4) imply p ∈ [γξ − 3/2, 1/2] ⊂ [−15/16, 1/2]. If p′ = p ∧ 0 and
0 ≤ ε ≤ −p′, then

I(p) ≡
∫ s̄−δ

(s−δ)+
1(r ≤ t′ − d̄2

N )(t′ − r)pdr

≤
∫ s̄−δ

(s−δ)+
1(r ≤ t′ − d̄2

N )
√
K(t′ − r)p

′

dr

≤
√
Kmin

(

|s′ − s|δ̄p′

N ,

∫ |s′−s|

0
up′du

)

≤ 16
√
K|s′ − s|p′+1 min

(( |s′ − s|
δ̄N

)−p′

, 1
)

(use p′ ≥ −15/16)

≤ 16
√
K|s′ − s|p′+1

( |s′ − s|
δ̄N

)−p′−ε

= 16
√
K|s′ − s|1−εδ̄ε+p′

N .(5.22)

Define q = p+ γ(1 − ξ), so that q = γγ̃m − 3/2 or γ − 3/2.
Case 1. q ≤ 0.
Then p′ = p ≤ 0. If ε = γ(1 − ξ) ≤ (2R)−1 < η1/2, then ε+ p′ = q ≤ 0 and so (5.22) applies, and
gives

(5.23) I(p) ≤ 16
√
K|s′ − s|1−εδ̄q

N ≤ 16K|s′ − s|1−
η1
2 δ̄q

N .

Case 2. q > 0
Then p′ = (q − γ(1 − ξ)) ∧ 0 ≥ −γ(1 − ξ). Let ε = −p′ ≤ γ(1 − ξ) ≤ (2R)−1 < η1/2 in (5.22) and
conclude

(5.24) I(p) ≤ 16
√
K|s′ − s|1−ε ≤ 16K|s′ − s|1−

η1
2 .

In either case we have shown that I(p) ≤ 16K|s′ − s|1−
η1
2 δ̄q∧0

N . This gives

J1 ≤ c4(K)|s′ − s|1−
η1
2

[

δ̄
(γγ̃m−3/2)∧0
N + a2βγ

n δ̄
(γ−3/2)∧0
N

]

.(5.25)

Put (5.21) and (5.25) into (5.19) and use (5.15) to complete the proof.

Notation. d((s, t, x), (s′, t′, x′)) =
√

|s′ − s| +
√

|t′ − t| + |x′ − x|.

Lemma 5.7 Let c0, c1, c2, k0 be positive (universal constants), η ∈ (0, 1/2), and ∆ : N×(0, 1] → R+

satisfy ∆(n, 2−N+1) ≤ k0∆(n, 2−N ) for all n,N ∈ N. For n ∈ N and τ in a set S assume
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{Yτ,n(s, t, x) : (s, t, x) ∈ R
2
+×R} is a real-valued continuous process. Assume for each (n, τ), K ∈ N,

and β ∈ [0, 1/2], there is an N0(ω) = N0(n, η,K, τ, β)(ω) ∈ N a.s., stochastically bounded uniformly
in (n, τ, β), such that for any N ∈ N, (t, x) ∈ R+ × R, and s ≤ K, if d̃ = d((s, t, x), (s′, t′, x′)) ≤
2−N , then

P (|Yτ,n(s, t, x) − Yτ,n(s′, t′, x′)| > d̃1−η∆(n, 2−N ), (t, x) ∈ Z(N,n,K, β),N ≥ N0, t
′ ≤ TK)(5.26)

≤ c0 exp(−c1d̃−ηc2).

Then there is an N ′
0 = N ′

0(n, η,K, τ, β) ∈ N a.s., also stochastically bounded uniformly in (n, τ, β),
such that for all N ≥ N ′

0(ω), (t, x) ∈ Z(N,n,K, β)(ω), d̃ = d((s, t, x), (s′, t′, x′)) ≤ 2−N , s ≤ K
and t′ ≤ TK ,

|Yτ,n(s, t, x) − Yτ,n(s′, t′, x′)| ≤ 27k3
0 d̃

1−η∆(n, 2−N ).

Proof. Let

Mℓ,N = M τ,n,K,β
ℓ,N = max{|Yτ,n((i + e)2−2ℓ, (j + f)2−2ℓ, (k + g)2−ℓ) − Yτ,n(i2−2ℓ, j2−2ℓ, k2−ℓ)| :

(j2−2ℓ, k2−ℓ) ∈ Z(N,n,K + 1, β), e, f = −4,−3, . . . 4, i2−2ℓ ≤ K + 1,

g = −2,−1, . . . , 2, (j + f)2−2ℓ ≤ TK+1, i, j, i + e, j + f ∈ Z+, k ∈ Z},

and

AN = {ω : ∃ℓ ≥ N + 3 s. t. Mℓ,N ≥ 2(3−ℓ)(1−η)∆(n, 2−N ),N ≥ N0(n, η,K + 1, τ, β)}.

For i, j, k, e, f, g as in the definition of Mℓ,N and ℓ ≥ N + 3,

d(((i + e)2−2ℓ, (j + f)2−2ℓ, (k + g)2−ℓ), (i2−2ℓ, j2−2ℓ, k2−ℓ)) ≤ 23−ℓ ≤ 2−N .

Therefore (5.26) implies that for some c′1 = c′1(η) > 0,

P (∪∞
N ′=NAN ′) ≤

∞
∑

N ′=N

∞
∑

ℓ=N ′+3

5 · 92[22ℓ(K + 1) + 1]2[2ℓ+1(K + 1) + 1]c0 exp(−c1(23−ℓ)−ηc2)

≤ c3(K) exp(−c′12Nηc2).

Let
N2 = N2(n, η,K, τ, β) = min{N : ω ∈ ∩∞

N ′=NA
c
N ′}.

The above implies that

(5.27) P (N2 > N) = P (∪∞
N ′=NAN ′) ≤ c3(K) exp(−c′12Nηc2).

Define
N ′

0(n, η,K, τ, β) = (N0(n, η,K + 1, τ, β) ∨N2(n, η,K, τ, β)) + 3.

N ′
0 is stochastically bounded uniformly in (n, τ, β) by (5.27) and the corresponding property of N0.

Assume

(5.28) N ≥ N ′
0, (t, x) ∈ Z(N,n,K, β), d((s, t, x)(s′, t′, x′)) ≤ 2−N , s ≤ K and t′ ≤ TK .
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Define dyadic approximations by sℓ = ⌊22ℓs⌋2−2ℓ, tℓ = ⌊22ℓt⌋2−2ℓ, xℓ = sgn(x)⌊2ℓ|x|⌋2−ℓ, and simi-
larly define s′ℓ, t

′
ℓ and x′ℓ for (s′, t′, x′). Choose (t̂0, x̂0) as in the definition of (t, x) ∈ Z(N,n,K, β).

Then |xℓ| ≤ |x| ≤ K, |x′ℓ| ≤ |x′| ≤ K + 1, s′ℓ ∨ sℓ ≤ s′ ∨ s ≤ K, t′ℓ ∨ tℓ ≤ t′ ∨ t ≤ TK , and if ℓ ≥ N ,

d((t′ℓ, x
′
ℓ), (t̂0, x̂0)) ≤ d((t′ℓ, x

′
ℓ), (t

′, x′)) + d((t′, x′), (t, x)) + d((t, x), (t̂0, x̂0))

≤
√

|t′ℓ − t′| + |x′ℓ − x′| + 21−N

≤ 22−N .

This proves that

(5.29) (t′ℓ, x
′
ℓ) ∈ Z(N − 2, n,K + 1, β) ⊂ Z(N − 3, n,K + 1, β) for all ℓ ≥ N,

and even more simply one gets

(5.30) (tℓ, xℓ) ∈ Z(N − 3, n,K, β) for all ℓ ≥ N.

In addition, the fact that N ≥ N ′
0 implies ω ∈ Ac

N−3 and N − 3 ≥ N0, which in turn implies

(5.31) Mℓ,N−3 ≤ 2(3−ℓ)(1−η)∆(n, 2−(N−3)) for all ℓ ≥ N.

Choose N ′ ≥ N such that 2−N ′−1 < d((s, t, x), (s′, t′, x′)) ≡ d̃ ≤ 2−N ′

. Then |x′ − x| ≤ 2−N ′

which
implies x′N ′ = xN ′ + g2−N ′

for g ∈ {−1, 0, 1}. Similarly s′N ′ = sN ′ + e2−2N ′

and t′N ′ = tN ′ + f2−2N ′

for e, f ∈ {−1, 0, 1}. In addition, sℓ = sℓ−1 + e4−ℓ, tℓ = tℓ−1 + f4−ℓ, and xℓ = xℓ−1 + g2−ℓ for
some e, f ∈ {0, . . . , 3} and g ∈ {−1, 0, 1}, and similarly for s′ℓ, t

′
ℓ and x′ℓ. Let wℓ = (sℓ, tℓ, xℓ) and

w′
ℓ = (s′ℓ, t

′
ℓ, x

′
ℓ). Now use (5.29), (5.30), (5.31), the definition of Mℓ,N−3 and the continuity of Yτ,n

to see that for (s, t, x), (s′, t′, x′) as in (5.28),

|Yτ,n(s, t, x) − Yτ,n(s′, t′, x′)|

≤ |Yτ,n(w′
N ′) − Yτ,n(wN ′)| +

∞
∑

ℓ=N ′+1

|Yτ,n(w′
ℓ) − Yτ,n(w′

ℓ−1)| + |Yτ,n(wℓ) − Yτ,n(wℓ−1)|

≤MN ′,N−3 +

∞
∑

ℓ=N ′+1

2Mℓ,N−3

≤
[

2(3−N ′)(1−η) + 2

∞
∑

ℓ=N ′+1

2(3−ℓ)(1−η)
]

∆(n, 2−(N−3)) (by (5.31))

≤ (36)2−N ′(1−η)∆(n, 2−(N−3))

≤ 27k3
0 d̃

1−η∆(n, 2−N ).

Notation. Introduce

∆̄u′

1
(m,n, α, ε0, 2

−N ) = a−ε0
n

[

a−3α/4
n 2−Nγγ̃m + (aα/2

n ∨ 2−N )(γm+1−2)∧0(5.32)

+ a−3α/4+βγ
n (aα/2

n ∨ 2−N )γ
]

.

We often suppress the dependence on ε0 and α.

39



Proposition 5.8 Let 0 ≤ m ≤ m+ 1 and assume (Pm). For any n ∈ N, η1 ∈ (0, 1/2), ε0 ∈ (0, 1),
K ∈ N

≥K1, α ∈ [0, 1], and β ∈ [0, 1/2], there is an N5.8 = N5.8(m,n, η1, ε0,K, α, β)(ω) ∈ N
≥2 a.s.

such that for all N ≥ N5.8, (t, x) ∈ Z(N,n,K, β), t′ ≤ TK , s ≤ K,

d((s, t, x), (s′, t′, x′)) ≤ 2−N implies that

|Faα
n
(s, t, x) − Faα

n
(s′, t′, x′)| ≤ 2−86d((s, t, x), (s′, t′, x′))1−η1∆̄u′

1
(m,n, α, ε0, 2

−N ).

Moreover N5.8 is stochastically bounded, uniformly in (n, α, β).

Proof. Let R = 33η−1
1 and choose η0 ∈ (R−1, η1/32). Let d = d((t, x), (t′, x′)), d̃ = d+

√

|s′ − s|,
d̄N = d ∨ 2−N , δ̄n,N = aα

n ∨ d̄2
N and

Qaα
n
(s, t, x, s′, t′, x′) = QT,aα

n
(s, s′, t′, x′) +

2
∑

i=1

QS,i,aα
n,η0(s, t, x, t

′, x′).

By Lemmas 5.4, 5.5 and 5.6 there are is a c1(K, η1) and N2 = N2(m,n, η1, ε0,K, β)(ω) stochastically
bounded uniformly in (n, β), such that for all N ∈ N and (t, x), on

(5.33) {ω : (t, x) ∈ Z(N,n,K + 1, β),N ≥ N2},

Rγ
0Qaα

n
(s, t, x, s′, t′, x′)1/2(5.34)

≤ c1(K, η1)[a
−ε0
n + 22N2 ]d̃1−η1/2

{

a−3α/4
n [d̄γγ̃m

N + aβγ
n d̄γ

N ]

+
(

√

δ̄n,N

)(γγm−3/2)∧0
+ aβγ

n

(

√

δ̄n,N

)(γ−3/2)∧0}

for all s ≤ t ≤ t′, s′ ≤ t′ ≤ TK , |x′| ≤ K + 2.

Let N3 = (33/η1)[N2 +N4(K, η1)], where N4(K, η1) is chosen large enough so that

c1(K, η1)[a
−ε0
n + 22N2 ]2−η1N3/4 ≤ c1(K, η1)[a

−ε0
n + 22N2 ]2−8N2−8N4(5.35)

≤ a−ε0
n 2−104.

Let

∆(m,n, d̄N ) =2−100a−ε0
n

{

a−3α/4
n [d̄γγ̃m

N + aβγ
n d̄γ

N ]

+
(

√

δ̄n,N

)(γγm−3/2)∧0
+ aβγ

n

(

√

δ̄n,N

)(γ−3/2)∧0}

.

Let N ′ ∈ N and assume d̃ ≤ 2−N ′

. Use (5.34) and (5.35) to see that on

{ω : (t, x) ∈ Z(N,n,K + 1, β),N ≥ N3,N
′ ≥ N3}

(which implies |x′| ≤ K + 2),

Rγ
0Qaα

n
(s, t, x, s′, t′, x′)1/2 ≤ c1(K, η1)[a

−ε0
n + 22N2 ]2−η1N ′/4d̃1−(3η1/4)2100aε0

n ∆(m,n, d̄N )

(5.36)

≤ d̃1−(3η1/4) ∆(m,n, d̄N )

16
for all s ≤ t ≤ t′, s′ ≤ t′ ≤ TK , |x′| ≤ K + 2.
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Combine this with (5.6), (3.2), the definition of Qaα
n
, and the Dubins-Schwarz theorem, to conclude

that for s ≤ t ≤ t′, s′ ≤ t′, d((s, t, x), (s′, t′, x′)) ≤ 2−N ′

,

P (|Faα
n
(s, t, x) − Faα

n
(s′, t′, x′)| ≥ d((s, t, x), (s′, t′, s′))1−η1∆(m,n, d̄N )/8,

(t, x) ∈ Z(N,n,K + 1, β), N ′ ∧N ≥ N3, t
′ ≤ TK)

≤ 2P ( sup
u≤d̃2−(3η1/2)(∆(m,n,d̄N )/16)2

|B(u)| ≥ d̃1−η1
∆(m,n, d̄N )

16
)

≤ 2P (sup
u≤1

|B(u)| ≥ d̃−η1/4)

≤ c0 exp(−d̃−η1/2/2).(5.37)

Here B(u) is a one-dimensional Brownian motion.
To handle s > t, recall that Faα

n
(s, t, x) = Faα

n
(s, s ∨ t, x). One easily checks that

√

|s ∨ t− s′ ∨ t′| ≤
√

|s− s′| +
√

|t− t′|
and hence d((s, s ∨ t, x), (s′, s′ ∨ t′, x′)) ≤ 2d((s, t, x), (s′, t′, x′)) ≡ 2d̃. So (5.37) implies that for
t ≤ t′ and all s, s′, x′, if d((s, t, x), (s′, t′, x′)) ≤ 2−N ′−1, then

P (|Faα
n
(s, t, x) − Faα

n
(s′, t′, x′)| ≥ d((s, t, x), (s′, t′, x′))1−η1∆(m,n, d̄N )/4,

(t, x) ∈ Z(N,n,K + 1, β), t′ ≤ TK , N
′ + 1 ≥ N3 + 1, N ≥ N3)

≤ c0 exp(−d̃−η1/2/2).(5.38)

If (t, x) ∈ Z(N,n,K, β), t′ ≤ t and d = d((t, x), (t′, x′)) ≤ 2−N , then we claim that (t′, x′) ∈
Z(N − 1, n,K + 1, β). Indeed if (t̂0, x̂0) is as in the definition of (t, x) ∈ Z(N,n,K, β), then
d((t̂0, x̂0), (t

′, x′)) ≤ 2−(N−1). Also |x′| ≤ K + 1, t′ ≤ t ≤ TK , and the claim follows. Note also that
as d ≤ 2−N , we have d̄N = 2−N . An elementary argument using γγk ≤ 2 for k ≤ m− 1 ≤ m and
γγ̃k ≤ 2, shows that

(5.39) ∆(m,n, 2−N ) ≥ 4−1∆(m,n, 2−(N−1)).

So, by interchanging (t′, x′) and (t, x), and replacing N with N − 1, (5.38) and (5.39) imply that
for t′ ≤ t, d̃ ≤ 2−N ′

and d ≤ 2−N ,

P (|Faα
n
(s, t, x) − Faα

n
(s′, t′, x′)| ≥ d̃1−η1∆(m,n, 2−N ),

(t, x) ∈ Z(N,n,K, β),N ′ ∧N ≥ N3 + 1)

≤ P (|Faα
n
(s, t, x) − Faα

n
(s′, t′, x′)| ≥ d̃1−η1∆(m,n, 2−(N−1))/4,

(t′, x′) ∈ Z(N − 1, n,K + 1, β),N ′ ≥ N3 + 1,N − 1 ≥ N3, t ≤ TK)

≤ c0 exp(−d̃−η1/2/2).(5.40)

If N5(m,n, η1ε0,K, β)(ω) = N3(ω) + 1, then N5 is stochastically bounded, uniformly in (n, β). We
have shown, (takingN ′ = N in the above) that for all (s, t, x), (s′, t′, x′), if d̃ = d((s, t, x), (s′, t′, x′)) ≤
2−N , then

P (|Faα
n
(s, t, x) − Faα

n
(s′, t′, x′)| ≥ d̃1−η1∆(m,n, 2−N ), (t, x) ∈ Z(N,n,K, β),N ≥ N5, t

′ ≤ TK)

(5.41)

≤ c0 exp(−d̃−η1/2/2).
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Now apply Lemma 5.7 with τ = α ∈ [0, 1], Yτ,n = Faα
n

and k0 = 22, the latter by (5.39).
(5.41) shows that (5.26) holds with N0 = N5. (The implicit restriction K ≥ K1 in (5.41) from
Lemmas 5.4-5.6 is illusory as increasing K only strengthens (5.41).) Therefore there is an N5.8(ω) =
N5.8(m,n, η1, ε0,K, α, β) ≥ 2, stochastically bounded uniformly in (n, α, β), such that for N ≥ N5.8,
(t, x) ∈ Z(N,n,K, β), if t′ ≤ TK , s ≤ K and d̃ = d((s, t, x), (s′, t′, x′)) ≤ 2−N , then

(5.42) |Faα
n
(s, t, x) − Faα

n
(s′, t′, x′)| ≤ 213∆(m,n, 2−N )d̃1−η1 .

Note that

∆(m,n, 2−N ) =2−100a−ε0
n

[

a−3α/4
n 2−Nγγ̃m + (aα/2

n ∨ 2−N )(γγm−3/2)∧0(5.43)

+ aβγ
n (a−3α/4

n 2−Nγ + (aα/2
n ∨ 2−N )γ−3/2)

]

≤2−99aε0
n

[

a−3α/4
n 2−Nγγ̃m + (aα/2

n ∨ 2−N )(γm+1−2)∧0

+ a
βγ− 3α

4
n (2−N ∨ aα/2

n )γ
]

.

Use this in (5.42) to complete the proof.

Since Fδ(t, t, x) = −u′1,δ(t, x) (see Remark 4.2), the following Corollary is immediate.

Corollary 5.9 Let 0 ≤ m ≤ m + 1 and assume (Pm). Let n, η1, ε0,K, α and β be as in Proposi-
tion 5.8. For all N ≥ N5.8, (t, x) ∈ Z(N,n,K, β) and t′ ≤ TK ,

d((t, x), (t′, x′)) ≤ 2−N implies that

|u′1,aα
n
(t, x) − u′1,aα

n
(t′, x′)| ≤ 2−85d((t, x), (t′, x′))1−η1∆̄u′

1
(m,n, α, ε0, 2

−N ).

We will need to modify the bound in Lemma 5.6 to control |u′1,δ − u′1,an
|. Note that if δ ≥ an

and s = t− δ + an then

u′1,δ(t, x) =
d

dx
Pδ(u(t−δ)+ )(x) =

d

dx
Pt−s+an(u(s−an)+)(x)(5.44)

= −Fan(s, t, x)

= −Fan(t− δ + an, t, x).

Therefore the key will be a bound on |Fan(s, t, x)−Fan (t, t, x)| in which the hypothesis (for Propo-
sition 5.8)

√
t− s ≤ 2−N is weakened substantially.

Lemma 5.10 Let 0 ≤ m ≤ m+1 and assume (Pm). For any K ∈ N
≥K1, R > 2, n ∈ N, ε0 ∈ (0, 1),

and β ∈ [0, 1/2] there is a c5.10(K) and N5.10 = N5.10(m,n,R, ε0,K, β)(ω) ∈ N a.s. such that for
any η1 ∈ (R−1, 1/2), N ∈ N, and (t, x) ∈ R+ × R, on

(5.45) {ω : (t, x) ∈ Z(N,n,K, β),N ≥ N5.10},
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QT,an(s, t, t, x)

≤ c5.10(K)[a−2ε0
n + 24N5.10 ]

{

|t− s|1−η1/4[((t− s) ∨ an)γγ̃m−3/2 + a2βγ
n ((t− s) ∨ an)γ−3/2]

+ 1(an < 2−2N )((t− s) ∧ an)a−3/2
n 2Nη1/2[2−2Nγγ̃m + a2βγ

n 2−2Nγ ]
}

for all s ≤ t.

Moreover N5.10 is stochastically bounded uniformly in (n, β).

Proof. Let ξ = 1−(4γR)−1 and define N5.10 = N1(m,n, ξ(R), ε0,K, β) so that the last statement
is immediate from (Pm). We may assume t ≥ an. By Lemma 5.2 (again the maximum with

√
an

may be ignored in the calculation below) and then Lemma 4.2, we get for ω as in (5.45) and s ≤ t,

QT,an(s, t, t, x)

≤ C5.2

∫ t−an

(s−an)+

∫

p′t−r(y − x)2e2R1Ke2(R1+1)|y−x|[2−N +
√
t− r + |y − x|]2γξ

×
[

(2−N +
√
t− r + |y − x|)γ̃m−1 + aβ

n

]2γ
dydr

≤ c1(K)C5.2

∫ t−an

(s−an)+
(t− r)−1

∫

p2(t−r)(z)
2e2(R1+1)|z|[2−2Nγξ + (t− r)γξ + |z|2γξ ]

×
[

(2−2Nγ(γ̃m−1) + (t− r)γ(γ̃m−1) + |z|2γ(γ̃m−1) + a2βγ
n

]

dzdr

≤ c2(K)C5.2

∫ t−an

(s−an)+
(t− r)−3/2[2−2Nγξ + (t− r)γξ]

× [(2−2Nγ(γ̃m−1) + (t− r)γ(γ̃m−1)) + a2βγ
n ]dr

≤ c3(K)C5.2

[

∫ t−an

(s−an)+
1(r < t− 2−2N )[(t− r)γ(γ̃m+ξ−1)−3/2 + a2βγ

n (t− r)γξ−3/2]dr

+

∫ t−an

(s−an)+
1(r ≥ t− 2−2N )(t− r)−3/2dr2−2Nγξ [2−2Nγ(γ̃m−1) + a2βγ

n ]
]

≡ c3(K)C5.2[J1 + J2].(5.46)

As in the derivation of (5.20), now with d̄N = 2−N , δ = an and s′ = t, we get

(5.47) J2 ≤ 1(an < 2−2N )2(an ∧ (t− s))a−3/2
n 22Nγ(1−ξ)[2−2Nγγ̃m + a2βγ

n 2−2Nγ ].

For J1, let p = γ(γ̃m+ξ−1)−3/2 or p = γξ−3/2. Our choice of ξ andR implies p ∈ [−15/16, 1/2]
and so, considering p ≥ 0 and p < 0 separately, we arrive at

∫ t−an

(s−an)+
(t− r)pdr ≤ 16[(t − s+ an)p+1 − ap+1

n ] ≤ 16(2p+
)(t− s)((t− s) ∨ an)p

≤ 24(t− s)((t− s) ∨ an)p.
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Therefore

J1 ≤ 24(t− s)
[

((t− s) ∨ an)γ(γ̃m+ξ−1)−3/2 + a2βγ
n ((t− s) ∨ an)γξ−3/2

]

≤ 24(t− s)1−γ(1−ξ)
[

((t− s) ∨ an)γγ̃m−3/2 + a2βγ
n ((t− s) ∨ an)γ−3/2

]

.(5.48)

Put (5.47) and (5.48) into (5.46), noting that γ(1 − ξ(R)) = (4R)−1 < η1/4 and t − s ≤ K, to
complete the proof.

Proposition 5.11 Let 0 ≤ m ≤ m+1 and assume (Pm). For any n ∈ N, η1 ∈ (0, 1/2), ε0 ∈ (0, 1),
K ∈ N

≥K1, and β ∈ [0, 1/2], there is an N5.11 = N5.11(m,n, η1, ε0,K, β)(ω) ∈ N a.s. such that for
all N ≥ N5.11, (t, x) ∈ Z(N,n,K, β), s ≤ t and

√
t− s ≤ N−4/η1 implies that

|Fan(s, t, x) − Fan(t, t, x)|
≤ 2−81a−ε0

n

{

2−N(1−η1)(a1/2
n ∨ 2−N )(γm+1−2)∧0

+ 2Nη1a−1/4
n

(2−N

√
an

+ 1
)(

2−Nγγ̃m + aβγ
n (

√
an ∨ 2−N )γ

)

+ (t− s)(1−η1)/2
(

(
√
t− s ∨√

an)γγ̃m− 3
2 + aβγ

n (
√
t− s ∨√

an)γ−
3
2

)}

.

Moreover N5.11 is stochastically bounded, uniformly in (n, β).

Proof. Apply Lemma 5.10 with R = 2/η1 so that on

{ω : (t, x) ∈ Z(N,n,K, β),N ≥ N5.10(m,n, 2/η1, ε0,K, β)},
for s ≤ t,

Rγ
0QT,an(s, t, t, x)1/2

≤ c1(K)Rγ
0 [a−ε0

n + 22N5.10 ]
{

(
√
t− s)η1/4(

√
t− s)1−

η1
2 [(

√
t− s ∨√

an)γγ̃m− 3
2(5.49)

+ aβγ
n (

√
t− s ∨√

an)γ−
3
2 ]

+ 2−Nη1/4a−1/4
n 2Nη1/2[2−Nγγ̃m + aβγ

n 2−Nγ ]
}

.

Let N2(m,n, η1, ε0,K, β)(ω) = 8
η1

[N5.10 +N0(K)], where N0(K) ∈ N is chosen large enough so that

c1(K)Rγ
0 [a−ε0

n + 22N5.10 ]2−
η1
4

N2 ≤ c1(K)Rγ
0 [a−ε0

n + 22N5.10 ]2−2N5.10−2N0(K)(5.50)

≤ 2−100a−ε0
n .

It follows from (5.49) and (5.50) that for N ≥ N2, (t, x) ∈ Z(N,n,K, β), s ≤ t, and
√
t− s ≤ 2−N2 ,

Rγ
0QT,an(s, t, t, x)1/2

≤ 2−100a−ε0
n

{

(
√
t− s)1−

η1
2 [(

√
t− s ∨√

an)γγ̃m− 3
2 + aβγ

n (
√
t− s ∨√

an)γ−
3
2 ]

+ a−1/4
n 2Nη1/2[2−Nγγ̃m + aβγ

n 2−Nγ ]
}

≡ (
√
t− s)1−

η1
2 ∆1(m,n,

√
t− s ∨√

an) + 2Nη1/2∆2(m,n, 2
−N ).
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Combine this with (3.2), (5.6) (now with t′ = t = s′, x = x′, so the second integral there is 0) and
the Dubins-Schwarz theorem to see that if B(·) is a standard 1-dimensional Brownian motion, then

P (|Fan(s, t, x) − Fan(t, t, x)| ≥ (
√
t− s)1−η1∆1(m,n,

√
t− s ∨√

an) + 2Nη1∆2(m,n, 2
−N ),(5.51)

(t, x) ∈ Z(N,n,K, β),N ≥ N2,
√
t− s ≤ 2−N2)

≤ P (sup
u≤1

|B(u)| ≥ (
√
t− s)−η1/2 ∧ 2Nη1/2)1(t− s ≤ 1)

≤ c0 exp
{

−1

2
[(t− s)−η1/2 ∧ 2Nη1 ]

}

.

Let ℓN = 22(N+3)N−8/η1 and set

MN (ω) = max
{ |Fan(i2−2(N+2), j2−2(N+2), k2−(N+2)) − Fan(j2−2(N+2), j2−2(N+2), k2−(N+2))|

(
√
j − i2−(N+2))1−η1∆1(m,n, (

√
j − i2−(N+2)) ∨√

an) + 2Nη1∆2(m,n, 2−N )
:

0 ≤ j − i ≤ ℓN , (j2
−2(N+2) , k2−(N+2)) ∈ Z(N,n,K, β), i, j ∈ Z+, k ∈ Z

}

.

If N3 = 2N2 , then

N ≥ N3 ⇒ N−4/η1 ≤ 2−N2−1 ⇒
√

ℓN2−N−2 = 2N−4/η1 ≤ 2−N2 .(5.52)

The fact that MN = 0 if ℓN < 1, (5.51), and (5.52) imply

P (MN ≥ 1, N ≥ N3)

≤ (K + 1)224(N+2)(2K + 1)2N+2c0 exp
{

−1

2
((ℓN2−2(N+2))−η1/2 ∧ 2Nη1)

}

1(ℓN ≥ 1)

≤ c1K
325N exp

{

−1

2
((

√

ℓN2−N ) ∨ 2−N )−η1

}

1(ℓN ≥ 1)

≤ c1K
325N exp

{

−2−5/2N4
}

(recall η1 < 1/2).

If AN = {MN ≥ 1, N ≥ N3} and

N4 = N4(m,n, η1, ε0,K, β)(ω) = min{N : ω ∈ ∩∞
N ′=NA

c
N ′},

then

P (N4 > N) = P (∪∞
N ′=NAN ′) ≤ c1K

3
∞
∑

N ′=N

25N ′

exp
{

−2−5/2(N ′)4
}

≤ c2(K) exp(−N4/6).(5.53)

Let N5(η1) be large enough so that

(5.54) N ≥ N5 ⇒ 21−N ≤ N−4/η1 .

Define
N5.11(m,n, η1, ε0,K, β) = (N5.8 ∨N3 ∨N4 ∨N5) + 2.
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It follows from Proposition 5.8, (5.53), and the definition of N3 that N5.11 is stochastically bounded
uniformly in (n, β). Assume

(5.55) N ≥ N5.11, (t, x) ∈ Z(N,n,K, β), s ≤ t and
√
t− s ≤ N−4/η1 .

Case 1.
√
t− s ≥ 21−N .

The condition N ≥ N5.11 implies ω ∈ Ac
N−2 and N − 2 ≥ N3, which in turn implies

(5.56) MN−2 < 1.

Let sℓ = ⌊22ℓs⌋2−2ℓ, tℓ = ⌊22ℓt⌋2−2ℓ and xℓ = sgn(x)⌊2ℓ|x|⌋2−ℓ, be the usual dyadic approximations
to s, t and x, respectively, and let (t̂0, x̂0) be as in the definition of (t, x) ∈ Z(N,n,K, β). Then

d((tN , xN ), (t̂0, x̂0)) ≤ 2−N +
√
t− tN + |x− xN | ≤ 22−N , tN ≤ t ≤ TK , |xN | ≤ |x| ≤ K,

and so

(5.57) (tN , xN ) ∈ Z(N − 2, n,K, β).

Write

|Fan(s, t, x) − Fan(t, t, x)| ≤
[

|Fan(s, t, x) − Fan(sN , tN , xN )| + |Fan(t, t, x) − Fan(tN , tN , xN )|
]

+
[

|Fan(sN , tN , xN ) − Fan(tN , tN , xN )|
]

≡ T1 + T2.(5.58)

The fact that (t, x) ∈ Z(N,n,K, β), tN ≤ t ≤ TK , s ≤ t ≤ K,

d((t, t, x), (tN , tN , xN )) ∨ d((s, t, x), (sN , tN , xN )) ≤ 3(2−N ) ≤ 2−(N−2),

and N − 2 ≥ N5.8, allows us to use Proposition 5.8 and infer that

(5.59) T1 ≤ 2−852−(N−2)(1−η1)∆̄u′

1
(m,n, 1, ε0, 2

−(N−2)).

For T2 we have from N ≥ N5, (5.54), and the last part of (5.55),

√
tN − sN ≤

√
t− s+ 21−N ≤ 2N−4/η1 ≤

√

ℓN−22
−N .

In view of (5.57) and (5.56), this implies

T2 ≤MN−2

[√
tN − sN

1−η1∆1(m,n,
√
tN − sN ∨√

an) + 2(N−2)η1∆2(m,n, 2
−(N−2))

]

≤
[√

tN − sN
1−η1∆1(m,n,

√
tN − sN ∨√

an) + 2(N−2)η1∆2(m,n, 2
−(N−2))

]

.(5.60)

As t− s ≥ 22−2N (recall this defines Case 1), we have

t− s ≤ (t− tN ) + (tN − sN ) ≤ 2−2N + (tN − sN ) ≤ 1

4
(t− s) + (tN − sN),
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and so

(5.61) tN − sN ≥ 1

2
(t− s).

More simply,

(5.62) tN − sN ≤ t− s+ 21−2N ≤ 2(t− s).

Use (5.61) and (5.62) in (5.60) and then combine the result with (5.59) and (5.58) to conclude that

|Fan(s, t, x) − Fan(t, t, , x)|
≤ 2−852−(N−2)(1−η1)a−ε0

n

[

(a1/2
n ∨ 2−(N−2))(γm+1−2)∧0

+ a−3/4
n

[

2−(N−2)γγ̃m + aβγ
n (a1/2

n ∨ 2−(N−2))γ
]]

+ 2−99a−ε0
n (

√
t− s)1−η1

[

(
√
t− s ∨√

an)γγ̃m− 3
2 + aβγ

n (
√
t− s ∨√

an)γ−
3
2

]

(5.63)

+ 2−100a
−ε0− 1

4
n 2(N−2)η1

[

2−(N−2)γγ̃m + aβγ
n 2−(N−2)γ

]

.

Next use

2−N(1−η1)a−3/4
n + 2Nη1a−1/4

n = a−1/4
n 2Nη1

[2−N

√
an

+ 1
]

to combine the first and third terms in (5.63) and conclude, after a bit of arithmetic, that

|Fan(s, t, x) − Fan(t, t, x)|

≤ 2−81a−ε0
n

{[

a−1/4
n 2Nη1

(2−N

√
an

+ 1
)(

2−Nγγ̃m + aβγ
n (a1/2

n ∨ 2−N )γ
)

+ 2−N(1−η1)(a1/2
n ∨ 2−N )(γm+1−2)∧0

]

+ (
√
t− s)1−η1

(

(
√
t− s ∨√

an)γγ̃m− 3
2 + aβγ

n (
√
t− s ∨√

an)γ−
3
2

)}

.(5.64)

Case 2.
√
t− s ≤ 21−N .

As (t, x) ∈ Z(N−1, n,K, β) (by (5.55)), s ≤ t ≤ K, N−1 ≥ N5.8, and d((s, t, x), (t, t, x)) ≤ 2−(N−1),
we may use Proposition 5.8 with α = 1 to conclude

|Fan(s, t, x) − Fan(t, t, x)|
≤ 2−86(

√
t− s)1−η1∆̄u′

1
(m,n, 1, ε0, 2

−(N−1))

≤ 2−832−N(1−η1)a−ε0
n

[

a−3/4
n 2−Nγγ̃m + (a1/2

n ∨ 2−N )(γm+1−2)∧0 + a−3/4+βγ
n (a1/2

n ∨ 2−N )γ
]

≤ 2−83a−ε0
n

{

a−1/4
n 2Nη1

(2−N

√
an

)(

2−Nγγ̃m + aβγ
n (a1/2

n ∨ 2−N )γ
)

+2−N(1−η1)(a1/2
n ∨ 2−N )(γm+1−2)∧0

}

which is bounded by the first term on the right-hand side of (5.64).

We also need an analogue of Proposition 5.8 for Gaα
n
. A subset of the arguments in Lemma 3.1

shows that

(5.65) Gδ(s, t, x) =

∫ (s−δ)+

0

∫

p(t∨s)−r(y − x)D(r, y)W (dr, dy) for all s a.s. for all (t, x),
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which is just the analogue of the expression for Fδ , (3.6), with pt−r in place of p′t−r. Although we
only will need bounds on Gaα

n
(s, t, x) − Gaα

n
(t, t, x) (and for

√
t− s small as in Proposition 5.8),

this seems to require bounds on the analogues of the three types of square functions handled in
Lemmas 5.4, 5.5 and 5.6, but now with no derivatives on the Gaussian densities. This results in
some simplification and a smaller singularity in aα

n. We omit the proof of the following result as
the details are quite similar to those used to establish Proposition 5.8.

Proposition 5.12 Let 0 ≤ m ≤ m+1 and assume (Pm). For any n ∈ N, η1 ∈ (0, 1/2), ε0 ∈ (0, 1),
K ∈ N

≥K1, α ∈ [0, 1], and β ∈ [0, 1/2], there is an N5.12 = N5.12(m,n, η1, ε0,K, α, β) ∈ N a.s. such
that for all N ≥ N5.12, (t, x) ∈ Z(N,n,K, β), s ≤ t and

√
t− s ≤ 2−N ,

|Gaα
n
(s, t, x) −Gaα

n
(t, t, x)| ≤ 2−92(t− s)

1
2
(1−η1)a−ε0

n a−α/4
n

×
[

(aα/2
n ∨ 2−N )γγ̃m + aβγ

n (aα/2
n ∨ 2−N )γ

]

.

We need to use our global modulus of continuity for u′1,aα
n

(Corollary 5.9) to get a modulus for
u1,aα

n
itself. This is of course easy for spatial increments, but a key observation is that it is possible

to also use control of the spatial derivatives to get a better modulus on the temporal increments.

Notation. Define

∆̄u1(m,n, α, ε0, 2
−N ) = a−ε0−3α/4

n

[

aβ
na

3α/4
n + aβγ

n (aα/2
n ∨ 2−N )γ+1(5.66)

+ (aα/2
n ∨ 2−N )γγ̃m+1 + 1(m ≥ m)a3α/4

n (aα/2
n ∨ 2−N )

]

.

Dependence on α or ε0 is often suppressed.

If η > 0 let N ′
5.13(η) be the smallest natural number such that 21−N ≤ N− 4

η whenever N ≥ N ′
5.13(η).

Proposition 5.13 Let 0 ≤ m ≤ m+ 1 and assume (Pm). For any n ∈ N, η1 ∈ (0, 1/2), ε0, ε1 ∈
(0, 1), K ∈ N

≥K1, α ∈ [0, 1] and β ∈ [0, 1/2], there is an N5.13 = N5.13(m,n, η1, ε0,K, α, β) ∈ N

a.s. so that for all N ≥ N5.13, n, α satisfying

(5.67) an ≤ 2−2(N5.11(m,n,η1/2,ε0,K,β)+1) ∧ 2−2(N ′

5.13(η1ε1)+1), and α ≥ ε1,

(t, x) ∈ Z(N,n,K, β), t′ ≤ TK , if d((t, x), (t′, x′)) ≤ 2−N , then

|u1,aα
n
(t, x) − u1,aα

n
(t′, x′)| ≤ 2−90d((t, x), (t′, x′))1−η1∆̄u1(m,n, α, ε0, 2

−N ).

Moreover N5.13 is stochastically bounded uniformly in n ∈ N, α ∈ [0, 1] and β ∈ [0, 1/2].

Remark. Although n appears on both sides of (5.67), the stochastic boundedness of N5.11 ensures
it will hold for infinitely many n. This condition becomes stronger as α goes to 0 and aα

n moves
away from the value an where the definition of Z(N,n,K, β) ensures some control on u′1,an

. This
effectively rules out α = 0 from the above conclusion.
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Proof. Let

N ′′
5.13(m,n, η1, ε0,K, α, β) = ((2N5.8)(m,n, η1/2, ε0,K+1, α, β)∨N5.12(m,n, η1, ε0,K+1, α, β))+1.

Clearly N ′′
5.13 is stochastically bounded uniformly in (n, α, β). Assume (5.67) and

(5.68) N ≥ N ′′
5.13, (t, x) ∈ Z(N,n,K, β), t′ ≤ TK and d((t, x), (t′, x′)) ≤ 2−N .

As in the proof of Proposition 5.8, (t′, x′) ∈ Z(N − 1, n,K + 1, β), and by interchanging (t, x)
with (t′, x′), N with N − 1 and K with K + 1, in the argument below (again as in the proof of
Proposition 5.8) we may assume without loss of generality that t′ ≤ t. Indeed, this is the reason
for having K + 1 and adding 1 in our definition of N ′′

5.13.
Recall that

(5.69) Gaα
n
(t′, t, x) = Pt−t′+aα

n
(u((t′ − aα

n, ·))(x) = Pt−t′(u1,aα
n
(t′, ·))(x),

and so

|u1,aα
n
(t′, x′) − u1,aα

n
(t, x)| ≤ |u1,aα

n
(t′, x′) − u1,aα

n
(t′, x)| + |u1,aα

n
(t′, x) − Pt−t′(u1,aα

n
(t′, ·))(x)|

+ |Gaα
n
(t′, t, x) −Gaα

n
(t, t, x)|

≡ T1 + T2 + T3.(5.70)

For T1, let (t̂0, x̂0) be as in the definition of (t, x) ∈ Z(N,n,K, β). For y between x and x′,
d((t′, y), (t, x)) ≤ 2−N , and also d((t̂0, x̂0), (t, x)) ≤ 2−N . Therefore by Corollary 5.9 (twice) with
η1/2 in place of η1,

|u′1,aα
n
(t′, y)| ≤ |u′1,aα

n
(t′, y) − u′1,aα

n
(t, x)| + |u′1,aα

n
(t, x) − u′1,aα

n
(t̂0, x̂0)|

+ |u′1,aα
n
(t̂0, x̂0) − u′1,an

(t̂0, x̂0)| + aβ
n

≤ 2−842−N(1− η1
2

)∆̄u′

1
(m,n, α, ε0, 2

−N )(5.71)

+ |Fan(t̂0 − aα
n + an, t̂0, x̂0) − Fan(t̂0, t̂0, x̂0)| + aβ

n.

We have used (5.44) in the last line.
We now use Proposition 5.11 to control the F increment in (5.71). Choose N ′ so that

(5.72) 2−N ′−1 ≤ √
an ≤ 2−N ′

.

(5.67) implies
√
an ≤ 2−N5.11(m,n,

η1
2

,ε0,K,β)−1 and so

(5.73) N ′ ≥ N5.11(m,n, η1/2, ε0,K, β).

In addition, (5.67) implies 2−N ′−1 ≤ √
an ≤ 2−N ′

5.13(η1ε1)−1 and so N ′ ≥ N ′
5.13 which in turn implies

(5.74) aα/2
n ≤ 2−N ′α ≤ 2−N ′ε1 ≤ N ′− 4ε1

η1ε1 = N ′− 4
η1 .

Since
|u(t̂0, x̂0)| ≤ an = an ∧ (

√
an2−N ′

) (by (5.72)),
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we see that (t̂0, x̂0) ∈ Z(N ′, n,K, β). (5.73) and (5.74) allow us to apply Proposition 5.11 with N ′

in place of N , (t̂0, x̂0) in place of (t, x), η1/2 in place of η1, and s = t̂0 − aα
n + an, and deduce

|Fan(t̂0 − aα
n + an, t̂0, x̂0) − Fan(t̂0, t̂0, x̂0)|

≤ 2−78a−ε0
n

[√
an

(1− η1
2

)√an
(γm+1−2)∧0 +

√
an

− η1+1
2

(√
an

γγ̃m + aβγ
n

√
an

γ
)

+ a
α
2
(1− η1

2
)

n

(

a
α
2
(γγ̃m− 3

2
)

n + aβγ
n a

α
2
(γ− 3

2
)

n

)]

.

The middle term in the square brackets is bounded by the last term because
√
an ≤ a

α
2
n . Therefore

|Fan(t̂0 − aα
n + an, t̂0, x̂0) − Fan(t̂0, t̂0, x̂0)|

≤ 2−77a−ε0
n

[√
an

(1− η1
2

)√an
(γm+1−2)∧0 + a

α
2
(1− η1

2
)

n a
−3α

4
n

(

a
α
2

γγ̃m
n + aβγ

n a
α
2

γ
n

)]

.(5.75)

We also have √
an

1− η1
2

+(γm+1−2)∧0 ≤ (a
α
2
n ∨ 2−N )1−

η1
2

+(γm+1−2)∧0,

because the above exponent is positive since η1 < 1/2 and γ > 3/4. Use this bound in (5.75) and
then insert the result into (5.71) to conclude that for any y between x and x′,

|u′1,aα
n
(t′, y)|

≤ 2−77a−ε0
n

{

2−N(1− η1
2

)(a
α
2
n ∨ 2−N )(γm+1−2)∧0

+ 2−N(1− η1
2

)a
− 3α

4
n

[

2−Nγγ̃m + aβγ
n (a

α
2
n ∨ 2−N )γ

]

+ (a
α
2
n ∨ 2−N )1−

η1
2

+(γm+1−2)∧0

+ a
α
2
(1− η1

2
)

n a
−3α

4
n

(

a
α
2

γγ̃m
n + aβγ

n a
α
2

γ
n

)}

+ aβ
n

≤ 2−76a−ε0
n (a

α
2
n ∨ 2−N )1−

η1
2

[

(a
α
2
n ∨ 2−N )(γm+1−2)∧0 + a

− 3α
4

n (a
α
2
n ∨ 2−N )γγ̃m

+ a
− 3α

4
n aβγ

n (a
α
2
n ∨ 2−N )γ

]

+ aβ
n

≡ 2−76∆̃u1(m,n, α, ε0, η1, a
α
2
n ∨ 2−N ) + aβ

n.(5.76)

Note that ∆̃u1 is monotone increasing in the 2−N∨a
α
2
n variable due to the positivity of the exponents

(since η1 < 1/2). The Mean Value Theorem now shows that

(5.77) T1 ≤
[

aβ
n + 2−76∆̃u1(m,n, α, ε0, η1, a

α
2
n ∨ 2−N )

]

|x− x′|.

Recalling that t′ ≤ t and that (from (5.68)) N ≥ N5.12 and
√
t− t′ ≤ 2−N , we may apply Proposi-

tion 5.12 and infer

(5.78) T3 ≤ 2−92(t− t′)
1
2
(1−η1)a−ε0−α/4

n

[

(aα/2
n ∨ 2−N )γγ̃m + aβγ

n (aα/2
n ∨ 2−N )γ

]

.

For T2, let {B(s) : s ≥ 0} be a one-dimensional Brownian motion, starting at x under Px.
Assume first that

(5.79) |B(t− t′) − x| ≤ 2−
3
2
N5.8 .
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Recalling (5.68) and that N5.8 ≥ 2, we have

d((t′, B(t− t′)), (t, x)) ≤
√
t− t′ + 2−

3
2
N5.8 ≤ 2−N + 2−

3
2
N5.8

≤ 2−2N5.8 + 2−
3
2
N5.8

≤ 2−N5.8 .

Define a random N ′ ∈ {N5.8, . . . , N} by

(i) if d((t′, B(t− t′)), (t, x)) ≤ 2−N then N ′ = N ;

(ii) if d((t′, B(t− t′)), (t, x)) > 2−N then 2−N ′−1 < d((t′, B(t− t′)), (t, x)) ≤ 2−N ′

.

In case (ii) we have 2−N ′−1 ≤ 2−N + |B(t− t′) − x|, and so

(5.80) 2−N ′ ≤ 21−N + 2|B(t− t′) − x|,

a result which is trivial in case (i). If y is between x and B(t− t′) we may argue as in (5.76), but
now using (t, x) ∈ Z(N ′, n,K, β), to see that

|u′1,aα
n
(t′, y)| ≤ 2−76∆̃u1(m,n, α, ε0, η1, a

α
2
n ∨ 2−N ′

) + aβ
n.(5.81)

Use (5.80) and the monotonicity of ∆̃u1 observed above to see that

aε0
n ∆̃u1(m,n, α, ε0, η1, a

α
2
n ∨ 2−N ′

)(5.82)

≤ 8
[

[a
α
2
n + 2−N + |B(t− t′) − x|]1−

η1
2

×
{

(a
α
2
n + 2−N + |B(t− t′) − x|)(γm+1−2)∧0 + a

− 3α
4

n

[

(a
α
2
n + 2−N + |B(t′ − t) − x|)γγ̃m

+ aβγ
n (a

α
2
n + 2−N + |B(t′ − t) − x|)γ

]}]

.

Use (5.82) in (5.81) and then the Mean Value Theorem to obtain (the expectation is over B alone–
N5.8 remains fixed–and we are dropping a number of small constants)

Ex(1(|B(t− t′) − x| ≤ 2−
3
2
N5.8)|u1,aα

n
(t′, B(t− t′)) − u1,aα

n
(t′, x)|)

≤ E0(|B(t− t′)|
{

aβ
n + a−ε0

n [a
α
2
(1− η1

2
)

n + 2−N(1− η1
2

) + |B(t− t′)|1−
η1
2 ]

[

a−3α/4
n [a

α
2
n + 2−N + |B(t− t′)|]γγ̃m

+ (aα/2
n ∨ 2−N )(γm+1−2)∧0 + a−3α/4

n aβγ
n (aα/2

n + 2−N + |B(t− t′)|)γ
]}

≤ c1
√
t− t′

{

aβ
n + a−ε0

n [(a
α
2
n ∨ 2−N )(1−

η1
2

) + (t− t′)
1
2
(1− η1

2
)]
[

a−3α/4
n (a

α
2
n ∨ 2−N +

√
t− t′)γγ̃m

+ (aα/2
n ∨ 2−N )(γm+1−2)∧0 + a−3α/4

n aβγ
n (aα/2

n ∨ 2−N +
√
t− t′)γ

}

≤ c2
√
t− t′

{

aβ
n + a−ε0

n (a
α
2
n ∨ 2−N )(1−

η1
2

)
[

(aα/2
n ∨ 2−N )(γm+1−2)∧0 + a−3α/4

n (aα/2
n ∨ 2−N )γγ̃m

+ a−3α/4
n aβγ

n (aα/2
n ∨ 2−N )γ

]}

(since
√
t− t′ ≤ 2−N )

= c2
√
t− t′[aβ

n + ∆̃u1(m,n, α, ε0, η1, a
α
2
n ∨ 2−N )].

(5.83)
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To handle the complementary set to that on the left-hand side of (5.83), note that for K ≥ K1 and
t′ ≤ TK ,

|u1,aα
n
(t′, y)| ≤ Ey(|u((t′ − aα

n)+, B(aα
n))|) ≤ 2KEy(e

|B(aα
n)|) ≤ 2Ke1+|y|.

This and the fact that
√
t− t′ ≤ 2−2N5.8 imply that

Ex(1(|B(t − t′) − x| > 2−
3
2
N5.8)|u1,aα

n
(t′, B(t− t′)) − u1,aα

n
(t′, x)|)

≤ P0(|B(t− t′)| > 2−
3
2
N5.8)1/28KeEx(e2|B(t−t′)| + e2|x|)1/2

≤ c3(K)P0(|B(1)| > (t− t′)−1/8)1/2 (since |x| ≤ K by (5.68))

≤ c4(K)(t− t′)

≤ c5(K)
√
t− t′∆̃u1(m,n, α, ε0, η1, a

α
2
n ∨ 2−N ),(5.84)

where in the last line we use

∆̃u1(m,n, α, ε0, η1, a
α
2
n ∨ 2−N ) ≥ (a

α
2
n ∨ 2−N )1−

η1
2 ≥ 2−N ≥

√
t− t′.

(5.83) and (5.84) imply

(5.85) T2 ≤ c6(K)
√
t− t′[aβ

n + ∆̃u1(m,n, α, ε0, η1, a
α
2
n ∨ 2−N )].

Use (5.77), (5.78) and (5.85) in (5.70) to conclude

|u1,aα
n
(t′, x′) − u1,aα

n
(t, x)|

≤ c7(K)d((t, x), (t′, x′))[aβ
n + ∆̃u1(m,n, α, ε0, η1, a

α
2
n ∨ 2−N )]

+ 2−92(t′ − t)
1
2
(1−η1)a−ε0

n aα/2
n a−3α/4

n

[

(aα/2
n ∨ 2−N )γγ̃m + aβγ

n (aα/2
n ∨ 2−N )γ

]

.

since d((t, x), t′, x′)) ≤ 2−N , a bit of arithmetic shows the above is at most

(c7(K)2−N
η1
2 + 2−92)d((t, x), (t′, x′))1−η1a−ε0−3α/4

n

×
{

(aα/2
n ∨ 2−N )

[

(aα/2
n ∨ 2−N )γγ̃m + aβγ

n (aα/2
n ∨ 2−N )γ(5.86)

+ a3α/4
n (aα/2

n ∨ 2−N )(γm+1−2)∧0
]

+ a3α/4
n aβ

n

}

.

Choose N1(K, η1) so that
2−N1η1/2c7(K) ≤ 2−92,

and define N5.13 = N ′′
5.13 ∨ N1, which is clearly stochastically bounded uniformly in (n, α, β) ∈

N × [0, 1] × [0, 1
2 ]. Assume N ≥ N5.13. Note that if m < m, then

a3α/4
n (aα/2

n ∨ 2−N )(γm+1−2)∧0 = a3α/4
n (aα/2

n ∨ 2−N )γγm− 3
2

≤ (aα/2
n ∨ 2−N )γγm(5.87)

≤ (aα/2
n ∨ 2−N )γγ̃m ,
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and so the last term in square brackets in (5.86) is bounded by the first term in the same brackets.

If m ≥ m, the left-hand side of (5.87) is a
3α/4
n . Therefore if N ≥ N5.13 we conclude that

|u1,aα
n
(t′, x′) − u1,aα

n
(t, x)|

≤ 2−90d((t, x), (t′, x′))1−η1a−ε0−3α/4
n

×
[

aβ+3α/4
n + aβγ

n (aα/2
n ∨ 2−N )γ+1 + (aα/2

n ∨ 2−N )γγ̃m+1 + 1(m ≥ m)(aα/2
n ∨ 2−N )a3α/4

n

]

= 2−90d((t, x), (t′, x′))1−η1∆̄u1(m,n, α, ε0, 2
−N ).

We also require an analogue of the bound on increments on u1,aα
n

(Proposition 5.13) for u2,aα
n
.

Notation.

∆̄1,u2(m,n, ε0, 2
−N ) =a−ε0

n 2−Nγ
[

(a1/2
n ∨ 2−N )γ(γ̃m−1) + aβγ

n

]

∆̄2,u2(m,n, α, ε0) =a−ε0
n

[

a
α
2
(γγ̃m− 1

2
)

n + aβγ
n a

α
2
(γ− 1

2
)

n

]

.

We often will suppress the dependence on ε0 and α below.

Proposition 5.14 Let 0 ≤ m ≤ m+1 and assume (Pm). For any n ∈ N, η1 ∈ (0, 1/2), ε0 ∈ (0, 1),
K ∈ N

≥K1, α ∈ [0, 1], and β ∈ [0, 1/2], there is an N5.14 = N5.14(m,n, η1, ε0,K, α, β)(ω) ∈ N a.s.
such that for all N ≥ N5.14, (t, x) ∈ Z(N,n,K, β), and t′ ≤ TK ,

d ≡ d((t, x), (t′, x′)) ≤ 2−N implies that

|u2,aα
n
(t, x) − u2,aα

n
(t′, x′)| ≤ 2−89

[

d
1−η1

2 ∆̄1,u2(m,n, ε0, 2
−N ) + d1−η1∆̄2,u2(m,n, α, ε0)

]

.

Moreover N5.14 is stochastically bounded, uniformly in (n, α, β).

The proof is more straightforward than that of Proposition 5.13 and is given in Section 7 below.

Lemma 5.15 For all n ∈ N, 0 ≤ β ≤ 1/2 and 0 < d ≤ 1,

aβγ
n (

√
an ∨ d)γ1−1 ≤ d ∨ aβ

n.

Proof. Recall that γ1 − 1 = γ − 1
2 and 2γ − 1

2 > 1.

Case 1. d ≥ aβ
n.

aβγ
n (

√
an ∨ d)γ1−1 ≤ d2γ− 1

2 ≤ d.

Case 2. d < aβ
n.

aβγ
n (

√
an ∨ d)γ1−1 ≤ a

βγ+β(γ− 1
2
)

n = a
β(2γ− 1

2
)

n ≤ aβ
n.

We are finally ready to complete the
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Proof of Proposition 5.1. Let 0 ≤ m ≤ m and assume (Pm). We must derive (Pm+1). Let
ε0 ∈ (0, 1), M = ⌈ 2

ε0
⌉, ε1 = 1

M ≤ ε0/2 and set αi = iε1 for i = 0, 1, . . . ,M , so that αi ∈ [ε1, 1] for
i ≥ 1. Let n, ξ, K, and β be as in (Pm) where we may assume ξ > 1/2 without loss of generality.
Define η1 = 1 − ξ ∈ (0, 1/2), ξ′ = ξ + (1 − ξ)/2 ∈ (ξ, 1),

N2(m,n, ξ, ε0,K, β)(ω) = ∨M
i=1N5.13(m,n, η1, ε0/2,K + 1, αi, β)(ω),

N3(m,n, ξ, ε0,K, β)(ω) = ∨M
i=1N5.14(m,n, η1, ε0/2,K + 1, αi, β)(ω),

N4(m,n, ξ, ε0,K, β) = ⌈ 2

1 − ξ
((N5.11(m,n, η1/2, ε0/2,K + 1, β) ∨N ′

5.13(η1ε1)) + 1)⌉

≡ ⌈ 1

1 − ξ
N5(m,n, η1, ε0,K, β)⌉,

(recall ε1 is a function of ε0) and

(5.88) N1(m,n, ξ, ε0,K, β)(ω) = (N2 ∨N3 ∨N4(m,n, ξ, ε0,K, β)) ∨N1(0, ξ
′,K) + 1 ∈ N a.s.

Recall that in the verification of (P0), we may take ε0 = 0 and N1 = N1(0, ξ
′,K) was independent

of n and β. Then N1 = N1(m,n, ξ, ε0,K, β) is stochastically bounded uniformly in (n, β) because
N5.11, N5.13 and N5.14 all are.

Assume

N ≥ N1, (t, x) ∈ Z(N,n,K, β), t′ ≤ TK , and d ≡ d((t, x), (t′, x′)) ≤ 2−N .

Suppose first that

(5.89) an > 2−N5(m,n,η1,ε0,K,β).

Since N ≥ N1(0, ξ
′,K), we have by (P0), with ε0 = 0 and ξ′ in place of ξ, and the fact that

γ̃m+1 − 1 ≤ 1,

|u(t′, x′)| ≤ 2−Nξ′

≤ 2−Nξ′
[

(
√
an ∨ 2−N )γ̃m+1−1

]

2N5/2

≤ 2−N(1−ξ)/22N5/22−Nξ
[

(
√
an ∨ 2−N )γ̃m+1−1 + aβ

n

]

≤ 2−Nξ
[

(
√
an ∨ 2−N )γ̃m+1−1 + aβ

n

]

,

where in the last line we used N ≥ N4 ≥ (1 − ξ)−1N5. This proves (Pm+1).
So assume now that

(5.90) an ≤ 2−N5(m,n,η1,ε0,K,β).

Let N ′ = N−1 ≥ N2∨N3. Note that (t̂0, x̂0) (the point near (t, x) in the definition of Z(N,n,K, β))
is in Z(N,n,K+1, β) ⊂ Z(N ′, n,K+1, β) and by the triangle inequality d((t̂0, x̂0), (t

′, x′)) ≤ 2−N ′

.
(5.90) shows that (5.67) holds with (ε0/2,K + 1) in place of (ε0,K). Therefore the inequality
N ′ ≥ N2 allows us to apply the conclusion of Proposition 5.13 for α = αi ≥ ε1, i = 1, . . . ,M
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with (t̂0, x̂0) in place of (t, x), ε0/2 in place of ε0, and N ′ in place of N . Simpler reasoning, using
N ′ ≥ N3, allows us to apply the conclusion of Proposition 5.14 with the same parameter values.

Choose i ∈ {1, . . . ,M} so that

(i) if 2−N ′

>
√
an, then a

αi
2

n < 2−N ′ ≤ a
αi−1

2
n = a

αi
2

n a
− ε1

2
n ,(5.91)

(ii) if 2−N ′ ≤ √
an, then i = M and so a

αi
2

n =
√
an ≥ 2−N ′

.

In either case we have

(5.92) a
αi
2

n ∨ 2−N ′ ≤ √
an ∨ 2−N ′

,

and

(5.93) a
− 3αi

4
n (

√
an ∨ 2−N ′

)3/2 ≤ a
− 3ε1

4
n .

Now apply Propositions 5.13 and 5.14, as described above, as well as (5.92), and the facts that
γ̃m = γm for m ≤ m, γm+1 = γγm + 1

2 and d((t̂0, x̂0), (t
′, x′)) ≤ 2−N ′

, to conclude

|u(t̂0, x̂0) − u(t′, x′)|
≤ |u1,a

αi
n

(t̂0, x̂0) − u1,a
αi
n

(t′, x′)| + |u2,a
αi
n

(t̂0, x̂0) − u2,a
αi
n

(t′, x′)|

≤ 2−89a
− ε0

2
n

{

2−N ′ξ
[

aβ
n + a

− 3αi
4

n aβγ
n (

√
an ∨ 2−N ′

)(γ+1) + a
− 3αi

4
n (

√
an ∨ 2−N ′

)(γγm+1)

+ 1(m = m)(
√
an ∨ 2−N ′

)
]

+ 2−N ′( ξ
2
+γ)

[

(
√
an ∨ 2−N ′

)γ(γm−1) + aβγ
n

]

+ 2−N ′ξ
[

(
√
an ∨ 2−N ′

)(γm+1−1) + aβγ
n (

√
an ∨ 2−N ′

)(γ−
1
2
)
]}

≤ 2−89a
− ε0

2
n 2−N ′ξ

{

aβ
n + a

− 3αi
4

n (
√
an ∨ 2−N ′

)
3
2 aβγ

n (
√
an ∨ 2−N ′

)(γ−
1
2
)

+ a
− 3αi

4
n (

√
an ∨ 2−N ′

)
3
2 (
√
an ∨ 2−N ′

)(γm+1−1) + 1(m = m)(
√
an ∨ 2−N ′

)

+ (
√
an ∨ 2−N ′

)(γ−
1
2
)
[

(
√
an ∨ 2−N ′

)γ(γm−1) + aβγ
n

]

(5.94)

+ (
√
an ∨ 2−N ′

)(γm+1−1) + aβγ
n (

√
an ∨ 2−N ′

)(γ−
1
2
)
}

.

Now apply (5.93) and combine some duplicate terms to bound |u(t̂0, x̂0) − u(t′, x′)| by

2−87a
− ε0

2
− 3ε1

4
n 2−N ′ξ

[

aβ
n + aβγ

n (
√
an ∨ 2−N ′

)γ−
1
2 + (

√
an ∨ 2−N ′

)(γm+1−1) + 1(m = m)(
√
an ∨ 2−N ′

)
]

.

Use the fact that

(
√
an ∨ 2−N ′

)(γm+1−1) + 1(m = m)(
√
an ∨ 2−N ′

) ≤ 2(
√
an ∨ 2−N ′

)((γm+1∧2)−1)

(consider m < m and m = m separately) and ε1 ≤ ε0/2 in the above to derive

|u(t̂0, x̂0) − u(t′, x′)| ≤ 2−86a−ε0
n 2−N ′ξ

[

aβ
n + aβγ

n (
√
an ∨ 2−N ′

)(γ−
1
2
) + (

√
an ∨ 2−N ′

)((γm+1∧2)−1)
]

≤ 2−84a−ε0
n 2−Nξ

[

aβ
n + aβγ

n (
√
an ∨ 2−N )(γ−

1
2
) + (

√
an ∨ 2−N )((γm+1∧2)−1)

]

.(5.95)
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Finally combine (5.95) and |u(t̂0, x̂0)| ≤
√
an2−N to conclude

|u(t′, x′)| ≤ √
an2−N + 2−84a−ε0

n 2−Nξ
[

1
∑

k=0

aβγk

n (2−N ∨√
an)γk−1 + (2−N ∨√

an)γ̃m+1−1
]

≤ a−ε0
n 2−Nξ[

√
an2−N(1−ξ) + 2−84

[

1
∑

k=0

aβγk

n (2−N ∨√
an)γk−1 + (2−N ∨√

an)γ̃m+1−1
]]

.(5.96)

Our definition of N1 (and especially N4) ensures that N(1 − ξ) ≥ 1 and hence

√
an2−N(1−ξ) ≤

√
an

2
≤ aβ

n

2
.

In addition by Lemma 5.15

aβγ
n (

√
an ∨ 2−N )γ1−1 ≤ aβ

n ∨ 2−N ≤ aβ
n + (2−N ∨√

an)γ̃m+1−1.

Substitute the last bounds into (5.96) to obtain (Pm+1) and hence complete the induction.

6 Proof of Proposition 3.3

We continue to assume b ≡ 0 in this Section. Having established the bound (Pm+1) in Proposi-
tion 5.1, we are now free to use the conclusions of Corollary 5.9, Proposition 5.11 and Proposi-
tion 5.14, with m = m+ 1, to derive local moduli of continuity for u′1,aα

n
and u2,aα

n
. In view of our

main goal, Proposition 3.3, it is the space modulus we will need–the time modulus was only needed
to carry out the induction leading to (Pm+1).

We fix a K0 ∈ N
≥K1 and positive constants ε0, ε1 as in (3.10). For M,n ∈ N and 0 < β ≤ 1

2 −ε1,
define

(6.1) α = α(β) = 2(β + ε1) ∈ [0, 1].

and

U
(1)
M,n,β = inf

{

t : there are ε ∈ [0, 2−M ], |x| ≤ K0 + 1, x̂0, x
′ ∈ R, s.t. |x− x′| ≤ 2−M ,

|x− x̂0| ≤ ε, |u(t, x̂0)| ≤ an ∧ (
√
anε), |u′1,an

(t, x̂0)| ≤ aβ
n, and

|u′1,aα
n
(t, x) − u′1,aα

n
(t, x′)| > 2−82a

−ε0− 3ε1
2

n |x− x′|1−ε0

[

a−3β/2
n (ε ∨ |x′ − x|)2γ + 1

+ a
β(γ− 3

2
)

n (ε ∨ |x′ − x|)γ
]}

∧ TK0.

Define U
(1)
M,n,0 by the same expression (with β = 0) but with the condition on |u′1,aα

n
(t, x̂0)| omitted.

{U (1)
M,n,β < t} is the projection onto Ω of a Borel×Ft-measurable set in K × [0, t] × Ω where K

is a compact subset of R
3, and so U

(1)
M,n,β is an (Ft)-stopping time as in IV.T52 of (M66).

Lemma 6.1 For each n ∈ N and β as in (3.12), U
(1)
M,n,β ↑ TK0 as M ↑ ∞, and in fact

lim
M→∞

sup
n,0≤β≤ 1

2
−ε1

P (U
(1)
M,n,β < TK0) = 0.
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Proof. By monotonicity in M the first assertion is immediate from the second. Proposition 5.1
allows us to apply Corollary 5.9 with m = m + 1, η1 = ε0, K = K0 + 1, and α, β as in (6.1) and
(3.12), respectively. Hence there is an N0 = N0(n, ε0, ε1,K0 +1, β) ∈ N a.s., stochastically bounded
uniformly in (n, β) (as in (3.12)), and such that if

(6.2) N ≥ N0(ω), (t, x) ∈ Z(N,n,K0 + 1, β), |x− x′| ≤ 2−N ,

then

|u′1,aα
n
(t, x) − u′1,aα

n
(t, x′)|

≤ 2−85|x− x′|1−ε0a
−ε0− 3ε1

2
n

[

a
− 3β

2
n 2−2Nγ + 1 + a

β(γ− 3
2
)

n (aβ+ε1
n ∨ 2−N )γ

]

.

Note that a
− 3β

2
+βγ+(β+ε1)γ

n ≤ 1 since γ > 3/4, and so by the above we have

|u′1,aα
n
(t, x) − u′1,aα

n
(t, x′)|(6.3)

≤ 2−84a
−ε0− 3ε1

2
n |x− x′|1−ε0

[

a
− 3β

2
n 2−2Nγ + 1 + a

β(γ− 3
2
)

n 2−Nγ
]

.

Let us assume β > 0 for if β = 0 we can just omit the bound on |u′1,aα
n
(t, x̂0)| in what fol-

lows. Assume M ≥ N0(n, ε0, ε1,K0 + 1, β). Suppose for some t < TK0(≤ TK0+1) there are
ε ∈ [0, 2−M ], |x| ≤ K0 +1, x̂0, x

′ ∈ R satisfying |x−x′| ≤ 2−M , |x̂0−x| ≤ ε, |u(t, x̂0)| ≤ an∧(
√
anε),

and |u′1,an
(t, x̂0)| ≤ aβ

n. If x 6= x′, then 0 < |x− x′| ∨ ε ≤ 2−M ≤ 2−N0 and we may choose N ≥ N0

so that 2−N−1 < ε ∨ |x− x′| ≤ 2−N . Then (6.2) holds and so by (6.3),

|u′1,aα
n
(t, x) − u′1,aα

n
(t, x′)| ≤ 2−82a

−ε0− 3ε1
2

n |x− x′|1−ε0

[

a
− 3β

2
n (ε ∨ |x− x′|)2γ + 1

+ a
β(γ− 3

2
)

n (ε ∨ |x− x′|)γ
]

.

If x = x′ the above is trivial. This implies U
(1)
M,n,β = TK0 by its definition. We have therefore shown

P (U
(1)
M,n,β < TK0) ≤ P (M < N0).

This completes the proof because N0(n, ε0, ε1,K0 + 1, β) is stochastically bounded uniformly in
(n, β) (as in (3.12)).

Turning next to u2,aα
n
, for 0 < β ≤ 1

2 − ε1, define

U
(2)
M,n,β = inf

{

t : there are ε ∈ [0, 2−M ], |x| ≤ K0 + 1, x̂0, x
′ ∈ R, s.t. |x− x′| ≤ 2−M ,

|x− x̂0| ≤ ε, |u(t, x̂0)| ≤ an ∧ (
√
anε), |u′1,an

(t, x̂0)| ≤ aβ
n, and

|u2,aα
n
(t, x) − u2,aα

n
(t, x′)| > 2−87a−ε0

n

(

|x− x′|
1−ε0

2

[

(
√
an ∨ ε ∨ |x′ − x|)2γ

+ aβγ
n (

√
an ∨ ε ∨ |x′ − x|)γ

]

+ |x− x′|1−ε0a
β+

ε1
4

n

)}

∧ TK0 .

Define U
(2)
M,n,0 by the same expression (with β = 0) but with the condition on |u′1,aα

n
(t, x̂0)| omitted.

Just as for U (1), U
(2)
M,n,β is an Ft-stopping time.
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Lemma 6.2 For each n ∈ N and β as in (3.12), U
(2)
M,n,β ↑ TK0 as M ↑ ∞, and in fact

lim
M→∞

sup
n,0≤β≤ 1

2
−ε1

P (U
(2)
M,n,β < TK0) = 0.

Proof. As before we only need to show the second assertion. Proposition 5.1 allows us to apply
Proposition 5.14 with m = m+ 1, η1 = ε0, K = K0 + 1, and α, β as in (3.12), (6.1). Hence there is
an N0 = N0(n, ε0, ε1,K0 + 1, β) ∈ N a.s., stochastically bounded uniformly in (n, β) (as in (3.12)),
and such that if

(6.4) N ≥ N0(ω), (t, x) ∈ Z(N,n,K0 + 1, β), |x− x′| ≤ 2−N ,

then

|u2,aα
n
(t, x) − u2,aα

n
(t, x′)|

≤ 2−89a−ε0
n

{

|x− x′|
1−ε0

2

[

(
√
an ∨ 2−N )2γ + aβγ

n (
√
an ∨ 2−N )γ

]

+ |x− x′|1−ε0

[

a
(β+ε1)(2γ− 1

2
)

n + aβγ
n a

(β+ε1)(γ− 1
2
)

n

]}

.(6.5)

Since γ > 3
4 ,

an
(β+ε1)(2γ− 1

2
) + aβγ

n a
(β+ε1)(γ− 1

2
)

n ≤ aβ+ε1
n + a

β+
ε1
4

n ≤ 2a
β+

ε1
4

n .

Therefore (6.5) shows that (6.4) implies

|u2,aα
n
(t, x) − u2,aα

n
(t, x′)|

≤ 2−89a−ε0
n

{

|x− x′|
1−ε0

2

[

(
√
an ∨ 2−N )2γ + aβγ

n (
√
an ∨ 2−N )γ

]

+ 2|x− x′|1−ε0a
β+

ε1
4

n

}

.(6.6)

The proof is now completed just as for Lemma 6.1 where (6.6) is used in place of (6.3).

Notation.

(6.7) ∆̃u′

1
(n, ε, ε0, β) = a−ε0

n ε−ε0

{

ε+ (εa−3/4
n + a−1/4

n )
(

ε2γ + aβγ
n (ε ∨√

an)γ
)}

.

For 0 < β ≤ 1
2 − ε1, define

U
(3)
M,n,β = inf

{

t : there are ε ∈ [2−a
−(β+ε1)ε0/4
n , 2−M ], |x| ≤ K0 + 1, x̂0 ∈ R, s.t.

|x− x̂0| ≤ ε, |u(t, x̂0)| ≤ an ∧ (
√
anε), |u′1,an

(t, x̂0)| ≤ aβ
n, and

|u′1,an
(t, x) − u′1,aα

n
(t, x)| > 2−78(∆̃u′

1
(n, ε, ε0, β) + a

β+
ε1
8

n )
}

∧ TK0.

Define U
(3)
M,n,0 by the same expression (with β = 0) but with the condition on |u′1,aα

n
(t, x̂0)| omitted.

Just as for U (1), U
(3)
M,n,β is an Ft-stopping time.

Lemma 6.3 For each n ∈ N and β as in (3.12), U
(3)
M,n,β ↑ TK0 as M ↑ ∞, and in fact

lim
M→∞

sup
n,0≤β≤ 1

2
−ε1

P (U
(3)
M,n,β < TK0) = 0.
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Proof. It suffices to prove the second assertion. By Proposition 5.1 we may apply Proposition 5.11
with m = m+ 1, η1 = ε0, K = K0 + 1 and β as in (3.12). Note also that if s = t− aα

n + an, then

(6.8)
√
t− s ≤ aα/2

n = aβ+ε1
n ,

and

(6.9) aβ+ε1
n ≤ N−4/ε0 ⇐⇒ 2−N ≥ 2−a

−(β+ε1)ε0/4
n .

So Proposition 5.11 shows there is an N0 = N0(n, ε0,K0 + 1, β) ∈ N a.s., stochastically bounded
uniformly in (n, β), and so that if

(6.10) N ≥ N0, (t, x) ∈ Z(N,n,K0 + 1, β) and 2−N ≥ 2−a
−(β+ε1)ε0/4
n ,

then

|u′1,an
(t, x) − u′1,aα

n
(t, x)|

= |Fan(t− aα
n + an, t, x) − Fan(t, t, x)| (by (5.44))

≤ 2−81a−ε0
n

{

2Nε0

[

2−N + a−1/4
n (2−Na−1/2

n + 1)(2−2γN + aβγ
n (2−N ∨√

an)γ)
]

(6.11)

+ a(β+ε1)(1−ε0)
n

[

a
(β+ε1)(2γ− 3

2
)

n + aβγ
n a

(β+ε1)(γ− 3
2
)

n

]}

.

We have used β + ε1 ≤ 1
2 (from (3.12)) in the last line. The fact that

(β + ε1)(2γ − 3

2
) > βγ + (β + ε1)(γ − 3

2
)

implies that

a−ε0
n a(β+ε1)(1−ε0)

n

[

a
(β+ε1)(2γ− 3

2
)

n + a
βγ+(β+ε1)(γ− 3

2
)

n

]

≤ 2a−ε0
n a

(β+ε1)(1−ε0)+β(2γ− 3
2
)+ε1(γ− 3

2
)

n

≤ 2a
β(2γ− 1

2
−ε0)+ε1(γ− 1

2
−ε0)− ε1

100
n

≤ 2a
β+

ε1
8

n ,

where (3.10) is used in the last two inequalities. This allows us to simplify (6.11) and show that
(6.10) implies

(6.12) |u′1,an
(t, x) − u′1,aα

n
(t, x)| ≤ 2−81[∆̃u′

1,ε0
(n, 2−N , ε0, β) + 2a

β+
ε1
8

n ].

The proof now is similar to that of Lemma 6.1. As before, we may assume β > 0. Assume

M ≥ N0(n, ε0,K0+1, β). Suppose for some t < TK0 there are ε ∈ [2−a
−(β+ε1)ε0/4
n , 2−M ], |x| ≤ K0+1,

and x̂0 ∈ R, such that |x̂0 − x| ≤ ε, |u(t, x̂0)| ≤ an ∧ (
√
anε), and |u′1,an

(t, x̂0)| ≤ aβ
n. We may

choose N ≥ M ≥ N0(ω) so that 2−N−1 < ε ≤ 2−N . Then (t, x) ∈ Z(N,n,K0 + 1, β) and
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2−N ≥ ε ≥ 2−a
−(β+ε1)ε0/4
n , and therefore (6.10) holds. Therefore we may use (6.12) and the fact

that ∆̃(n, 2ε, ε0, β) ≤ 8∆̃(n, ε, ε0, β) to see that

|u′1,an
(t, x) − u′1,aα

n
(t, x)| ≤ 2−78[∆̃u′

1
(n, ε, ε0, β) + a

β+
ε1
8

n ].

This shows that M ≥ N0(n, ε0,K0 + 1, β) implies U
(3)
M,n,β = TK0 and so

sup
n,0≤β≤ 1

2
−ε1

P (U
(3)
M,n,β < TK0) ≤ sup

n,0≤β≤ 1
2
−ε1

P (N0 > M) → 0 as M → ∞

by the stochastic boundedness of N0 uniformly in (n, β).

Finally for M ∈ N, define

U
(4)
M = inf

{

t : there are ε ∈ [0, 2−M ], |x| ≤ K0 + 1, x̂0, x
′ ∈ R, s.t. |x− x′| ≤ 2−M ,

|x− x̂0| ≤ ε, |u(t, x̂0)| ≤ ε, and |u(t, x) − u(t, x′)| > (ε ∨ |x′ − x|)1−ε0

}

∧ TK0.

Lemma 6.4 U
(4)
M ↑ TK0 as M ↑ ∞, and

lim
M→∞

P (U
(4)
M < TK0) = 0.

Proof. It suffices to prove the second result. This follows easily from Theorem 2.3 as in the proof
of Lemma 6.1. The constant multiplicative factors arising in the proof can easily be handled by
applying Theorem 2.3 with ξ = 1 − ε0/2 in place of ξ = 1 − ε0.

Let
UM,n,β = ∧3

j=1U
(j)
M,n,β,

and

(6.13) UM,n =
(

∧L(ε0,ε1)
i=0 UM,n,βi

)

∧ U (4)
M ,

where we recall that {βi : i ≤ L} were introduced in (3.11). We have suppressed the dependence of
UM,n on our fixed values of K0, ε0 and ε1. Note that βi ∈ [0, 1

2 − ε1] for i = 0, . . . , L by (3.12) and
αi = α(βi). Lemmas 6.1, 6.2, 6.3 and 6.4 therefore show that {UM,n} satisfy hypothesis (H1) of
Proposition 2.1. Hence to complete the proof of Proposition 3.3 it suffices to establish compactness
of J̃n,i(s), and the inclusion J̃n,i(s) ⊃ Jn,i(s) for all s < UM,n, (n,M) as in (3.14), and i = 0, . . . , L.
The next lemmas will show the inclusion part of the proof. We assume (n,M) satisfies (3.14)
throughout the rest of this Section.

Lemma 6.5 If i ∈ {0, . . . , L}, 0 ≤ s < UM,n, and x ∈ Jn,i(s), then (a) |u′1,an
(s, x̂n(s, x)) −

u′
1,a

αi
n

(s, x̂n(s, x))| ≤ 2−74a
βi+

ε1
8

n ,

(b) for i > 0, |u′
1,a

αi
n

(s, x̂n(s, x))| ≤ aβi
n /2,

(c) for i < L, u′
1,a

αi
n

(s, x̂n(s, x)) ≥ a
βi+1
n /8.
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Proof. (a) Assume (n, i, s, x) are as above and set ε =
√
an. We have |〈us,Φ

mn+1
x 〉| ≤ an and

Supp(Φmn+1
x ) ⊂ [x−√

an, x+
√
an].

Using the continuity of u(s, ·), we conclude that

(6.14) |u(s, x̂n(s, x))| ≤ an = an ∧ (
√
anε), |x̂n(s, x) − x| ≤ ε.

The definition of Jn,i also implies

(6.15) |u′1,an
(s, x̂n(s, x))| ≤ aβi

n /4 for i > 0.

In addition, (3.14) and ε1 < 1/2 (by(3.10)) imply

(6.16) 2−M ≥ √
an = ε ≥ 2−a

−ε0ε1/4
n .

Combine (6.14), (6.15) and (6.16) with |x̂n(s, x)| ≤ K0 + 1 and s < UM,n ≤ U
(3)
M,n,βi

, and take

x = x̂0 = x̂n(s, x) in the definition of U (3), to conclude that

(6.17) |u′1,an
(s, x̂n(s, x)) − u′

1,a
αi
n

(s, x̂n(s, x))| ≤ 2−78(∆̃u′

1
(n,

√
an, ε0, βi) + a

βi+
ε1
8

n ).

Now

∆̃u′

1
(n,

√
an, ε0, βi) ≤ a−3ε0/2

n

[√
an + 2a−1/4

n (aγ
n + a

γ(βi+
1
2
)

n )
]

≤ 4a−3ε0/2
n

[√
an + a

γ(βi+
1
2
)− 1

4
n

]

(since βi <
1
2)

≤ 4
[

a
1−3ε0

2
n + a

βi− 3ε0
2

+
3ε1
2

n

]

(using γ > 3
4 and βi ≤ 1

2 − 6ε1)

≤ 8a
βi+

ε1
8

n .

The last line follows from (3.10) and a bit of arithmetic. Use the above bound in (6.17) and conclude
that

|u′1,an
(s, x̂n(s, x)) − u′

1,a
αi
n

(s, x̂n(s, x))| ≤ 2−74a
βi+

ε1
8

n .

(b) This is immediate from (a) and the fact that |u′1,an
(s, x̂n(s, x))| ≤ aβi

n /4 (by the definition of
Jn,i for i > 0).

(c) Since ε0 ≤ ε1/8 by (3.10), a
βi+

ε1
8

n ≤ a
βi+1
n . For i < L we have u′1,an

(s, x̂n(s, x)) ≥ a
βi+1
n /4. The

result is now clear from (a) and the triangle inequality.

Lemma 6.6 If i ∈ {0, . . . , L}, 0 ≤ s < UM,n, x ∈ Jn,i(s) and |x− x′| ≤ 5ln(βi), then

(a) for i > 0, |u′
1,a

αi
n

(s, x′)| ≤ aβi
n ,

(b) for i < L, u′
1,a

αi
n

(s, x′) ≥ a
βi+1
n /16.
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Proof. Let (n, i, s, x, x′) be as above and set ε = |x−x′|+√
an. Then we have (6.14), (6.15), and

also (by (3.14))

(6.18) ε ≤ 5a5ε1
n +

√
an ≤ 2−M ,

and

(6.19) |x′ − x̂n(s, x)| ≤ ε ≤ 2−M , |x̂n(s, x)| ≤ |x| + 1 ≤ K0 + 1.

(6.14), (6.15), (6.18) and (6.19) allow us to use s < UM,n ≤ U
(1)
M,n,βi

and the definition of U
(1)
M,n,βi

(for i > 0 or i = 0), with x̂n(s, x) playing the role of x, and deduce that

|u′
1,a

αi
n

(s, x′) − u′
1,a

αi
n

(s, x̂n(s, x))|

≤ 2−82a
−ε0− 3ε1

2
n (|x− x′| + √

an)1−ε0

[

a−3βi/2
n (|x′ − x| + √

an)2γ

+ 1 + a
βi(γ− 3

2
)

n (|x− x′| + √
an)γ

]

.

Use the fact that βi + 5ε1 ≤ 1/2 (recall (3.11)) to infer |x− x′|+√
an ≤ 6aβi+5ε1

n ≤ aβi
n (by (3.14))

and so bound the above by

2−79a
−ε0− 3ε1

2
n a(βi+5ε1)(1−ε0)

n

[

a
βi(2γ− 3

2
)

n + 1 + a
βi(2γ− 3

2
)

n

]

≤ 2−79a
−ε0− 3ε1

2
n a(βi+5ε1)(1−ε0)

n 3

≤ 2−77a
βi+1
n ,

provided that βi+1 ≤ (βi + 5ε1)(1 − ε0) − ε0 − 3ε1
2 , or equivalently

ε0 + (βi + 1)ε0 ≤ ((7/2) − 5ε0)ε1.

This follows easily from (3.10). We have therefore shown that

|u′
1,a

αi
n

(s, x′) − u′
1,a

αi
n

(s, x̂n(s, x))| ≤ 2−77a
βi+1
n ,

and so both (a) and (b) are now immediate from Lemma 6.5 (b), (c).

Lemma 6.7 If i ∈ {0, . . . , L}, 0 ≤ s < UM,n, x ∈ Jn,i(s), and |x− x′| ≤ 4
√
an, then

|u2,a
αi
n

(s, x′) − u2,a
αi
n

(s, x′′)| ≤ 2−75a
βi+1
n (|x′ − x′′| ∨ aγ−2βi(1−γ)−ε1

n ) whenever |x′ − x′′| ≤ ln(βi).

Proof. Assume (i, n, s, x, x′) are as above and set ε = 5
√
an ≤ 2−M , by (3.14). Then

|x′− x̂n(s, x)| ≤ |x′ −x|+√
an ≤ ε, |x′| ≤ |x|+ 1 ≤ K0 + 1, |u(s, x̂n(s, x))| ≤ an = an ∧ (

√
anε),

and the definition of (s, x) ∈ Jn,i implies that for i > 0,

|u′1,an
(s, x̂n(s, x))| ≤ aβi

n /4 ≤ aβi
n .
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Let
Q(n, ε0, βi, r) = a−ε0

n r
1−ε0

2

[

(
√
an ∨ r)2γ + aβiγ

n (
√
an ∨ r)γ

]

.

Assume |x′ − x′′| ≤ ln(βi) ≤ 2−M , the last by (3.14). The condition s < UM,n ≤ U
(2)
M,n,βi

and the

definition of U (2), with (x′, x′′) playing the role of (x, x′), ensures that

|u2,a
αi
n

(s, x′′) − u2,a
αi
n

(s, x′)| ≤ 2−87a−ε0
n

[

|x′′ − x′|
1−ε0

2

[

((5
√
an) ∨ |x′′ − x′|)2γ

+ aβiγ
n ((5

√
an) ∨ |x′′ − x′|)γ

]

+ |x′′ − x′|1−ε0a
βi+

ε1
4

n

]

≤ 2−82[Q(n, ε0, βi, |x′′ − x′|) + |x′′ − x′|1−ε0a
βi+

ε1
4
−ε0

n ].(6.20)

We first show that

(6.21) Q(n, ε0, βi, r) ≤ 2a
βi+1
n (r ∨ aγ−2βi(1−γ)−ε1

n ) for 0 ≤ r ≤ ln(βi).

Case 1.
√
an ≤ r ≤ ln(βi).

Q(n, ε0, βi, r) = a−ε0
n

[

r2γ+ 1
2
− ε0

2 + aβiγ
n rγ+ 1

2
− ε0

2

]

,

and so (6.21), will hold if

(6.22) r2γ− 1
2
− ε0

2 ≤ a
βi+1+ε0
n ,

and

(6.23) aβiγ
n rγ− 1

2
− ε0

2 ≤ a
βi+1+ε0
n .

(3.10) implies 2γ − 1
2 − ε0

2 > 1 and so (6.22) would follow from

r ≤ a
βi+1+ε0
n .

Hence, by the upper bound on r in this case, it suffices to show that aβi+5ε1
n ≤ aβi+2ε0

n and this is
immediate from (3.10).

Turning to (6.23), note that

aβiγ
n rγ− 1

2
− ε0

2 a
−βi+1−ε0
n ≤ a

βiγ+(βi+5ε1)(γ− 1
2
− ε0

2
)−βi+1−ε0

n

≤ a
βi(2γ− 3

2
− ε0

2
)+5ε1(γ− 1

2
− ε0

2
)−2ε0

n

≤ a
5ε1(γ− 1

2
− ε0

2
)−2ε0

n ≤ 1,

where in the last two inequalities we are using (3.10). This proves (6.23) and hence completes the
derivation of (6.21) in this case.

Case 2. a
γ−2βi(1−γ)−ε1
n ≤ r <

√
an.

Then

Q(n, ε0, βi, r) = a−ε0
n r

1−ε0
2

[

aγ
n + a

γ(βi+
1
2
)

n

]

≤ 2a−ε0
n r

1−ε0
2 a

γ(βi+
1
2
)

n ,
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and so (6.21) will hold if

(6.24) r
1+ε0

2 ≥ a
−βi+1−ε0+γ(βi+

1
2
)

n = a
−βi(1−γ)+ γ

2
−2ε0

n .

Our lower bound on r implies that

r
1+ε0

2 ≥ a(γ−2(βi(1−γ)−ε1)(1+ε0)/2
n ≥ a

−βi(1−γ)+ γ
2
+

γε0
2

− ε1
2

n

which implies (6.24) by (3.10).

Case 3. r < a
γ−2βi(1−γ)−ε1
n .

This case follows from Case 2 and the monotonicity of Q(n, ε0, βi, r) in r. Strictly speaking we also
need the fact that Case 2 is non-empty as was done in Lemma 3.6.

This completes the proof of (6.21). Consider next the second term in (6.20). If r ≥ an, then

r1−ε0a
βi+

ε1
4
−ε0

n (a
βi+1
n r)−1 = r−ε0a

−2ε0+
ε1
4

n

≤ a
−3ε0+

ε1
4

n < 1

by (3.10). It follows that

(6.25) r1−ε0a
βi+

ε1
4
−ε0

n ≤ a
βi+1
n (r ∨ an) ≤ a

βi+1
n (r ∨ aγ−2βi(1−γ)−ε1

n ),

the last inequality being trivial.
Insert (6.21) and (6.25) into (6.20) to derive the desired bound.

Lemma 6.8 If 0 ≤ s < UM,n and x ∈ Jn,0(s), then

(6.26) |u(s, x) − u(s, x′)| ≤ (
√
an ∨ |x′ − x|)1−ε0 whenever |x− x′| ≤ 2−M ,

and

(6.27) |u(s, x′)| ≤ 3(
√
an)1−ε0 whenever |x′ − x| ≤ √

an.

Proof. As in (6.14), if ε =
√
an, (s, x) ∈ Jn,0 implies

(6.28) |u(s, x̂n(s, x))| ≤ an ≤ ε, |x̂n(s, x) − x| ≤ ε, and |x| ≤ K0.

In addition, (3.14) ensures that ε ≤ 2−M , and so s < UM,n ≤ U
(4)
M means that

|u(s, x′) − u(s, x)| ≤ (
√
an ∨ |x′ − x|)1−ε0 for all |x′ − x| ≤ 2−M .

This proves (6.26). Next take x′ = x̂n(s, x) in the above inequality and use (6.28) to obtain for
|x′ − x| ≤ √

an,

|u(s, x′)| ≤ |u(s, x′) − u(s, x)| + |u(s, x) − u(s, x̂n(s, x))| + |u(s, x̂n(s, x))|
≤ 2

√
an

1−ε0 + an ≤ 3
√
an

1−ε0 .

This proves (6.27).
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Proof of Proposition 3.3 The compactness is elementary and left for the reader–note here that
continuity allows us to replace the closed intervals on which the inequalities defining J̃n,i(s) hold
with open intervals.

The inclusions Jn,i(s) ⊂ J̃n,i(s) for 0 ≤ s < UM,n are immediate from Lemmas 6.6, 6.7 and 6.8.

This finishes the proof of Proposition 3.3 except for the proof of Proposition 5.14 which is the
objective of the next section.

7 Proof of Proposition 5.14

We now continue to assume b ≡ 0 and give the proof of Proposition 5.14. Assume first t′ ≥ t and
use (3.5) to write

|u2,δ(t
′, x′) − u2,δ(t, x)|

(7.1)

≤
∣

∣

∣

∫ t∧(t′−δ)+

(t−δ)+

∫

pt−s(y − x)D(s, y)W (ds, dy)
∣

∣

∣
+

∣

∣

∣

∫ t′

(t′−δ)+∨t

∫

pt′−s(y − x′)D(s, y)W (ds, dy)
∣

∣

∣

+ 1(t′ − t < δ)
∣

∣

∣

∫ t

(t′−δ)+

∫

(pt′−s(y − x′) − pt−s(y − x))D(s, y)W (ds, dy)
∣

∣

∣
.

This decomposition and (3.2) suggests we define the following square functions for δ ∈ (0, 1] and
η0 ∈ (0, 1/2) (noting also that (t′ − δ)+ ∨ t ≥ t′ − (δ ∧ (t′ − t))):

Q̂T,1,δ(t, t
′, x) =

∫ t∧(t′−δ)+

(t−δ)+

∫

pt−s(y − x)2e2R1|y||u(s, y)|2γdyds,

Q̂T,2,δ(t, t
′, x′) =

∫ t′

t′−(δ∧(t′−t))

∫

pt′−s(y − x′)2e2R1|y||u(s, y)|2γdyds,

Q̂S,1,δ,η0(t, x, t
′, x′) = 1(t′ − t < δ)

∫ t

(t′−δ)+

∫

1(|y − x| > (t′ − s)1/2−η0 ∨ (2|x− x′|))

× (pt′−s(y − x′) − pt−s(y − x))2e2R1|y||u(s, y)|2γdyds,

Q̂S,2,δ,η0(t, x, t
′, x′) = 1(t′ − t < δ)

∫ t

(t′−δ)+

∫

1(|y − x| ≤ (t′ − s)1/2−η0 ∨ (2|x− x′|))

× (pt′−s(y − x′) − pt−s(y − x))2e2R1|y||u(s, y)|2γdyds.

Lemma 7.1 For any K ∈ N
≥K1 and R > 2 there is a c7.1(K,R) > 0 and an N7.1 = N7.1(K,ω) ∈ N

a.s. such that for all η0, η1 ∈ (1/R, 1/2), δ ∈ (0, 1], N,n ∈ N, β ∈ [0, 1/2] and (t, x) ∈ R+ × R, on

(7.2) {ω : (t, x) ∈ Z(N,n,K, β),N ≥ N7.1},

Q̂S,1,δ,η0(t, x, t
′, x′) ≤ c7.1(K,R)24N7.1 [d((t, x), (t′, x′)) ∧

√
δ]2−η1δ3/2 for all t ≤ t′ and x′ ∈ R.
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Proof. The proof is quite similar to that of Lemma 5.4. We let d = d((t, x, ), (t′, x′)) and N7.1 =
N1(0, 3/4,K), where N1 is as in (P0). Recall here from Remark 5.3 that for m = 0, N1 depends
only on (ξ,K) and we take ξ = 3/4. We may assume t′ − t < δ. Then for ω as in (7.2) and t ≤ t′,
Lemma 5.2, with m = 0, implies

Q̂S,1,δ,η0(t, x, t
′, x′)

≤ C5.2(ω)

∫ t

(t′−δ)+

∫

1(|y − x| > (t′ − s)1/2−η0 ∨ (2|x− x′|))(pt′−s(y − x′) − pt−s(y − x))2

× e2(|y−x|+R1|y|)(2−N ∨ (
√
t− s+ |y − x|))3γ/2 dyds

≤ C5.2(ω)

∫ t

(t′−δ)+

∫

1(|y − x| > (t′ − s)1/2−η0 ∨ (2|x− x′|))(pt′−s(y − x′) − pt−s(y − x))2

e2R1Ke2(R1+1)|y−x|[1 + |y − x|]3γ/2 dyds

≤ c1(K,R)C5.2(ω)

∫ t

t′−δ
(t− s)−1/2 exp

(

−η1(t
′ − s)−2η0

33

)[

1 ∧ d2

t− s

]1− η1
2
ds,

where we have used Lemma 4.3(b) in the last line. Now use

exp
(

−η1(t
′ − s)−2η0

33

)

≤ exp
(

−η1(t
′ − t)−2η0

66

)

+ exp
(

−η1(t− s)−2η0

66

)

to bound the above by

c1(K,R)C5.2(ω)
[

exp
(

−η1(t
′ − t)−2η0

66

)

∫ t

t′−δ
(t− s)−1/2

[

1 ∧ d2

t− s

]1− η1
2
ds

+

∫ t

t′−δ
(t− s)−1/2 exp

(

−η1(t− s)−2η0

66

)[

1 ∧ d2

t− s

]1− η1
2
ds

]

≤ c2(K,R)C5.2(ω)
[

exp
(

−η1(t
′ − t)−2η0

66

)

(d2 ∧ δ)1/2

+

∫ t

t′−δ
(t− s)3/2

[

1 ∧ d2

t− s

]1− η1
2
ds

]

(use (4.2))

≤ c3(K,R)C5.2(ω)(d2 ∧ δ)1−
η1
2 δ3/2 (use (4.1) and t′ − t ≤ d2 ∧ δ).

As we may take ε0 = 0 in the formula for C5.2(ω) (by Remark 5.3), the result follows.

Lemma 7.2 Let 0 ≤ m ≤ m+ 1 and assume (Pm). For any K ∈ N
≥K1, R > 2, n ∈ N, ε0 ∈ (0, 1),

and β ∈ [0, 1/2] there is a c7.2(K) and N7.2 = N7.2(m,n,R, ε0,K, β)(ω) ∈ N a.s. such that for any
η1 ∈ (R−1, 1/2), η0 ∈ (0, η1/24), δ ∈ [an, 1], N ∈ N, and (t, x) ∈ R+ × R, on

(7.3) {ω : (t, x) ∈ Z(N,n,K, β),N ≥ N7.2},
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Q̂S,2,δ,η0(t, x, t
′, x′)

≤ c7.2(K)[a−2ε0
n + 24N7.2 ]

[

(d ∧
√
δ)1−

η1
2 d̄2γ

N [d̄
2γ(γ̃m−1)
n,N + a2βγ

n ]

+ (d ∧
√
δ)2−η1 [δγγ̃m− 1

2 + a2βγ
n δγ− 1

2 ]
]

for all t ≤ t′ ≤ K, |x′| ≤ K + 1.

Here d = d((t, x), (t′, x′)), d̄N = d ∨ 2−N and d̄n,N =
√
an ∨ d̄N . Moreover N7.2 is stochastically

bounded uniformly in (n, β).

Proof. Set ξ = 1 − (24R)−1 and N7.2(m,n,R, ε0,K, β) = N1(m,n, ξ, ε0,K, β), which is clearly
stochastically bounded uniformly in (n, β) by (Pm). We may assume t′ − t ≤ δ. For ω as in (7.3),
t ≤ t′ ≤ K and |x′| ≤ K + 1, Lemma 5.2 implies

Q̂S,2,δ,η0(t, x, t
′, x′)

≤ C5.2(ω)c1(K)

∫ t

(t′−δ)+

[

∫

(pt′−s(y − x′) − pt−s(y − x))2dy
]

e2R1Ke2(R1+1)4(K+1)

× ((2−N ∨ |x′ − x|) + (t′ − s)
1
2
−η0)2γξ

[

((
√
an ∨ 2−N ∨ |x′ − x|)

+ (t′ − s)
1
2
−η0)2γ(γ̃m−1) + a2βγ

n

]

ds

≤ C5.2(ω)c2(K)

∫ t

(t′−δ)+
(t− s)−1/2

[

1 ∧ d2

t− s

]

((2−N ∨ d1−2η0) + (t− s)
1
2
−η0)2γξ

×
[

((
√
an ∨ 2−N ∨ d1−2η0) + (t− s)

1
2
−η0)2γ(γ̃m−1) + a2βγ

n

]

ds.(7.4)

We have used Lemma 4.3(a) in the last line. Below we will implicitly use the conditions on η0, η1,
R and γ to see that

(1 − 2η0)γξ >
(23

24

)(3

4

)(47

48

)

>
1

2
,

and also use the conditions on t, x, t′, x′ which imply d ≤ c(K) (the latter was also used in (7.4)).
By considering separately the cases

(t− s)
1
2
−η0 < 2−N ∨ d1−2η0 , (t− s)

1
2
−η0 ≥ √

an ∨ 2−N ∨ d1−2η0

and 2−N ∨ d1−2η0 ≤ (t− s)
1
2
−η0 <

√
an ∨ 2−N ∨ d1−2η0
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(the latter case implies
√
an > 2−N ∨ d1−2η0), and then using Lemma 4.1 we may bound (7.4) by

C5.2(ω)c3(K)
{

∫ t

(t′−δ)+
(t− s)−1/2

[

1 ∧ d2

t− s

]

ds(2−N ∨ d1−2η0)2γξ

×
[

(
√
an ∨ 2−N ∨ d1−2η0)2γ(γ̃m−1) + a2βγ

n

]

+

∫ t

(t′−δ)+

[

(t− s)−
1
2
+(1−2η0)γ(γ̃m−1+ξ) + a2βγ

n (t− s)−
1
2
+(1−2η0)γξ

][

1 ∧ d2

t− s

]

ds

+

∫ t

(t′−δ)+
(t− s)(1−2η0)γξ− 1

2

[

1 ∧ d2

t− s

]

ds[aγ(γ̃m−1)
n + a2βγ

n ]
}

≤ C5.2(ω)c4(K)
{

(d2 ∧ δ)1/2(2−N ∨ d1−2η0)2γξ

×
[

(
√
an ∨ 2−N ∨ d1−2η0)2γ(γ̃m−1) + a2βγ

n

]

+ (d2 ∧ δ)
[

δ(1−2η0)γ(γ̃m−1+ξ)− 1
2 + a2βγ

n δ(1−2η0)γξ− 1
2

]

+ (d2 ∧ δ)δ(1−2η0)γξ− 1
2 [aγ(γ̃m−1)

n + a2βγ
n ]

}

(by (4.2) and (4.1), respectively).

The last term is less than the middle term because δ ∈ [an, 1]. Therefore Q̂S,2,δ,η0(t, x, t
′, x′) is at

most

C5.2(ω)c5(K)
{

(d ∧
√
δ)1−

η1
2 (2−N ∨ d)(1−2η0)2γξ+

η1
4

×
[

(
√
an ∨ 2−N ∨ d)(1−2η0)2γ(γ̃m−1)+

η1
4 + a2βγ

n (
√
an ∨ 2−N ∨ d)

η1
4

]

(7.5)

+ (d2 ∧ δ)1−
η1
2

[

δ(1−2η0)γ(γ̃m−1+ξ)− 1
2
+

η1
2 + a2βγ

n δ(1−2η0)γξ− 1
2
+

η1
2

]}

.

Our conditions on η0, η1, and R imply

(1 − 2η0)2γξ +
η1

4
≥ 2γ, (1 − 2η0)2γ(γ̃m − 1) +

η1

4
≥ 2γ(γ̃m − 1),

(1 − 2η0)γ(γ̃m − 1 + ξ) +
η1

2
≥ γγ̃m, and (1 − 2η0)γξ +

η1

2
≥ γ.

Finally, insert the above bounds into (7.5) to derive the required bound on Q̂S,2,δ,η0(t, x, t
′, x′).

Lemma 7.3 Let 0 ≤ m ≤ m+ 1 and assume (Pm). For any K ∈ N
≥K1, R > 2, n ∈ N, ε0 ∈ (0, 1),

and β ∈ [0, 1/2] there is a c7.3(K) and N7.3 = N7.3(m,n,R, ε0,K, β)(ω) ∈ N a.s. such that for any
η1 ∈ (R−1, 1/2), δ ∈ [an, 1], N ∈ N, and (t, x) ∈ R+ × R,

(7.6) on {ω : (t, x) ∈ Z(N,n,K, β),N ≥ N7.3}, and for all t ≤ t′ ≤ TK , |x′| ≤ K + 1,
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Q̂T,1,δ(t, t
′, x)

≤ c7.3(K)[a−2ε0
n + 24N7.3 ]

[

(
√
t′ − t ∧

√
δ)1−

η1
2 d̄2γ

N [d̄
2γ(γ̃m−1)
n,N + a2βγ

n ]

+ (
√
t′ − t ∧

√
δ)2−η1 [δγγ̃m− 1

2 + a2βγ
n δγ− 1

2 ]
]

,

and

Q̂T,2,δ(t, t
′, x′)

≤ c7.3(K)[a−2ε0
n + 24N7.3 ](

√
t′ − t ∧

√
δ)1−

η1
2 d̄2γ

N

[

d̄
2γ(γ̃m−1)
n,N + a2βγ

n

]

.

Here d, d̄N and d̄n,N are as in Lemma 7.2. Moreover, N7.3 is stochastically bounded uniformly in
(n, β).

Proof. Set ξ = 1 − (4R)−1 and N7.3(m,n,R, ε0,K, β) = N1(m,n, ξ, ε0,K, β), which is clearly
stochastically bounded uniformly in (n, β) by (Pm). For ω, t, x, t′ and x′ as in (7.6), Lemma 5.2
gives

Q̂T,2,δ(t, t
′, x′)

≤ C5.2(ω)c1

∫ t′

t′−(δ∧(t′−t))

∫

pt′−s(y − x′)2e2R1K+(2(R1+1))|y−x′|+2(R1+1)(2K+1)

× [2−N ∨ |x− x′| +
√
t′ − s+ |y − x′|]2γξ

×
{

[
√
an ∨ 2−N ∨ |x− x′| +

√
t′ − s+ |y − x′|]2γ(γ̃m−1) + a2βγ

n

}

dyds

≤ C5.2(ω)c2(K)

∫ t′

t′−(δ∧(t′−t))
(t′ − s)−1/2[(2−N ∨ |x− x′|)2γξ + (t′ − s)γξ]

×
{

((
√
an ∨ 2−N ∨ |x− x′|)2γ(γ̃m−1) + (t′ − s)γ(γ̃m−1)) + a2βγ

n

}

ds.

(7.7)

For t ≤ s ≤ t′ and c, p ≥ 0,

(c ∨ |x− x′|)p + (t′ − s)p/2 ≤ 2(c ∨ d)p.

Use this with c = 2−N or
√
an ∨ 2−N to bound (7.7) by

C5.2(ω)c3(K)((t′ − t) ∧ δ) 1
2 [2−N ∨ d]2γξ

{

(
√
an ∨ 2−N ∨ d)2γ(γ̃m−1) + a2βγ

n

}

≤ C5.2(ω)c3(K)(
√
t′ − t ∧

√
δ)1−

η1
2 d̄

2γξ+
η1
2

N

{

d̄
2γ(γ̃m−1)
n,N + a2βγ

n

}

.

The conditions on η1 and definition of ξ imply 2γξ + η1

2 ≥ 2γ, and so the bound on Q̂T,2,δ is
established.
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Turning to Q̂T,1,δ, we may assume t′ > δ, or else Q̂T,1,δ = 0. Argue as in the derivation of (7.7)
to see that for ω, t, t′ and x as in (7.6),

Q̂T,1,δ(t, t
′, x) ≤ C5.2(ω)c4(K)

∫ t∧(t′−δ)

(t−δ)+
(t− s)−1/2[(2−2Nγξ + (t− s)γξ](7.8)

×
{

(
√
an ∨ 2−N )2γ(γ̃m−1) + (t− s)γ(γ̃m−1) + a2βγ

n

}

ds.

Elementary calculations give

(7.9)

∫ t∧(t′−δ)

t−δ
(t− s)−1/2ds ≤ 2(

√
t′ − t ∧

√
δ),

and for p ≥ 0,

(7.10)

∫ t∧(t′−δ)

t−δ
(t− s)pds ≤ δp((t′ − t) ∧ δ).

For the integral in (7.8) consider separately the cases (i)
√
t− s < 2−N , (ii)

√
t− s ≥ √

an ∨ 2−N ,

and (iii) 2−N ≤ √
t− s <

√
an∨2−N , the latter implying

√
an∨2−N =

√
an, to bound Q̂T,1,δ(t, t

′, x)
by

C5.2(ω)c4(K)
{

∫ t∧(t′−δ)

(t−δ)+
(t− s)−1/2ds2−2Nγξ

[

(
√
an ∨ 2−N )2γ(γ̃m−1) + a2βγ

n

]

+

∫ t∧(t′−δ)

(t−δ)+
(t− s)γ(γ̃m+ξ−1)− 1

2 + a2βγ
n (t− s)γξ− 1

2ds

+

∫ t∧(t′−δ)

(t−δ)+
(t− s)γξ− 1

2 ds
[

aγ(γ̃m−1)
n + a2βγ

n

]}

≤ C5.2(ω)c5(K)
{

(
√
δ ∧

√
t′ − t)d̄−2γξ

N

[

d̄
2γ(γ̃m−1)
n,N + a2βγ

n

]

+ (δ ∧ (t′ − t))
[

δγ(γ̃m+ξ−1)− 1
2 + a2βγ

n δγξ− 1
2

]

+ (δ ∧ (t′ − t))
[

δγξ− 1
2 aγ(γ̃m−1)

n + δγξ− 1
2a2βγ

n

]}

.

In the last we have used (7.9) and (7.10), and the fact that our choice of ξ implies γξ > 1/2 and
hence our choices of p are indeed non-negative when applying (7.10). Since δ ≥ an, the third term
above is dominated by the second term. Therefore

Q̂T,1,δ(t, t
′, x) ≤ C5.2(ω)c6(K)

{

(
√
δ ∧

√
t′ − t)1−

η1
2 d̄

2γξ+
η1
2

N

[

d̄
2γ(γ̃m−1)
n,N + a2βγ

n

]

+ (δ ∧ (t′ − t))1−
η1
2

[

δγ(γ̃m+ξ−1)− 1
2
+

η1
2 + a2βγ

n δγξ− 1
2
+

η1
2

]}

.

Our choice of ξ and conditions on η1 imply that

2γξ +
η1

2
≥ 2γ and γ(ξ − 1) +

η1

2
≥ 0,
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and the required bound on Q̂T,1,δ follows.

The above square function bounds suggest we will need a modified form of Lemma 5.7 to obtain
our modulus of continuity for u2,aα

n
. The proof of the following result is almost identical to that of

Lemma 5.7 and so is omitted.

Lemma 7.4 Let c0, c1, c2, k0 be positive (universal constants), η ∈ (0, 1/2), and ∆i : N × (0, 1] →
R+, i = 1, 2 satisfy ∆i(n, 2

−N+1) ≤ k0∆i(n, 2
−N ) for all n,N ∈ N and i = 1, 2. For n ∈ N and

τ in a set S assume {Yτ,n(t, x) : (t, x) ∈ R+ × R} is a real-valued continuous process. Assume
for each (n, τ) ∈ N × S, K ∈ N, and β ∈ [0, 1/2], there is an N0(ω) = N0(n, η,K, τ, β)(ω) ∈ N

a.s., stochastically bounded uniformly in (n, τ, β), such that for any N ∈ N, (t, x) ∈ R+ × R, if
d = d((t, x), (t′, x′)) ≤ 2−N , then

P (|Yτ,n(t, x) − Yτ,n(t′, x′)| > d
1
2
(1−η)∆1(n, 2

−N ) + d1−η∆2(n, 2
−N ),(7.11)

(t, x) ∈ Z(N,n,K, β),N ≥ N0, t
′ ≤ TK)

≤ c0 exp(−c1d−ηc2).

Then there is an N ′
0(ω) = N ′

0(n, η,K, τ, β)(ω) ∈ N a.s., also stochastically bounded uniformly in
(n, τ, β), such that for all N ≥ N ′

0(ω), (t, x) ∈ Z(N,n,K, β)(ω), d = d((t, x), (t′, x′)) ≤ 2−N , and
t′ ≤ TK ,

|Yτ,n(t, x) − Yτ,n(t′, x′)| ≤ 27k2
0

[

d
1
2
(1−η)∆1(n, 2

−N ) + d1−η∆2(n, 2
−N )

]

.

Proof of Proposition 5.14. The proof follows closely that of Proposition 5.8, using Lemma 7.4
in place of Lemma 5.7. Let R = 25

η1
and choose η0 ∈ ( 1

R ,
η1

24). Define d̄N = d ∨ 2−N , as usual, and
set

Q̂aα
n
(t, x, t′, x′) =

2
∑

i=1

Q̂S,i,aα
n,η0(t, x, t

′, x′) + Q̂T,1,aα
n
(t, t′, x) + Q̂T,2,aα

n
(t, t′, x′).

By Lemmas 7.1, 7.2 and 7.3, for all K ∈ N (the restriction K ≥ K1 is illusory as these results
only strengthen as K increases) there is a constant c1(K, η1) and N2(m,n, η1, ε0,K, β) ∈ N a.s.,
stochastically bounded uniformly in (n, β), such that for all N ∈ N, (t, x) ∈ R+ × R,

on {ω : (t, x) ∈ Z(N,n,K + 1, β),N ≥ N2},

Rγ
0Q̂aα

n
(t, x, t′, x′)1/2

≤ c1(K, η1)[a
−ε0
n + 22N2 ]

{

(d ∧ a
α
2
n )

1
2
(1− η1

2
)d̄γ

N

[

(d̄N ∨ a1/2
n )γ(γ̃m−1) + aβγ

n

]

+ (d ∧ a
α
2
n )1−

η1
2

[

a
α
2
(γγ̃m− 1

2
)

n + aβγ
n a

α
2
(γ− 1

2
)

n

]}

for all t ≤ t′ ≤ TK , |x′| ≤ K + 2.

(7.12)

Let N3 = 25
η1

[N2 +N4(K, η1)], where N4(K, η1) is chosen large enough so that

c1(K, η1)[a
−ε0
n + 22N2 ]2−N3η1/8 ≤ c1(K, η1)[a

−ε0
n + 22N2 ]2−6N22−6N4(K,η1)

≤ a−ε0
n 2−104.(7.13)
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Let ∆i,u2 = 2−100∆̄i,u2, i = 1, 2. Assume d ≤ 2−N . Use (7.13) in (7.12) to see that for all (t, x), N ,
on

{ω : (t, x) ∈ Z(N,n,K + 1, β), N ≥ N3} (which implies |x′| ≤ K + 2),

Rγ
0Q̂aα

n
(t, x, t′, x′)1/2 ≤ (d ∧ a

α
2
n )

1
2
(1− 3η1

4
)∆1,u2(m,n, 2

−N )/16

+ (d ∧ a
α
2
n )1−

5η1
8 ∆2,u2(m,n)/16 for all t ≤ t′ ≤ TK , x

′ ∈ R.

Combine this with (7.1), (3.2), the definition of Q̂aα
n

and the Dubins-Schwarz theorem to conclude
that for t ≤ t′, x′ ∈ R, and d((t, x), (t′, x′)) ≤ 2−N ,

P
(

|u2,aα
n
(t, x) − u2,aα

n
(t′, x′)| ≥ d

1
2
(1−η1)∆1,u2(m,n, 2

−N )/4 + d1−η1∆2,u2(m,n)/4,

(t, x) ∈ Z(N,n,K + 1, β), N ≥ N3, t
′ ≤ TK

)

≤ 3P
(

sup{|B(u)| : u ≤ [d
1
2
(1− 3η1

4
)∆1,u2(m,n, 2

−N )/16 + d1− 5η1
8 ∆2,u2(m,n)/16]2}

≥ (d
1
2
(1−η1)∆1,u2(m,n, 2

−N ) + d1−η1∆2,u2(m,n))/12
)

≤ 3P
(

sup
u≤1

|B(u)| ≥ d−
η1
8

)

≤ c0 exp
(

−d
− η1

4

2

)

.(7.14)

Here B(u) is a one-dimensional Brownian motion.
If (t, x) ∈ Z(N,n,K, β), d ≤ 2−N , and t′ ≤ t, then as in the proof of Proposition 5.8, (t′, x′) ∈

Z(N − 1, n,K + 1, β) and one can interchange the roles of (t, x) and (t′, x′) and replace N with
N − 1 in the above to conclude (as in (5.40)),

P (|u2,aα
n
(t, x) − u2,aα

n
(t′, x′)| ≥ d

1
2
(1−η1)∆1,u2(m,n, 2

−N ) + d1−η1∆2,u2(m,n),

(t, x) ∈ Z(N,n,K, β), N ≥ N3 + 1)

≤ c0 exp
(

−d
− η1

4

2

)

.(7.15)

(7.14) and (7.15) allow us to apply Lemma 7.4 with τ = α, Yτ,n = u2,aα
n
, and k0 = 4. The result is

then immediate once one recalls that 27k2
0∆i,u2 = 2−89∆̄i,u2.

8 Incorporating Drifts

Beginning in Section 3 we assumed that the drift b is zero. Here we point out what additional rea-
soning is needed to include a drift b satisfying (1.4). If B(s, y) = b(s, y,X1(s, y))− b(s, y,X2(s, y)),
then (3.1) becomes

u(t, x) =

∫ t

0

∫

pt−s(y − x)D(s, y)W (ds, dy) +

∫ t

0

∫

pt−s(y − x)B(s, y)dyds a.s. for all (t, x)

(8.1)

≡ uD(t, x) + uB(t, x),
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and by (1.4),

(8.2) |B(s, y)| ≤ B|u(s, y)|.

If u1,δ, u2,δ and Gδ are defined as at the beginning of Section 3, then as for (3.4), (3.5) and
Lemma 3.1, but now using the ordinary Fubini theorem for uB , we get

u1,δ(t, x) =

∫ (t−δ)+

0

∫

pt−s(y − x)D(s, y)W (ds, dy) +

∫ (t−δ)+

0

∫

pt−s(y − x)B(s, y)dyds

≡ u1,D,δ(t, x) + u1,B,δ(t, x),

u2,δ(t, x)) =

∫ t

(t−δ)+

∫

pt−s(y − x)D(s, y)W (ds, dy) +

∫ t

(t−δ)+

∫

pt−s(y − x)B(s, y)dyds

≡ u2,D,δ(t, x) + u2,B,δ(t, x),

and

−G′
δ(s, t, x) ≡ Fδ(s, t, x)

=

∫ (s−δ)+

0

∫

p′(t∨s)−r(y − x)D(r, y)W (dr, dy) +

∫ (s−δ)+

0

∫

p′(t∨s)−r(y − x)B(r, y)dydr

≡ FD,δ(s, t, x) + FB,δ(s.t, x).

In addition, no changes are required in the verification of (P0) (including the refinement noted in
Remark 5.3) or the proof of Lemma 5.2.

The theorems in Section 5 apply directly to quantities like ui,D,δ and FD,δ. The correspond-
ing expressions ui,B,δ and FB,δ are in fact much easier to handle because we are dealing with a
deterministic integral and so regularity properties are easy to read off directly from the bounds in
Lemma 5.2. Furthermore, the Lipschitz condition on b effectively sets γ = 1 for these calculations.
To illustrate this, we now prove a simple result which includes both Propositions 5.8 and 5.11 for
FB,aα

n
and only requires (P0), a consequence of the “crude” modulus Theorem 2.3, already noted

above.

Proposition 8.1 For any η1 ∈ (0, 1
2) and K ∈ N

≥K1 there is an N8.1(η1,K)(ω) ∈ N a.s. such
that for all n ∈ N, α ∈ [0, 1] and β ∈ [0, 1

2 ], N ≥ N8.1(η1,K), (t, x) ∈ Z(N,n,K, β), and t′ ≤ TK ,

d = d((t, x), (t′, x′)) ≤ 2−N and |s′ − s| ≤ N−1 imply

|FB,aα
n
(s, t, x) − FB,aα

n
(s′, t′, x′)| ≤ 2−88

[

|s′ − s| 12 2−N(1−η1) + |s′ − s|1−
η1
2

+ d1−η1(1 + a−3α/4
n 2−2N )

]

.

Proof. Let ξ = 1 − η1

4 and assume first that

(8.3) N ≥ N1(0, ξ,K + 1) + 1,

where N1 is as in (P0) and Remark 5.3. Assume

(8.4) (t, x) ∈ Z(N,n,K, β), t′ ≤ TK , d ≤ 2−N and |s′ − s| ≤ N−1.
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One easily checks that |t ∧ s − t′ ∧ s′| ≤ N−1 and so, by replacing (s, s′) with (t ∧ s, t′ ∧ s′), we
may assume that s ≤ t and s′ ≤ t′. Define s = s ∨ s′ and s = s ∧ s′. As before, (t′, x′) ∈
Z(N − 1, n,K + 1, β), and again, by interchanging (t, x) with (t′, x′), we may assume t ≤ t′ (this is
the reason for the K + 1 and adding 1 to N1 in (8.3)). As for (5.6), (8.2) implies

|FB,aα
n
(s, t, x) − FB,aα

n
(s′, t′, x′)|

≤
∫ (s−aα

n)+

(s−aα
n)+

∫

|p′t′−r(y − x′)|B|u(r, y)|dydr +

∫ (s−aα
n)+

0

∫

|p′t′−r(y − x′) − p′t−r(y − x)|B|u(r, y)|dydr

≡ T1 + T2.

To bound T1, we may assume s ≥ aα
n. Elementary inequalities using t′ ≤ TK ≤ K, show that

for p ≥ 0,

∫

|p′t′−r(y − x′)||y − x′|pe|y−x′|dy ≤ (t′ − r)−1

∫

|y − x′|p+1e|y−x′|pt′−r(y − x′)dy(8.5)

≤ c1(K, p)(t
′ − r)

p−1
2 .

Now apply Lemma 5.2 with m = 0 to see that

T1 ≤ B
√

C5.2

∫ s−aα
n

(s−aα
n)+

∫

|p′t′−r(y − x′)|e|y−x′|e|x−x′|((
√
t− r + |y − x|) ∨ 2−N )ξdydr

≤ c2(K)
√

C5.2

∫ s−aα
n

(s−aα
n)+

∫

|p′t′−r(y − x′)|e|y−x′|[(|x− x′| ∨ 2−N )ξ +
√
t′ − r

ξ
+ |y − x′|ξ]dydr

≤ c3(K)
√

C5.2

∫ s−aα
n

(s−aα
n)+

(t′ − r)−1/2[2−Nξ + (t′ − r)ξ/2]dr (by (8.5) and |x− x′| ≤ 2−N )

≤ c4(K)22N1(ω)[|s′ − s|1/22−N(1− η1
4

) + |s′ − s|1−
η1
8 ]

≤ c4(K)22N1(ω)[2−Nη1/2 + |s′ − s|η1/4][|s′ − s|1/22−N(1−η1) + |s− s′|1−
η1
2 ]

≤ c4(K)22N1(ω)[2−Nη1/2 +N−η1/4][|s′ − s|1/22−N(1−η1) + |s− s′|1−
η1
2 ].

(8.6)

Recall in the above that we may set ε0 = 0 in the definition of C5.2 (see Remark 5.3).
For T2 we use both |u(r, y)| ≤ Ke|y| for r ≤ t′ ≤ TK (K ≥ K1) and Lemma 5.2 with m = 0 to
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write (we may assume s > aα
n),

T2 ≤
∫ s−aα

n

0

∫

|p′t−r(y − x′) − p′t−r(y − x)|BKe|y|1(|y − x| > (t′ − r)
1
2
− η1

4 ∨ (2|x′ − x|))dydr

+

∫ s−aα
n

0

∫

|p′t−r(y − x′) − p′t−r(y − x)|B
√

C5.2e
|y−x|[(

√
t− r + |y − x|) ∨ 2−N ]ξ

× 1(|y − x| ≤ (t′ − r)
1
2
− η1

4 ∨ (2|x′ − x|))dydr

≤c5(K)
√

C5.2

[

∫ s−aα
n

0

∫

|p′t−r(y − x′) − p′t−r(y − x)|e2|y−x|

× 1(|y − x| > (t′ − r)
1
2
− η1

4 ∨ (2|x′ − x|))e−|y−x|dydr

+

∫ s−aα
n

0

∫

|p′t−r(y − x′) − p′t−r(y − x)|1(|y − x| ≤ 2(2K + 1))dy((t′ − r)
1
2
− η1

4 ∨ |x′ − x| ∨ 2−N )ξdr
]

≤c6(K)
√

C5.2

[

∫ s−aα
n

0

∫

(p′t−r(y − x′) − p′t−r(y − x))2e4|y−x|

× 1(|y − x| > (t− r)
1
2
− η1

4 ∨ (2|x′ − x|))dy1/2
(

∫

e−2|y−x|dy
)1/2

dr

+

∫ s−aα
n

0

∫

(p′t−r(y − x′) − p′t−r(y − x))2dy1/2(2(2K + 1))1/2[(t− r)1/2 ∨ 2−N )ξ(1−
η1
2

)dr
]

,

where in the last line for the second term we use d ≤ 2−N and

√
t′ − r

1− η1
2 ≤

√
t′ − t

1− η1
2 +

√
t− r

1− η1
2 ≤ d1− η1

2 +
√
t− r

1− η1
2 .
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Now apply Lemma 4.4 and conclude

T2 ≤c7(K, η1)
√

C5.2

{

∫ s−aα
n

0
(t− r)−3/4 exp

{−η1(t− r)−η1/2

128

}(

1 ∧ d2

t− r

)
1
2
− η1

4
dr

+

∫ s−aα
n

0
(t− r)−3/4

(

1 ∧ d2

t− r

)1/2
[(t− r)1/2 ∨ 2−N ]ξ(1−

η1
2

)dr
}

≤c7(K, η1)
√

C5.2

{

∫ s−aα
n

0
(t− r)−3/4 exp

{−η1(t− r)−η1/2

128

}(

1 ∧ d2

t− r

)
1
2
− η1

4
dr

+

∫ s−aα
n

0
(t− r)−

3
4
+ ξ

2
(1− η1

2
)
(

1 ∧ d2

t− r

)1/2
dr

+

∫ s−aα
n

0
1(r ≥ t− 2−2N )(t− r)−

3
4

(

1 ∧ d2

t− r

)1/2
dr2−Nξ(1− η1

2
)
}

≤c8(K, η1)
√

C5.2

{

∫ s−aα
n

0

(

1 ∧ d2

t− r

)
1
2
− η1

4
dr + d

+ 1(aα
n < 2−2N )d(d2 ∨ aα

n)−1/42−Nξ(1− η1
2

)
}

≤c9(K, η1)
√

C5.2

{

d1− η1
2 + 1(aα

n < 2−2N )da−3α/4
n aα/2

n 2−Nξ(1− η1
2

)
}

≤c9(K, η1)
√

C5.2d
1− 3η1

4

[

1 + a
−3α

4
n 2−

3Nη1
4 2−N2−N(1− 3η1

4
)
]

≤c10(K, η1)2
2N1(ω)2−Nη1/4d1−η1 [1 + a

− 3α
4

n 2−2N ].(8.7)

We have used Lemma 4.1 in the above with a bit of algebra to see which case applies, and in the
last two lines again used d ≤ 2−N . (8.6) and (8.7) together show there is an N8.1(η1,K)(ω) ∈ N

a.s. such that N8.1(η1,K) ≥ N1(0, ξ,K + 1) + 1 and, if N ≥ N8.1, then

T1 + T2 ≤ 2−88
[

|s′ − s|1/22−N(1−η1) + |s′ − s|1−
η1
2 + d1−η1 [1 + a

− 3α
4

n 2−2N ]
]

.

A bit of arithmetic shows that the above bound in the contexts of Propositions 5.8 and 5.11
lead to upper bounds that are bounded by the ones obtained there for increments of FD,aα

n
. For

Proposition 5.8 one only needs the first two terms in ∆̄u′

1
and we leave this easy check for the

reader. For Proposition 5.11 we may set (s′, t′, x′) = (t, t, x) in the above so that the upper bound
becomes

2−88[|t− s|1/22−N(1−η1) + |t− s|1−
η1
2 ]

≤ 2−88[2−N(1−η1) + (t− s)
1−η1

2 (
√
t− s ∨√

an)γγ̃m− 3
2 ],

which is bounded by two of the terms on the right-hand side of the upper bound in Proposition 5.11.
Hence we may combine these bounds for FB,aα

n
with those derived in Propositions 5.8 and 5.11 for

FD,aα
n

and hence complete the proofs of Propositions 5.8 and 5.11 (and hence also Corollary 5.9)
for solutions with Lipschitz drifts.

We omit the analogues of the above for Propositions 5.12 and 5.14 as they are even simpler. The
proof of Propositions 5.13 and 5.1 now proceed as before. With Propositions 5.1, 5.13, 5.14, and
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5.11, and Corollary 5.9 in hand, the proof of Proposition 3.3 may now be completed for Lipschitz
drifts b, exactly as in Section 6. Then verification of the hypotheses of Proposition 2.1 may now be
completed for Lipschitz drifts b exactly as in Section 3 and this finishes the proof of Theorem 1.2.

References

[Dal99] R. C. Dalang. Extending martingale measure stochastic integrals with applications to
spatially homogeneous SPDEs. Electronic Journal of Probability, 4:1–29, 1999.

[Kur07] T. G. Kurtz. The Yamada-Watanabe-Engelbert theorem for general stochastic equations
and inequalities. Elect. J. Prob., 12:951–965 , 2007.

[M66] P. A. Meyer Probability and Potentials Blaisdell, Waltham, 1966.

[MPS06] L. Mytnik, E. Perkins, A. Sturm. On pathwise uniqueness for stochastic heat equations
with non-Lipschitz coefficients. Annals of Probability, 34: 1910–1959, 2006.

[Myt99] L. Mytnik. Uniqueness for a competing species model. Canadian J. Math., 51:372–448,
1999.

[Per02] E. Perkins. Dawson-Watanabe Superprocesses and Measure-valued Diffusions, in Ecole
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