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a b s t r a c t

Environmental changes can affect the functioning of an ecosystem directly, through the response of individ-
ual life forms, or indirectly, through interspecific interactions and community dynamics. The feasibility of
a community-level response has motivated numerous studies aimed at understanding the mutual relation-
ships between three elements of ecosystem dynamics: the abiotic environment, biodiversity and ecosystem
function. Since ecosystems are inherently nonlinear and spatially extended, environmental changes can also
induce pattern-forming instabilities that result in spatial self-organization of life forms and resources. This, in
turn, can affect the relationships between these three elements, and make the response of ecosystems to en-
vironmental changes far more complex. Responses of this kind can be expected in dryland ecosystems, which
show a variety of self-organizing vegetation patterns along the rainfall gradient. This paper describes the
progress that has been made in understanding vegetation patterning in dryland ecosystems, and the roles
it plays in ecosystem response to environmental variability. The progress has been achieved by modeling
pattern-forming feedbacks at small spatial scales and up-scaling their effects to large scales through model
studies. This approach sets the basis for integrating pattern formation theory into the study of ecosystem
dynamics and addressing ecologically significant questions such as the dynamics of desertification, restora-
tion of degraded landscapes, biodiversity changes along environmental gradients, and shrubland–grassland
transitions.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Much effort is devoted in ecology to the understanding of ecosys-
tem response to environmental variability and to the impact of this
response on ecosystem function [1–3]. A challenging question in this
research effort is how do organism-level traits and small-scale spatial
processes scale up to higher levels of organization and larger spatial
scales, and determine ecosystem functions, such as bio-productivity
and resilience in varying environments.

Species often develop organism-level mechanisms to cope with
environmental stresses. These mechanisms generally involve pheno-
type changes [4], and are particularly relevant to immobile organ-
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isms, such as plants, which cannot migrate to less stressful environ-
ments. Plant species, for example, can maintain their water uptake
under conditions of water stress by increasing the root-to-shoot ra-
tio, or increase their specific leaf area in order to increase the inter-
ception of light in the shade. At higher organization levels and larger
spatial scales additional mechanisms appear. Communities can re-
spond to environmental stresses by changing their structure, and by
self-organizing in spatial patterns.

A community-structure change is generally a combined result of
environmental filtering and species interactions. Environmental fil-
tering [5] is an organism-level process by which an initial community
is selected out of a species pool in response to specific environmen-
tal conditions. The community is selected according to the distribu-
tion of response traits that determine the abilities of organisms to
cope with environmental stresses. Interspecific interactions within
the selected community induce community dynamics that further
shape the community structure and determine the distribution of
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Fig. 1. The impact of environmental changes on ecosystem function. The abiotic envi-
ronment can affect ecosystem function by its direct effect on any individual organism
(solid black line), or indirectly by inducing a shift in community structure that changes
the biodiversity of the system (two dashed black lines). Indirect relationships (broken
solid blue arrows) can also be induced by pattern formation, which is linked to all three
elements, the abiotic environment, biodiversity and ecosystem function (dotted blue
arrows) (see the text for examples). Adapted from [12]. (For interpretation of the ref-
erences to color in this figure legend, the reader is referred to the web version of this
article).

effect traits – the traits that affect ecosystem function [6]. Scaling up
organism-level attributes to community-level properties that deter-
mine ecosystem function involves then the identification of response
and effect traits and the analysis of the complex nonlinear dynamics
of large communities.

Spatial self-organization is induced by positive feedbacks that op-
erate at small scales and lead to symmetry-breaking instabilities and
pattern formation at large scales. An important context that shows
such a response to environmental changes is water-limited vegeta-
tion [7–10]. Positive feedbacks in this context depend on organis-
mic traits, such as biomass growth rate, water-uptake rate and root
architecture, and on small-scale abiotic processes, such as overland
water flow, surface-water infiltration and soil-water diffusion. Vege-
tation pattern formation is then a population-level response that in-
creases water availability by the formation of vegetation patches and
the transport of water toward the patch locations, a response that
affects ecosystem functions such as resilience and bio-productivity.
The spatial coupling and the resulting self-organized patchiness add
another dimension to the complexity of the up-scaling problem.

The mediating role that community-level processes play in the
response of ecosystems to environmental changes can be illustrated
schematically by a diagram that relates three elements of ecosystem
dynamics, as Fig. 1 shows [11]: the abiotic environment, represent-
ing rainfall, temperature, soil fertility, disturbances, etc., biodiversity,
representing interspecific interactions, species richness, community
composition, etc., and ecosystem function, which stands for biomass
production, nutrient cycling, resilience, and other functions. The abi-
otic environment affects ecosystem function not only directly by the
response of any organism as if other organisms were absent (solid
black arrow), but also indirectly, through interspecific interactions
that change community structure and the distribution of effect traits
(dashed black arrows).

The main thesis we pursue here is that studies of ecosystem re-
sponse to environmental changes should also scale up small-scale
pattern-forming feedbacks, whenever they exist, and analyze theme-
diating effects of pattern formation. As Fig. 1 illustrates, pattern for-
mation is directly linked to any of the three elements of ecosystem
dynamics (small dotted blue arrows). It is linked to the abiotic envi-
ronment because environmental stresses often induce spatially pat-
terned states or transitions between different patterned states. It is
linked to biodiversity because pattern formation generally involves

resource redistribution, which affects interspecific interactions. It is
also linked to ecosystem function since pattern formation involves
changes in biomass production, resource-use efficiency, and ecosys-
tem resilience. Understanding these and other links is essential for
gaining a deeper insight into the processes that drive ecosystem dy-
namics and affect ecosystem function in varying environments.

We study these links using mathematical models of water-limited
landscapes, employing the methods of pattern formation theory.
Such landscapes provide a good case study in that they show a wide
variety of vegetation patterns that are in good agreement with model
predictions. The study of water-limited landscapes is significant also
because it relates to two outstanding current problems in environ-
mental research, desertification and biodiversity loss, and bears on
the implications for ecosystem function.

We begin with a detailed description of the general mathemat-
ical model to be used and two simplified versions thereof that are
motivated by specific ecological contexts (Section 2). We then briefly
describe a fewmodel studies of processes that link pattern formation
to the abiotic environment, to biodiversity and to ecosystem func-
tion (Section 3), and discuss manners by which these processes can
mediate the relationships between these three elements (Section 4).
We conclude with a few remarks on the significance of pattern for-
mation processes to other types of terrestrial ecosystems and to ma-
rine ecosystems, and on the reciprocal benefits of studying complex
ecosystems to pattern formation theory (Section 5).

2. Modeling water-limited landscapes

Twomain modeling approaches are in use in studies of plant pop-
ulation dynamics, agent-based models (also called individual-based
models) [13], and partial differential equations (PDEs). The former
are computational algorithms that go down to the level of individ-
ual plants and often describe them in great detail. The latter do not
address individual plants but rather processes at small spatial scales,
and characterize the population by a continuous biomass areal den-
sity. We use here the PDEs approach since it lends itself to the pow-
erful methods of pattern formation theory [12,14,15].

2.1. Continuum modeling of discrete plant populations

The biomass of a plant population in a water limited system can
often be regarded as a continuous deterministic variable for twomain
reasons [12]. The first is related to the modular design that dryland
plants typically have. Rather than having a single stem that acts as
an integrated hydraulic system, and is vulnerable to hydraulic fail-
ures caused by droughts, dryland plants often develop hydraulically
independent multiple stems. The redundancy of independent con-
duits increases the plant’s resistance to drought, as a failure of a sin-
gle or a group of conduits can lead to partial plant mortality but
still leaves the plant viable [16]. As a consequence, the response of
a plant individual to water stress often involves a gradual biomass
decrease rather than a sharp mortality event. The second reason is
related to the availability of long-lived seeds and their non-vanishing
probability to germinate whenever the biotic and abiotic conditions
allow, which reduce strong population fluctuations and prevent the
extinction of small populations. These considerations suggest the de-
scription of a plant population in terms of a deterministic continuous
biomass variable, representing the above-ground biomass per unit
area, irrespective of the number or identity of the plant individuals
contributing to it.

Another question is how detailed continuum models should be
[12]. Obviously, in order to account for vegetation pattern forma-
tion the models should capture pattern-forming feedbacks, i.e. feed-
backs that can induce nonuniform instabilities of uniform vegetation.
This has already been achieved with a single-variable model for the
population biomass that does not take into account the associated
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Fig. 2. Schematic illustration of the general positive feedback that drives vegetation
pattern formation in water limited systems. While accelerating vegetation growth in
existing patches these precesses inhibit the growth in the patch surroundings, thereby
favoring vegetation pattern formation. From [12].

water dynamics [17]. More detailedmodels include an additional wa-
ter variable [18–20], or two water variables representing soil-water
content and overland water flow [21,22]. The more detailed mod-
els are advantageous for several reasons; they capture additional
pattern-forming feedbacks, introduce better defined and measurable
parameters, and provide a better account of the roles that various
physical factors play in pattern-formation processes. On the other
hand, detailed models are less amenable to mathematical analysis.

To benefit from both aspects we will consider a relatively de-
tailed model for water-limited vegetation that captures three dif-
ferent pattern-forming feedbacks, but also study specific contexts
that allow simplifications of the model by eliminating one or two
feedbacks.

2.2. Three pattern forming feedbacks

The three pattern-forming feedbacks to be modeled can all be
viewed as different realizations of a single general feedback. As Figs. 2
and 3 illustrate, this is a positive feedback between local vegeta-
tion growth and water transport towards the growing vegetation,
where the three feedbacks differ in the mechanism of water trans-
port - overland water flow, water conduction by laterally extended
root systems, and soil-water diffusion, as explained in the following
subsections. While the transport of water towards denser vegetation
patches helps further vegetation growth there, it inhibits the growth
in the vicinities of these patches and, thereby, favors nonuniform veg-
etation growth and pattern formation. On a slope or in the presence of
wind, another pattern-forming feedback, associated with water ad-
vection, becomes feasible [18,23,24].

2.2.1. Infiltration feedback

Bare-soil areas in water-limited systems, i.e. areas devoid of veg-
etation, are often covered by thin biogenic soil crusts consisting of

one or more organisms, such as cyanobacteria, green algae, fungi and
lichens [25]. Soil crusts can induce overland water-flow by changing
the rate of surface-water infiltration into bare soil. Crusts dominated
by cyanobacteria, for example, can absorb water several times their
dry weight in only a few seconds [26]. This results in crust swelling
and soil-pore blocking and, consequently, in a significant reduction in
water infiltration shortly after rain starts [27,28]. Since cyanobacteria
are photosynthetic organisms, their growth is hindered by vegeta-
tion that blocks sunlight. As a consequence, the infiltration rates in
sparsely vegetated or bare-soil areas are lower than those in densely
vegetated areas1. This infiltration contrast induces overland water
flow towards densely vegetated areas (see Fig. 3(a)), which accounts
for the right arrow in Fig. 2, i.e. enhancement of water transport by
local vegetation growth. The increased soil moisture in the growth
location further increases the vegetation growth rate (left arrow in
Fig. 2) and closes the positive feedback loop. We refer to this pattern-
forming feedback as the infiltration feedback.

The infiltration feedback is modeled by assuming a monotonically
increasing dependence of the infiltration rate I on the above-ground
vegetation biomass B, which asymptotes to a constant maximal value
A [21,22,32],

I = A
B + Q f

B + Q
, (1)

where Q and f ∈ [0, 1] are constants. The parameter f controls the in-
filtration contrast. When f = 1, I = A is a constant independent of B.
This limit represents no infiltration contrast between bare and veg-
etated soil areas and, therefore, no infiltration feedback. It may be
approached in uncrusted sandy soils in which the infiltration rate is
high everywhere and no overland water flow takes place. The other
extreme, f ≪ 1, represents a high infiltration contrast, I = A f ≪ A in
bare soil and I → A in densely vegetated soil, and, therefore, strong
infiltration feedback. The parameter Q measures how fast the infil-
tration rate reaches its maximal value A.

2.2.2. Root-augmentation feedback

The biomass of a plant consists of above-ground or shoot biomass
and below-ground or root biomass. These two entities, however, are
not independent; the relation between the two is expressed in terms
of the root-to-shoot ratio, normally measured as the ratio of the root
biomass to the shoot biomass. This ratio is monotonically increasing
(the larger the shoot biomass the larger the root biomass), but gen-
erally not constant; variations in root-shoot biomass allocation can

1 Additional factors contributing to this outcome include soil mounds generated by
dust deposition that help the interception of runoff at vegetated patches [29], higher
soil porosity in vegetation patches and others [30,31].

a b c

Fig. 3. Schematic illustrations of three modes of water transport capable of inducing pattern-forming feedbacks in water-limited vegetation: (a) overland water flow induced by an
infiltration contrast (infiltration feedback), (b) water uptake and conduction by laterally extended root systems (root-augmentation feedback), (c) fast soil-water diffusion relative
to biomass spread (soil-water diffusion feedback). From [12].
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occur among individuals of the same species due to plasticity [33],
and even during the growth of a single individual [34] due to on-
togenetic drift [35]. From a modeling point of view we may choose
the above-ground biomass, B, to be the independent variable, and ex-
press the root system in terms of B. The lateral extension of the root
zone as the shoot grows is another mechanism by which vegetation
growth enhances water transport, as the extended root zone allows
water uptake and conduction from a larger domain (see Fig. 3(b)).
This process and the consequent accelerated vegetation growth de-
fine the root-augmentation feedback.

The root-augmentation feedback is modeled by introducing a ker-
nel function,

G(X,X′) = G̃

(

|X − X′|

S[B(X)]

)

, (2)

that describes the spatial distributions of the roots in the lateral di-
rections X and Y. Here X = (X,Y) represents the plant (shoot) loca-
tion and X′ a distant point. The kernel function tails off to zero as
|X − X′| increases beyond a characteristic length, S, which represents
the lateral extension of the root zone. The root-augmentation feed-
back is captured by letting S increase monotonically with the above-
ground biomass B(X). For simplicity we choose here a linear biomass
dependence

S = S0(1 + EB), (3)

where the constant parameter E = S−1
0 dS/dB provides a measure

for the root-to-shoot ratio and quantifies the strength of the root-
augmentation feedback.

2.2.3. Soil-water diffusion feedback

A third mechanism of water transport towards a patch of grow-
ing vegetation is water depletion induced by local uptake, followed
by soil-water diffusion from the patch surroundings (see Fig. 3(c)).
The associated soil-water diffusion feedback also relies on the root-
to-shoot property of plants, as the root-augmentation feedback does,
except that the role of the roots is the creation of soil-water gradients
due to local water uptake. This pattern-forming feedback may apply
to plants with vertical roots and strong water uptake, and soil types
that allow for fast lateral water diffusion relative to the rate of vege-
tation spread. Viewing the vegetation spread as a biomass diffusion
process, the soil-water diffusion feedback can be associated with a
Turing mechanism where pattern formation results from the time-
scale disparity of different diffusive processes.

2.3. Model equations

We present here a mathematical model that was introduced by
Gilad et al. [22,36] to describe vegetation patchiness formed by a sin-
gle plant species in a water-limited system and later on has been ex-
tended to describe a plant community [37]. The models capture all
three pattern-forming feedbacks, infiltration, root-augmentation and
soil-water diffusion, but can be simplified, for specific ecological con-
texts, to capture only two or even a single feedback. In what follows
we describe the models and their simplified forms and discuss non-
dimensional forms thereof.

2.3.1. A single plant population

The Gilad et al. model contains three state variables: a biomass
variable, B(X, T), representing the above-ground biomass per unit
ground area, a soil-water variable, W(X, T), describing the soil-water
content available to the plants per unit ground area, and a surface
water variable, H(X, T), representing a thin water layer above ground
level. Here X = (X,Y) represents the spatial coordinates and T the
time coordinate (throughout this paper we use capital letters to de-
note dimensional quantities). The model equations are:

∂TB = GB[B,W ]B(1 − B/K) − M(B)B + DB∇
2B, (4a)

∂TW = I(B)H − L(B)W − GW [B]W + DW∇2W, (4b)

∂TH = P − I(B)H − ∇ · J, (4c)

where

J = −2DHH∇(H + Z), (5)

∇ = x̂∂X + ŷ∂Y (x̂ and ŷ being unit vectors in the x and y directions),
and GB, I, L and GW are either functions (round brackets) or function-
als (square brackets] of the denoted state variables to be described
below. Temporal biomass changes are affected by water dependent
plant growth GBB, by mortality −MB, and by short-distance seed dis-
persal or clonal vegetation expansion from nearby plants DB∇

2B. The
late biomass growth phase is also affected by species-specific con-
straints that impose a maximal standing biomass per unit ground
area K. These can be genetic constraints, e.g. the stem strength of a
woody plant, themaximal biomass an annual life form can attain dur-
ing its short life cycle, etc.. Temporal changes of the soil-water con-
tent are affected by the infiltration of surface water into the soil IH,
by water loss due to biomass dependent evaporation or deep infil-
tration beyond the reach of the roots −LW, water uptake by plants’
roots −GWW, and by soil-water diffusion DW∇2W. Finally, surface-
water changes are affected by precipitation P, infiltration into the soil
−IH, and overland water flow −∇ · J, where the flux J depends on
the ground surface height Z̃(X,Y), which we describe in terms of the
quantity Z = ρwZ̃, where ρw is the density of water. The quantity Z

describes the landscape’s topography. The equation for the surface
water is a particular case of the diffusive-wave approximation of the
shallow water equations [38]. Note that for flat terrains for which Z is
constant the transport term −∇ · J reduces to DH∇2(H2).

The explicit form of the biomass dependence of the evaporation
rate L is modeled as

L =
N

1 + RB/K
, (6)

where N is the evaporation rate in bare soil and R is a positive con-
stant that quantifies the reduced evaporation by the plants’ canopies
and the litter they produce. The explicit forms of I, GB and GW are
chosen so as to capture the various feedbacks discussed in the previ-
ous section. We have already introduced the form of the infiltration
rate in (1). The term −IH in (4c), which creates surface water gradi-
ents in the case of strong infiltration contrasts (f ≪ 1), together with
the overland water flow term −∇ · J, and the water dependence of
the biomass growth rate GB (see below), account for the infiltration
feedback.

The biomass growth rate GB and the water uptake rate GW are
given by

GB(X, T) = �

∫

�

G(X,X′, T)W(X′, T)dX′,

GW (X, T) = Ŵ

∫

�

G(X′,X, T)B(X′, T)dX′, (7)

where � is the biomass growth rate per unit soil-water content, Ŵ
is the soil-water uptake rate per unit above-ground biomass, G(X, X′)
is the root kernel (2), which is determined by the root architecture of
the particular plant species considered, and� is the lateral root zone.
In the studies to be described we use the following Gaussian form for
the root kernel:

G(X,X′, T) =
1

πS20
exp

[

−
|X − X′|2

S[B(X, T ])]2

]

, (8)

where S0 = S(0) represents the lateral root-zone size of a seedling.
The nonlocal forms of GB and GW reflect the water uptake by later-
ally extended root systems. According to the form of GB, the biomass
growth rate depends not only on the amount of soil water at the plant
location X, but also on the amount of soil water at any point X′ at the



E. Meron /Mathematical Biosciences 271 (2016) 1–18 5

Table 1

Dimensions of all quantities appearing in the model equations in terms of the fun-
damental dimensions: length (L), mass (M), and time (T ). We will use units of
meters (m), kilograms (kg) and years (yr), respectively.

Quantity Dimension

B, W, H, Z, K, Q L−2M

DB , DW L2T −1

M, N, A T −1

DH L4M−1T −1

�, Ŵ L2M−1T −1

E L2M−1

P L−2MT −1

T T

X, Y, S0 L

R, f 1

reach (�) of the plant’s roots. Similarly, contributing to the water up-
take rate GW at a point X are plants located at distant points X′ whose
roots extend to X.

The soil-water diffusion feedback is captured by choosing both E

and the ratio DW/DB to be large enough. Large E is required to create
strong local depletion of soil-water at the growing vegetation patch
and steep soil-water gradients. Large DW/DB is required to guaran-
tee fast soil-water diffusion towards the vegetation patch relative to
patch expansion. Otherwise, patch expansion would act to smooth
out the soil-water gradients and reduce the transport of water that is
needed to maintain the positive feedback.

For simplicity, we have not presented the model Eq. (4) in their
most general form. The linear soil-water (W) dependence of the
biomass-growth and water-uptake terms is a simplification of a more
realistic dependence of the form W/(W0 +W), where W0 is a half
saturation constant [39]. It reduces to a linear dependence when W

≪ W0. Biomass loss has been associated with mortality, but other
drivers of biomass loss exist, which require the introduction of non-
constant biomass-decay rates, e.g. grazing stress which can be mod-
eled by a biomass-dependent decay rateM = M(B). The biomass “dif-
fusion” term represents short-distance seed dispersal or clonal ex-
pansion, but can be generalized to describe long-distance seed dis-
persal by introducing a nonlocal term involving an integral over a ker-
nel function [40,41]. The nonlocal term reduces to a diffusion term for
sufficiently localized kernels. Finally, we have not included an evapo-
ration term in the surface-water Eq. (4c), assuming a short residence
time of surface water due to fast overland flow and high infiltration
rates, especially in vegetation patches. When these conditions are not
met an evaporation term similar to (6) should be included in (4c).

The dimensions of all quantities appearing in themodel equations
are given in Table 1. Note that although H and Z have dimensions of
mass per unit area, we can regard H and Z as having dimensions of
length by referring to the same quantities divided by the density of
water, ρw = 1 g/cm3. With this convention 1 kg /m2 is equivalent to
1 mm and the precipitation rate P can be measured in units of mil-
limeters per year (mm/yr).

Implicit in the model Eq. (4) are two additional assumptions. The
first is that the landscape has a fixed topography. Thus, while past
erosion-deposition processes, that shaped the topography, may have
significant effects on water flow and vegetation growth, the latter
processes are assumed to have no significant feedback on the topog-
raphy [42]. The second assumption is that while rainfall may strongly
affect vegetation growth, the total vegetation biomass is too small to
feed back on the atmosphere and affect the rainfall [43].

2.3.2. A community of plants

Themodel Eq. (4) describe the dynamics of a single population of a
given species. A straightforward extension of these Eq. (4) to describe
a community of species leads to the following equations:

∂TBi = Gi
BBi(1 − Bi/Ki) − MiBi + DBi

∇2Bi (9a)

∂TW = IH − LW −W
∑

i

Gi
W + DW∇2W (9b)

∂TH = P − IH − ∇ · J, (9c)

where the index i = 1, . . . ,n runs over the life forms that consti-
tute the community, Bi stands for the above-ground biomass per unit
ground area of the ith life form, and the overland water flux J is given
by (5). The biomass dependence of the infiltration rate is a general-
ization of (1):

I = A

∑

i YiBi + Q f
∑

i YiBi + Q
, (10)

where Yi represents the contribution of the ith species to the in-
creased infiltration rate in a vegetation patch andY1 = 1. Likewise the
biomass dependence of the evaporation rate L is a generalization of
(6) and reads

L =
N

(1 +
∑

i RiBi/Ki)
. (11)

Finally, the biomass-growth rate and the water-uptake rate given by
(7) are generalized to

Gi
B(X, T) = �i

∫

�

Gi(X,X′, T)W(X′, T)dX′, (12)

Gi
W (X, T) = Ŵi

∫

�

Gi(X
′,X, T)Bi(X

′, T)dX′, (13)

where

Gi(X,X′, T) =
1

πS2
i

exp

[

−
|X − X′|2

[Si(1 + EiBi(X, T))]2

]

. (14)

Plant species in water-limited systems often compete for sunlight
in addition to water, as taller plants reduce the availability of light
to shorter plants by shading. The positive feedback between shoot
growth and light availability results in an inter-specific competition
for light that can lead to the dominance of the taller plant species
[44]. To capture this competition we introduce the following form for
the biomass growth rate parameter that appears in (12) [45]:

�i(B) = �0i

(

1 −
� j �=iB j

� jB j + BR

)

. (15)

Here,�0i represents the growth rate of the ith life form in the absence
of competitors and BR is a positive constant serving as a reference
value for the total biomass beyond which light becomes a limiting
resource for small plants [46].

An important factor affecting community structure is grazing by
herbivores, which acts to remove above-ground biomass mostly from
tall plants with palatable leaf tissue [47–49]. We therefore model
grazing as a biomass dependent term in the total biomass loss rate,

Mi = M0i + M1iBi, (16)

where M0i is the biomass-loss rate of the ith species due to mortality
andM1iBi is the loss rate due to grazing.

Plant species differ from one another in many respects. Many of
these differences can be captured by the trait parameters that ap-
pear in the model equations, such as growth rates (�i), uptake rates
(Ŵi), mortality rates (Mi), root-to-shoot ratios (Ei), maximal stand-
ing biomass (Ki), seed dispersal (DBi

) and others. Characterizing the
community by small volume elements in a space spanned by all
trait parameters, however, requires solving the equations in a high-
dimensional trait space, which is a formidable task. Instead, we may
focus on selected response and effect traits. Considering biomass pro-
duction as the ecosystem function of interest in a water-limited plant
community, we choose the root-to-shoot ratio, E, as the response
trait, and the maximum standing biomass, K, as the effect trait.
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Fig. 4. Root-shoot (E − K) tradeoff curves obtained from (17) for three different α val-
ues. The big solid circles represent the two extreme tradeoff cases, χ = 0 and χ = 1.
The small solid circle C represents an ideal case (both shoots and roots are long) that
serves as a reference point - species described by tradeoff points that are closer to C

have larger fitness.

We further assume that there is a tradeoff between these two
traits; the plant’s investment in above-ground biomass comes at the
expense of investment in below-ground biomass and vice versa. This
tradeoff allows the replacement of the two functional traits E and K

by a single dimensionless tradeoff parameter, 0 ≤ χ ≤ 1, defined im-
plicitly through the relations

E(χ) = Emin + χα(Emax − Emin),

K(χ) = Kmin + (1 − χ)α(Kmax − Kmin). (17)

The parameter α describes different tradeoff curves in the K, E plane,
as Fig. 4 shows, and may represent different species pools.

The parameter χ can be used to define the functional groups that
comprise the community as follows. Discretizing χ uniformly along
the interval [0,1]: χi = i/n, i = 1, . . . ,n, we define the ith functional
group as the point χ i and the small increment �χ = 1/n that pre-
cedes it. In the model Eq. (9) the ith functional group is described by
a biomass variable Bi that satisfies (9) with Ki = K(χi) and Ei = E(χi),
where all other parameters assume the same values for all func-
tional groups. In general, there might be additional tradeoff param-
eters that characterize each functional group [50,51]. For simplicity,
we will consider in the following a single tradeoff, focusing on the
E − K tradeoff (17) as an example [45,46].

2.3.3. Model simplifications

The general model Eq. (4) simplify considerably in two specific
ecological contexts. The first refers to ecosystems with plant species
whose roots are spatially confined in the lateral directions relative
to the biomass and soil-water distributions. If both B and W are ap-
proximately constant across the narrow root zone, we can substitute
W(X′, T) ≈ W(X, T) and B(X′, T) ≈ B(X, T) inside the integrals (7) and
integrate the remaining Gaussian function over X′:

∫

�

G(X,X′, T)dX′ =
1

πS20

(

∫ ∞

−∞

exp

(

−
X ′2

S2

)

dX ′

)2

= s2, (18)

where s = S(B)/S0 = 1 + EB. Inserting this result in (7) we obtain
the following local forms for the biomass-growth and water-uptake
rates:

GB = �W(1 + EB)2, GW = ŴB(1 + EB)2. (19)

The simplified model then consists of Eq. (4) with GB and GW given
by (19). In this model only the infiltration and soil-water diffusion
feedbacks are captured.

The second context that allows a considerable simplification of (4)
is ecosystemswith uncrusted sandy soil, where the infiltration rate in
bare areas is as high as in vegetated areas. Assuming a biomass inde-
pendent infiltration rate I, i.e. f = 1 in (1), the equation for the surface
water variable H decouples from those for B andW. This equation has

Table 2

Relations between non-dimensional quantities and
their dimensional counterparts.

Quantity Scaling Quantity Scaling

b B/K p �P/MN

w �W/N δb DB/MS20
h �H/N δw DW /MS20
q Q/K δh DHN/M�S20
ν N/M ζ �Z/N
α A/M ρ R

η EK t MT

γ ŴK/M x X/S0

a single stationary uniform solution, H0 = P/I, which is always lin-
early stable. Since H is the fastest variable we can assume that on the
much longer time scales over which B and W significantly change it
has already equilibrated at H0. Inserting the solution H = H0 into the
equation forW, Eq. (4) reduce to the two-variable model

∂TB = GBB(1 − B/K) − MB + DB∇
2B, (20a)

∂TW = P − LW − GWW + DW∇2W, (20b)

where GB and GB are given by the non-local forms (7). This simpli-
fied model still captures two pattern-forming feedbacks, the root-
augmentation and the soil-water diffusion feedbacks.

We can further combine the two simplifications made above to
obtain a two-variable model with no integral terms, that is Eq. (20)
with GB and GW given by (19). Out of the three pattern-forming feed-
backs this simplification captures only the soil-water diffusion feed-
back. Similar simplifications can be applied to the model (9) for a
plant community. In particular, the extension of (20) to a community
consisting of n functional groups is

∂TBi = Gi
BBi(1 − Bi/Ki) − MiBi + DBi

∇2Bi, (21a)

∂TW = P − LW −W
∑

i

Gi
W + DW∇2W, (21b)

with

Gi
B = �iW(1 + EiBi)

m, (22a)

Gi
W = ŴiBi(1 + EiBi)

m, (22b)

where �i is given by (15) and we introduced the exponent m to dis-
tinguish between 1d systems for which m = 1, and 2d systems for
whichm = 2.

2.3.4. Non-dimensional equations

The model Eq. (4) can be brought to a non-dimensional form by
scaling state variables, space and time coordinates and parameters as
shown in Table 2. The advantages of this particular scaling is that four
parameters are eliminated, K, M, �, S0 (more than the three param-
eters that can be eliminated in an LMT system with three dimen-
sionally independent parameters [12,52]), and the instability of the
bare-soil state occurs at a critical precipitation value that is equal to
unity (pc = 1) independently of any other parameter [36].

Expressed in terms of the non-dimensional quantities defined in
Table 2, which include in particular the non-dimensional state vari-
ables (b, w, h) and the space and time coordinates (x, t), the non-
dimensional model equations are [36]:

∂tb = Gbb(1 − b) − b+ δb∇
2b, (23a)

∂tw = Ih − lw − Gww + δw∇2w, (23b)

∂th = p− Ih − ∇ · j, (23c)
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with

j = −2δhh∇(h + ζ ). (24)

Here, the non-dimensional evaporation rate l, infiltration rate I,

growth rate Gb and soil-water uptake rate Gw are given by

l =
ν

1 + ρb
, I = α

b(x, t) + q f

b(x, t) + q
, (25)

Gb(x, t) = ν

∫

�

g(x,x′, t)w(x′, t)dx′,

g(x,x′, t) =
1

π
exp

[

−
|x − x′|2

s̃[b(x, t)]2

]

, (26)

and

Gw(x, t) = γ

∫

�

g(x′,x, t)b(x′, t)dx′, (27)

where s̃(b) = s(B) and the dimensionless counterpart of E is

η =
ds̃

db
|b=0 =

ds

dB
|B=0K = EK. (28)

The non-dimensional form of the precipitation parameter

p =
�P

MN
, (29)

shows the equivalence of decreasing the precipitation rate, P, to in-
creasing the mortality rate, M, or the evaporation rate, N. Similar
scaling relationships can be applied to the community version of the
model [37] and to the simplified versions of the model [53].

3. Pattern formation links

The platform of models introduced in the previous section can be
used to study various relationships between pattern formation, on
one hand, and the abiotic environment, biodiversity and ecosystem
function, on the other hand. We briefly describe several examples of
such relationships and refer the reader to the relevant literature for
detailed accounts.

3.1. Pattern formation and the abiotic environment

As pointed out earlier, vegetation pattern formation is a
population-level means of an ecosystem to cope with an environ-
mental stress. Depending on environmental conditions, the asymp-
totic patterns that form can be periodic, non-periodic or scale free,
as we discuss in Sections 3.1.1–3.1.3 below. Quite often observed pat-
terns do not represent asymptotic states. This is because of the rel-
atively long time scales involved and because of disturbances as we
discuss in Section 3.1.4. The model studies to be described have been
carried out for a homogeneous system (no explicit space dependence
in the model equations), and mostly for time-independent precipita-
tion rates that represent mean annual rainfall. For studies of vegeta-
tion pattern formation in non-stationary and heterogeneous environ-
ments we refer the reader to the available literature on this subjects
[54–61].

3.1.1. Basic vegetation states along the rainfall gradient

Consider the model Eq. (23) for a flat terrain, for which ζ = const.

and

−∇ · j = δh∇
2(h2), (30)

and assume first a 1d system. The equations have two stationary uni-
form solutions representing physical states2, bare soil (b = 0) and
uniform vegetation. As the bifurcation diagram in Fig. 5 shows, the

2 We use the term “uniform solution” to denote a spatially homogeneous solution.
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Fig. 5. A bifurcation diagram for (23) with GB and GW given by (19) in 1d. The verti-
cal axis represents the spatial average of b2 while the horizontal axis represents the
precipitation rate. The diagram shows the existence and stability information for uni-
form vegetation and bare soil solutions, and for periodic solutions that differ in their
wavelengths (WL) as indicated. From [12].

bare-soil solution is stable at low precipitation values p and loses sta-
bility in a uniform stationary instability at pc = 13. At this point a so-
lution branch representing uniform vegetation appears. This solution
branch is often unstable when it appears but becomes stable at high
precipitation values that exceed a second threshold, p2. As p is de-
creased below p2 the uniform vegetation solution loses stability in a
nonuniform stationary instability. At this point a solution branch rep-
resenting stationary periodic vegetation patterns appears. Depending
on parameters, the periodic biomass and soil-water distributions can
be in phase or anti phase [53]. Its wave-number kc can be calculated
using a linear stability analysis [36]. This solution branch terminates
on the uniform vegetation solution branch at a lower p value. Addi-
tional periodic solution branches appear below p2 with decreasing
wavenumbers, as Fig. 5 shows. They extend down to a precipitation
threshold p1 < pc below which the lowest wavenumber solution dis-
appears in a fold bifurcation [39,62–64]. Note that these periodic so-
lutions extend to precipitation values much lower than the uniform
vegetation solution, highlighting the role of vegetation pattern for-
mation as a population-level means of coping with water stress.

In 2d isotropic systems a continuous family of growing modes
appear at p = p2, with wave-vectors k spanning the circle |k| =

k = kc. According to pattern formation theory [12,14,15,65,66], out
of this family a triad (k1, k2, k3) of resonating modes, satisfying
k1 + k2 + k3 = 0, is generally selected. The simultaneous growth of
these modes gives rise to stable hexagonal solutions, which in the
present context describe hexagonal patterns of vegetation gaps. So-
lution branches describing vegetation stripe patterns, e.g. with wave-
vector k1, also appear below p = p2, but they are unstable to the
growth of the resonating modes k2 and k3. Stable stripe patterns ap-
pear only at lower p values, and at yet lower p values stable hexag-
onal patterns of vegetation spots appear. Altogether five basic vege-
tation states can be distinguished along the rainfall gradient as Fig. 6
illustrates: uniform vegetation, hexagonal gap pattern, stripe pattern,
hexagonal spot pattern and bare soil [36]. This is a universal sequence
of states [67] that has been found in other contexts too. These pre-
dictions are consistent with empirical observations in water-limited
regions throughout the world [8]. Observations of the three basic
patterns, spots, stripes and gaps (for different species) are shown in
Fig. 7.

3 By uniform (nonuniform) stationary instabilitywemean an instability at which the
first mode to grow has a zero (nonzero) wavenumber k and the growth is monotonic
in time.
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Fig. 6. The five basic vegetation states along the rainfall gradient; uniform vegetation, hexagonal gap pattern, stripe pattern, hexagonal spot pattern and bare soil. The pattern
states shown are numerical solutions of (23)–(27). From [12].

Fig. 7. Aerial photographs of nearly periodic vegetation patterns in nature: (a) a spot
pattern in Zambia (from [23]), (b) a stripe pattern in Niger (from [7]), (c) a gap (“fairy
circle”) pattern in Namibia. From [12].

Consider now a landscape with a constant slope in the x direction
for which ∇ζ = cx̂, where c is the slope. The flow term in (23c) then
becomes

−∇ · j = δh∇
2(h2) + 2δhc∂xh. (31)

Studies of (23) with (31) leads to the same uniform solutions as for
flat terrains, but the periodic pattern states differ in two main re-
spects: (i) the stripe (or band) patterns orient themselves in a direc-
tion perpendicular to the slope, (ii) they migrate uphill [36,68]. The
orientation perpendicular to the slope direction is a mean by which
the vegetation maximizes the amount of water it receives by runoff
interception; patterning along the slope would result in water leak-
age out of the system and vegetation decay. These findings have been
foundwith simpler models too [18,69–71], and have been reported in
field observations [72]. The effect of the slope on the pattern’s wave-
length has also been studied and found to be history dependent; pat-
terns generated by degradation of uniform vegetation show increas-
ing wavelengths with slope, whereas colonization of bare ground
gives the opposite trend [73].

3.1.2. Localized structures and disordered patterns

The instability of uniform vegetation to periodic gap patterns is
often subcritical, implying a precipitation range where two alterna-
tive stable states coexist, uniform vegetation and gap patterns. Under
this condition many additional nonuniform stable solutions may ex-
ist; they describe confined domains (localized structures) of the pat-
terned state of increasing sizes in a system otherwise occupied by
the uniform vegetation state, and vice versa. This dynamical behav-
ior, commonly referred to as homoclinic snaking [74,75], is related to
the pinning of the fronts that separate adjacent domains of the two
alternative stable states in a range of the control parameter [76]4.
Homoclinic snaking has indeed been found in the simplified model
Eq. (20), which describe a particular ecosystem - the Namibian Fairy-

Circle ecosystem [77,78]. Fairy circles are barren circular gaps in a
grassland that form nearly periodic gap patterns. The confined do-
mains amount in this context to groups of missing gaps in a periodic
gap pattern, or to groups of gaps in a uniform grassland. Confined do-
mains or localized structures also act as building blocks for a wide va-
riety of disordered extended solutions. We call the localized and ex-

4 This is unlike bistability of uniform states where fronts propagate in general and
can only be stationary in a particular value of the control parameter, or because of a
repulsive interaction with another front.

tended solutions hybrid states to distinguish them from the uniform-
vegetation state and the periodic gap patterns [63].

Another bistability range of uniform and patterned states exists
at a lower precipitation range – uniform bare-soil and periodic spot
patterns. The behavior in this bistability range, however, is quite dis-
tinct from that described above for the bistability of uniform vegeta-
tion and periodic gap patterns, and is apparently related to the fact
that the periodic-pattern solutions do not bifurcate from the uniform
bare-soil solution, but rather from the uniform-vegetation solution.
In this case, homoclinic snaking has been found only when a second
bistability range of uniform vegetation and periodic patterns exists in
the vicinity of the instability point, p = pc, of the bare soil solution
[78]. This bistability range is generally very small, if it exists, and the
homoclinic snaking range is small too. Nevertheless, single-hump or
single-spot localized solutions do exist in a wide precipitation range
[64] and serve as building blocks for a variety of disordered extended
patterns. Strictly speaking, the latter patterns are not asymptotic [79],
but can be considered as such on ecological time scales.

3.1.3. Scale-free patterns

So far we discussed three basic periodic patterns (spots, stripes,
gaps) and a variety of additional non-periodic patterns in bistability
ranges of uniform and patterned states. Despite the wide variety of
these patterns they all share one property – a characteristic length
scale, whether it is the width of a stripe, the diameter of a spot or the
diameter of a gap. Empirical studies in the Kalahari desert [80] and
in Mediterranean ecosystems [81], however, have reported the ob-
servations of patterns with wide patch-size distributions, lacking any
characteristic length. Studies of the model Eq. (23) show that such
“scale-free” patterns can appear when the competition for water be-
comes global [80,82,83]. Global competition in the model equations
can developwhen the spatial distribution of the water resource is fast
relative to processes that exploit it. A possible realization of this prin-
ciple is fast surface-water flow relative to the infiltration of surface
water into the soil [83], as discussed below.

Consider a system with a sharp infiltration contrast for which the
infiltration feedback is the only driver of vegetation patchiness.When
the condition of fast surface-water flow relative to infiltration is not
satisfied, a small initial patch either grows to a vegetation spot of a
characteristic size, or forms an expanding vegetation ring of a char-
acteristic width [56,84]. Ring formation is a result of central dieback;
when a growing vegetation patch becomes too large the surfacewater
flowing toward it infiltrates mostly at the patch periphery and does
not reach the patch center. Imagine now that the condition of fast
surface-water flow relative to infiltration is satisfied. Then, by the
time any significant infiltration takes place at a growing vegetation
patch, surface water has already reached the patch center. As a re-
sult, central dieback is avoided and big patches can develop. Further-
more, at any vegetation patch where infiltration begins to take place,
fast long-range overland flow immediately compensates for the lo-
cal surface-water depletion, thereby inducing global competition. As
a result, available surface water in the vicinity of a small patch can
be exploited by farther bigger patches, preventing the growth of the
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Fig. 8. A typical scale-free pattern, obtained for global competition induced by fast
surface-water flow relative to infiltration (a), and the corresponding patch-size distri-
bution (b). For additional information see Ref. [83].

small patch. The combination of these processes acts tomaintain both
large and small patches and therefore leads to wide patch-size distri-
butions. A dimensional analysis [12] gives the following scaling rela-
tion for the ratio, ξ , between the areas occupied by the largest and
smallest patches, Smax and Smin:

ξ =
Smax

Smin

∼

√

DHP

AS0
. (32)

Model studies with ξ ≫ 1 indeed show the possible appearance of
wide patch-size distributions [83] as Fig. 8 indicates. They also show a
slow process of patch coarsening [85], reminiscent of Ostwald ripen-
ing in two-phase mixtures [86].

3.1.4. Transient patterns

Many of the patterns seen in natural landscapes do not coincide
with the asymptotic patterns predicted by the models, but can be in-
terpreted as transients towards these asymptotic patterns, be they
periodic or localized. A common transient pattern is the ring, vari-
ous natural realizations thereof are shown in Fig. 9. As pointed out in
Section 3.1.3, rings can result from central vegetation dieback as ini-
tially small spots grow in size. The dynamics of such spots depends
on organismic parameters, such as the root-to-shoot ratio η, and on
environmental parameters, such as the precipitation p. An initially
small spot will approach a fixed size, rather than form a ring, when
η is sufficiently large or p is sufficiently small. Under such conditions
the growing spot significantly depletes the soil-water content in its
neighborhood as Fig. 10a shows. At that level further spot expansion
becomes impossible. By contrast, when η is sufficiently small, the
rate of water uptake relative to the precipitation rate is too small to
prevent spot expansion and ring formation as the water distribution
shown in Fig. 10b suggests.

Two dieback mechanisms have been studied using (23) [56]. The
first mechanism pertains to conditions of high infiltration contrast
between vegetated and bare soil, under which overland water flow
is intercepted at the patch periphery. The decreasing amount of wa-
ter that the patch core receives as the patch expands, leads to cen-
tral dieback and ring formation. The second mechanism pertains to
plants with large lateral root zones, and involves central dieback and
ring formation due to increasing water uptake by the new vegeta-
tion at the patch periphery. In general the two mechanisms act in
concert, but the relative importance of each mechanism depends on
environmental conditions; strong seasonal rainfall variability favors
ring formation by the overland-flow mechanism, while a uniform

Fig. 9. Ring patterns in nature. (a) Mixtures of rings and spots of Poa bulbosa L. observed in the Northern Negev, Israel (150 mm/yr); (b) An Asphodelus ramosus L. ring observed
in the Negev desert, Israel (170 mm/yr); (c) A ring of Urginea maritima (L.) Baker observed in Wadi Rum, Jordan (50 mm/yr); (d) Ring of Larrea Tridentata (DC.) Coville in Lucerne
Valley, California, USA (98 mm/yr). From [56].
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Fig. 10. Transects of two-dimensional spatial distributions of biomass (solid lines) and soil-water density (dashed lines) for (a) a stationary spot solution (η = 3.2), and (b) an
expanding ring solution (η = 1.6). From [87].
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rainfall regime favors ring formation by the water-uptake mecha-
nism. These results explain the formation of rings by fast-growing
species with confined root zones in a dry-Mediterranean climate,
such as Poa bulbosa. They also explain the formation of rings by
slowly-growing species with highly extended root zones, such as Lar-
rea tridentata (Creosotebush) [56].

The mechanisms described above are based on biomass-water
relations only. Other mechanisms have been proposed too, includ-
ing a negative feedback between sediment deposition and vegetation
growth [88] and the release of toxic materials [89,90]. For a recent
review see Ref. [91]. We further note that rings generally develop on
a fairly flat ground; on a slope crescent shapes develop instead [87].

3.2. Pattern formation and ecosystem function

Ecosystem function is often impaired by transitions from one sta-
ble system state to an alternative stable state. Such transitions, com-
monly referred to as “regime shifts” [92], are generally conceived as
abrupt events occurring uniformly across the ecosystem. The transi-
tions can be induced by varying environmental conditions that move
the system across an instability point or by disturbances that kick
the system out of the attraction basin of its current state. This view
overlooks significant pattern formation aspects [93], which we dis-
cuss in Section 3.2.1 in the context of desertification. The recipro-
cal process of restoring degraded landscapes and ecosystem function
can be viewed as a spatial resonance problem, and is discussed in
Section 3.2.2.

3.2.1. Desertification

Regime shifts that involve loss of biological productivity repre-
sent forms of desertification. They are particularly relevant to water-
limited ecosystems where multi-stability of states is predicted by
model studies and implied by field observations [10]. The simplest
realization of alternative stable states that can be envisaged in such
ecosystems is bistability of a uniform vegetation state and a uniform
bare-soil state. Bistability of this kind can be obtained with non-
pattern-forming positive feedbacks, such as reduced evaporation rate
of above- and below-ground water in vegetated areas compared to
bare soil, and increase of nutrient concentration as a result of litter
decomposition. More common, however, is bistability of uniform and
patterned states, either uniform vegetation and gap patterns or uni-
form bare soil and spot patterns.

The simple view of regime shifts overlooks the possible occur-
rence of spatially confined disturbances, which can induce local tran-
sitions to the alternative stable state, and nonuniform instabilities to
spatially periodic patterns. Consider first the simplest case of bistabil-
ity of uniform states and an ecosystem in one of these states, which
is disturbed by confined domains of the alternative state. The subse-
quent dynamics of such a state are determined by the properties of
the fronts that bound these domains. These fronts generally propa-
gate at a unique velocity. Varying the control parameter across the
bistability range results in a change of the direction of front propa-
gation at the so-called Maxwell point. Depending on which side of
the Maxwell point the system is, confined domains of the alternative
state either contract and disappear, or expand and gradually induce a
global shift to the alternative stable state [93]. Unlike abrupt regime
shifts, gradual shifts of this kind can occur far from any instability
point. As a consequence, early warning signals for impending shifts
that are based on the proximity to instability points [94] are not appli-
cable. Note, though, that the closer the system to the Maxwell point
the slower is the global shift. Thus, although the Maxwell point des-
ignates a sharp borderline between recovery from a disturbance and
gradual shift [95], traversing this point does not involve any sharp
dynamical change.

At least two exceptions to this simple behavior should be noted.
Repulsive front interactions can prevent the coalescence of two do-

mains approaching one another and can result in asymptotic spatial
patterns. This is often the case in activator-inhibitor systemswith fast
inhibitor diffusion [96], and may be relevant to water limited ecosys-
tems with fast water transport. Another exception pertains to non-
gradient systems which go through a “Nonequilibrium Ising-Bloch”
(NIB) bifurcation. This is a front bifurcation that results in a pair of
stable counter-propagating fronts. Beyond the NIB bifurcation, con-
fined domains of the alternative stable state may induce persistent
spiral waves, and in the vicinity of the NIB bifurcation a state of
spatio-temporal chaos, nurtured by repeated events of spiral-pair nu-
cleation, may result [97–101].

Nonuniform instabilities of uniform states lead to bands of stable
periodic solutions, and this holds for the instability of the uniform
vegetation state too. As the precipitation rate is decreased new peri-
odic solutions with successively longer wavelengths appear, as Fig. 5
shows [63,102]. Desertification may therefore involve gradual transi-
tions to successively sparser periodic patterns before an abrupt tran-
sition to bare soil takes place [64].

The nonuniform instability of the uniform vegetation state is of-
ten subcritical (for parameters representing realistic contexts), and
leads to a bistability range of uniform vegetation and periodic pat-
terns. This allows for yet another response form to rainfall variabil-
ity. As discussed in Section 3.1.2, when one of the alternative sta-
ble states is spatially patterned a subrange of the bistability range
may exist where fronts do not propagate but are rather pinned in
place. Within this subrange a multitude of stable hybrid states ex-
ist. Local disturbances within the hybrid-state subrange result in the
convergence to stable hybrid states with no further dynamics, un-
like the case of two uniform alternative states. However, environ-
mental variability can induce rich dynamical behaviors [103]. In par-
ticular, an asymmetric variability, such as a series of droughts, can
induce gradual desertification from a disturbed uniform-vegetation
state to a periodic-pattern state [78,93]. This will be the case when
the droughts are strong enough to take the system out of the hybrid-
state subrange where fronts are no longer pinned and the periodic
pattern state propagates into the uniform-vegetation state. A good
candidate ecosystem for observing and studying gradual desertifica-
tion of this kind is the Namibian fairy-circle ecosystem, where fairy-
circle birth and death processes can be interpreted as instances of
front propagation [78].

3.2.2. Resilience of restored landscapes

How can desertification be reversed once it has occurred? A com-
mon practice is water harvesting by spatially periodic ground mod-
ulations, often in the form of parallel linear embankments, that in-
tercept overland water flow and along which vegetation is planted
[104]. Various open questions arise in regard to this practice: how far
apart should the linear embankments be? Should the vegetation be
planted continuously along the embankments? How should partic-
ular choices of ground-modulation templates and planting patterns
affect ecosystem function in terms of biological productivity and re-
silience to environmental variability?

Since water-limited vegetation tends to self-organize in spatial
patterns even in the absence of a ground-modulation template, the
practice of water-harvesting is, in essence, a spatial resonance prob-
lem; the success of this practice depends on the system’s ability to
yield to the imposed template of ground modulations. The response
of pattern-forming systems to periodic spatial forcing [105–110], pe-
riodic ground modulations in the present context, has been the sub-
ject of active research recently [111–123]. We focus here on one as-
pect of these studies that is relevant to the question of the resilience
of restored vegetation to rainfall variability [124]. Periodic ground
modulations can be captured in the model Eq. (23) by modulating
the topography function ζ to simulate embankments, or by modulat-
ing the infiltration parameter f, which amounts to a template of crust
removal.
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Fig. 11. A resonant rhombic pattern in the vicinity of the 1:1 resonance of stripe pat-
terns (k f = 1.1k0). Panel (a) shows the biomass distribution in the x, y plane of a
solution of (23) with a periodically modulated infiltration rate given by (34). Panel
(b) shows the power spectrum of the solution relative to the circle |k| = k0, where
darker dots denote higher power. The four peaks on the circle of radius k0 represent-
ing two oblique modes, k∓ = ( − kx,∓ky), and their complex conjugates, −k∓ . The
value kx = k f /2 indicates that the 2d patterns is resonant. For further information see
Ref. [124].

Two-dimensional (2d) systems do not necessarily follow stripe-
like periodic forcing; rather than forming 1:1 resonant stripe patterns
[112], which in the restoration context amounts to a vegetation band
along each embankment or stripe of removed crust, they often re-
spond by forming 2d resonant rhombic patterns. That is, if the forc-
ing wave-vector is k f = (k f ,0) (i.e. oriented along the x direction)
and the wave-number of the preferred mode in the unforced system
is k0, the power spectra of the patterns that form contain three major
modes: two oblique modes with wave-vectors

k∓ = ( − kx, ∓ky), kx = k f /2, ky =
√

k20 − k2x , (33)

and a stripe mode k f = ( ± k f ,0). These modes resonate with the
forcing and satisfy the resonance condition k+ + k− + k f = 0 in a
wide range of forcing wave-numbers, kf. This is because of the free-
dom of the system to select the wave-vector component ky such
that the total wave-number of each of the oblique modes is the
preferred one, k− = k+ =

√

k2x + k2y = k0 (see Eq. (33)). This makes
the pattern robust even in the vicinity of the 1:1 resonance where
kf ≈ k0 [116,124].

Fig. 11 shows an example of a resonant rhombic pattern in the
vicinity of the 1:1 resonance of stripe patterns (k f = 1.1k0) and the
corresponding power spectra. The solution shown was obtained by
solving numerically a simplified version of (23), in which the only
pattern formingmechanism is the infiltration feedback, with periodic
modulation of the infiltration parameter

f = f0

[

1 +
γ f

2
(1 + cos (k f x))

]

. (34)

Rhombic patterns of this kind destabilize resonant stripe patterns at
sufficiently low precipitation and extend as stable solutions to pre-
cipitation values below the existence range of stripe solutions. This
result bears on the preferred restoration pattern in terms of resilience
to precipitation downshifts as we now discuss.

Starting from a precipitation range where 1:1 resonant stripe pat-
terns are stable, precipitation downshifts to values below this range
can lead to two distinct behaviors, convergence to resonant rhombic
patterns and collapse to bare soil. The former behavior is obtained
with relatively small downshifts, where resonant stripes solutions
still exist as unstable solutions, while the latter behavior occurs with
larger downshifts where resonant stripe solutions no longer exist.
The reason for this dramatic change in the response of the system
as the unstable stripe solutions disappear is that their unstable man-
ifold, which represents the growth of the oblique modes and the con-
vergence to rhombic patterns, acts as a barrier for the flow in phase
space and prevents the approach to the stable bare-soil state. This
constraint on the flow no longer exists when the unstable stripe solu-
tions cease to exist. The conclusion from this study is that restoration
in stripe patterns is not resilient to rainfall variability and may re-
sult in a complete failure. Restoration in rhombic patterns, which in-

volve discontinuous plantation along the ground modulations, does
not suffer from this problem. Furthermore, upon precipitation up-
shifts rhombic patterns converge smoothly to stripe patterns [124].
Restoration in resonant rhombic patterns is therefore advantageous
over the more intuitive restoration in resonant stripe patterns.

3.3. Pattern formation and biodiversity

Associated with self-organized vegetation patterns are nonuni-
form soil-water distributions. The redistribution of the water re-
source by a pattern-forming plant species can change interspecific
interactions. The magnitude of this effect depends on the rela-
tive strength of different pattern-forming feedbacks, on the rainfall
regime and on the actual spatial patterns being formed, as discussed
in Section 3.3.1. The changes in interspecific interactions, along with
environmental filtering, can affect community-level properties such
as functional diversity, community composition and others. These
effects, however, have hardly been studied using a mathematical-
modeling approach; the limited progress that has been made is dis-
cussed in Section 3.3.2.

3.3.1. Plants as ecosystem engineers

An important concept in the study of interspecific interactions
is that of an ecosystem engineer [125,126]. An ecosystem engineer is
an organism that affects the growth of other organisms by modify-
ing the abiotic environment. Numerous examples of organisms that
act as ecosystem engineers exist [127]. In dryland plant communi-
ties, ecosystem engineering has been studied mostly in the context
of shrubs and herbs that grow in the vicinity of and under the shrub
canopy [128,129]. Using the single-species model (23), we can first
explore the capacity of a woody life form to act as an ecosystem engi-
neer. The soil-water content in a vegetation patch, as compared with
the content in bare soil, strongly depends on the relative strength of
the infiltration and root-augmentation feedbacks. While the infiltra-
tion feedback acts to increase the soil-water content by overland wa-
ter flow toward the patch, the root-augmentation feedback acts to de-
plete it by strong water uptake. Thus, strong infiltration feedback and
weak root-augmentation feedback lead to high soil-water concentra-
tion in the vegetation-patch area, whereas weak infiltration feedback
and strong root-augmentation feedback lead to soil-water depletion
in the patch area and its surroundings [36]. By concentrating the wa-
ter resource beyond the bare-soil level, the woody life form creates
an ameliorated micro-environment that may increase the fitness of
other plant species and result in higher species richness [10,37].

Ecosystem engineering, however, depends on additional factors
besides the relative strength of the two feedbacks. For a given woody
life form it can change along the rainfall gradient and for a fixed envi-
ronment it can change with the spatial pattern that the woody plant
forms [37]. The relation between ecosystem engineering and water
stress is demonstrated by the single life-form simulations shown in
panels a and b of Fig. 12. At relatively high precipitation a typical veg-
etation patch is big, the water uptake from any area element within
the patch is high and the patch is dryer than the surrounding bare soil
(Fig. 12b). By contrast, at sufficiently low precipitation the patches are
small and the uptake is low, while the infiltration rate remains high
in areas that are still covered by vegetation. As a result, the increase
of soil-water content in any area element within the patch by infil-
tration exceeds the decrease by water uptake and the patch becomes
wetter than the surrounding bare soil (Fig. 12a). Thus, while at high
precipitation the woody life form excludes the herbaceous life form,
at low precipitation it acts as an ecosystem engineer and can facilitate
the growth of the herbaceous life form, as panels c and d in Fig. 12
show.

Fig. 13 shows the effect of spatial patterning on ecosystem engi-
neering; while in a sparse, savanna-like pattern the woody life form
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Fig. 12. Model solutions showing the development of ecosystem engineering as pre-
cipitation decreases. Panels a and b show spatial profiles of the biomass b of a woody
ecosystem engineer and of the soil-water content w, at low and high precipitation
rates, using the model equations for a single life form. Panels c and d show the corre-
sponding responses of a herbaceous life form to the ecosystem engineering of a woody
life form, obtained by solving the model equations for two life forms. While at high
precipitation the woody life form excludes the herbaceous life form, at low precipita-
tion the woody life form facilitates the growth of the herbaceous life form. For further
information see [37].

Fig. 13. Model solutions showing the development of ecosystem engineering with
pattern density. The panels on the left show a savanna-like pattern with two isolated
woody patches (b1) in an otherwise uniform herbaceous vegetation (b2). In this case
the woody life form excludes the herbaceous life form. The panels on the right show
a dense spot pattern at the same parameter values. In this case the woody life form
facilitates the growth of the herbaceous life forms. For further information see [37].

excludes the herbaceous life form, in a dense spot pattern it facili-
tates the growth of the herbaceous life form understorey. Ecosystem
engineering can therefore develop in dense woody patterns.

3.3.2. Community-level properties

In order to study how changes in interspecific interactions affect
community structure, we first need amethod of deriving community-
level properties. Consider the simplified model Eq. (21) and (22),
for a community consisting of n functional groups uniformly dis-
tributed along the tradeoff axis χ (see Section 2.3.3). In order to re-
late model findings to field observations in annuals’ communities, we
will regard the functional groups as describing herbaceous life forms.
It will be useful to view the n biomass variables Bi, i = 1, . . . ,n as
discretized values of a continuous biomass function, B = B(X,χ , T),
with Bi = B(X,χi, T). Fig. 14 shows a typical asymptotic form of such
a function obtained by solving (21) numerically for a non-pattern-
forming community for which the state variables are space indepen-
dent [46]. The pulse-shape form of the biomass distribution along
the tradeoff axis contains information about three community-level
properties: functional diversity (pulsewidth), community abundance
(pulse area) and community composition (pulse position). Note that

Fig. 14. A typical pulse-shape biomass solution of (21). The biomass distribution along
the tradeoff axisχ contains information about functional diversity (pulse width), com-
position (pulse position) and total biomass (pulse area).

these properties can be related to the low moments of the biomass
distribution [130].

A variety of additional community level properties can be derived
by studying pulse solutions of this kind along environmental gradi-
ents. As an example, we show in Fig. 15 a relation between functional
diversity and precipitation, and how it is affected by a grazing stress
[46]. Note first that the relation is monotonically increasing. Note also
the negative effect of grazing on diversity at low precipitation and the
positive effect at high precipitation. This behavior supports the graz-

ing reversal hypothesis, which attributes the positive effect of grazing
at high precipitation to selective grazing of tall plants. This results in
reduced competitive exclusion by the tall plants and the coexistence
of short, less competitive plants, and in overall higher diversity.

The composition of the community changes too along the rain-
fall gradient [46]. Following a phase of environmental filtering, where
new functional groups that specialize both in water capture and in
light capture are added to the community as the precipitation is in-
creased, a competition phase begins in which functional groups that
specialize in capturing water (high χ groups) are displaced by func-
tional groups that specialize in capturing light (low χ groups).

The community-level properties discussed so far apply to spa-
tially uniform communities. How does spatial variability induced by
pattern-forming instabilities affect community dynamics? Since pat-
tern formation increases the ability of a functional group to copewith
water stress, the existence of pattern-forming functional groups in
the community should affect themanner bywhich community struc-
ture changes along a rainfall gradient.

The effect of pattern formation, however, can be more intricate,
as it can couple different functional groups. As an example consider
a small community in 1d consisting of two functional groups, one
specializing in capturing light, χ = 0, with biomass B1, and the other
in capturing water, χ = 1, with biomass B2. As the bifurcation dia-
gram in Fig. 16 shows, a precipitation range can be identified with
two stable pure population states, a spatially periodic χ = 0 state,
U∗
1,p = (B∗

1(x),0,W ∗
1 (x)), and a uniformχ = 1 state,U∗

2 = (0,B∗
2,W

∗
2 ).

This bistability range of uniform and patterned states gives rise to
homoclinic snaking and to a wide variety of hybrid states represent-
ing spatial coexistence of the two functional groups, as Fig. 17 shows.
Locally, each group excludes one another (see insets a-d in Fig. 17),
but neither group can displace the other because of front pinning.
Thus, pattern formation can affect community structure by forming
stable mosaics of different functional groups and thereby spatial co-
existence.

4. Discussion

We described examples of several processes that link pattern
formation to aspects of the abiotic environment, biodiversity and
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and reconnects to it at a lower precipitation value. From [45].

ecosystem function (dotted arrows in Fig. 1). Such links can mediate
the relationships between the latter three elements (broken arrows
in Fig. 1) as we now discuss.

4.1. Relation between the abiotic environment and ecosystem function

The freedom of spatially extended ecosystems to form patterns
opens up newpathways for ecosystem response to changes in the abi-
otic environment. Responses by pattern formation can affect the na-
ture of desertification transitions, making them gradual rather than
abrupt (Section 3.2.1), and can affect the success of restoration prac-
tices (Section 3.2.2). These consequences bear, in turn, on ecosystem
function in terms of biological productivity and resilience to rainfall
variability, as discussed below.

4.1.1. Biological productivity

Two scenarios of gradual desertification have been discussed in
Section 3.2.1. The first is associated with a wide band of periodic
patterns with increasingly long wavelengths as precipitation drops
down.Wide solution bands are typically found in the bistability range

Fig. 17. A bifurcation diagram that includes localized solution branches. The vertical
axis is chosen here to be the L2 norm of the biomass variables (‖B‖ =

∫

(B2
1 + B2

2)
1/2dx).

The insets show spatial biomass profiles of hybrid states consisting of confined pat-
terned domains of the χ = 0 functional group (B1) in uniform distributions of the
χ = 1 functional group (B2). Adapted from [45].

of periodic patterns and bare soil, far from the nonuniform instabil-
ity of uniform vegetation, as Fig. 5 illustrates. Transitions across this
band to periodic patterns with longer wavelengths represent a grad-
ual decrease in the total biomass, and thus in the biological produc-
tivity, before a transition to bare soil takes place, unlike the direct and
sudden collapse to bare soil in the absence of patterns [64].

The second scenario of gradual desertification that has been de-
scribed is associated with front pinning and homoclinic snaking
within a bistability range of uniform and patterned vegetation states.
This mechanism applies to landscapes that are initially in a hybrid
state or in an initial condition that can converge to a hybrid state
in response to a change in the environmental conditions (e.g. a pe-
riodic pattern with defects). Gradual desertification in this case can
be realized as a cascade of hybrid-state transitions to ever lower
biomass states, induced by environmental variability, such as a se-
ries of droughts [63,93]. Such cascades have been studied recently
using the simplifiedmodel Eq. (20) in the bistability range of uniform
vegetation and periodic gap patterns [78].

A third scenario of gradual desertification can be realized out-
side the snaking (or hybrid-state) range, where fronts are not pinned.
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This scenario can occur even at constant environmental conditions,
unlike the two scenarios discussed above, which require precipita-
tion downshifts. However, even in that case, gradual desertification
is a slow process, particularly in large systems, because of the local
dynamics it entails.

These results open up new directions for the development of land
management practices to mitigate land degradation, that is, practices
that favor gradual desertification, which can be easily monitored,
over sudden desertification.

4.1.2. Resilience

As Fig. 5 shows, solutions representing periodic vegetation pat-
terns extend to precipitation ranges much lower than the uniform
vegetation solution. Thus, the presence of pattern-forming species in
a water-limited ecosystem increases the resilience of the ecosystem
to droughts. We may further ask whether the pattern type, e.g. spots
or stripes, plays a role in the resilience of the ecosystem to environ-
mental variability.

We first address this question in the context of vegetation restora-
tion. In Section 3.2.2 we described the response of an ecosystem to a
1d, stripe-like ground modulations. We showed that restoration in a
rhombic pattern, which involves discontinuous plantation along the
embankments or the stripes of removed crust, to form a 2d 2:1 reso-
nant pattern (Fig. 11) is more resilient to droughts as compared with
continuous plantation to form a 1d 1:1 resonant stripe pattern. This
prediction is based on the assumption of weak ground modulations;
strong ground modulations may extend the stripe solution branch to
lower precipitation and thereby increase their resilience. Weak mod-
ulations, however, are advantageous in beingmore cost effective. Fur-
thermore, although restoration in a rhombic pattern involves partial
plantation along the ground modulations (which further reduces the
restoration costs), model results show that the total biomass of the
restored ecosystem can be as large as in a stripe restoration; the par-
tial area coverage is compensated by a higher biomass areal density
because of reduced competition for water.

The relation between pattern type and resilience may also be rel-
evant to the management of functioning ecosystems. Provisioning
ecosystem services that involve biomass removal, such as grazing and
clear-cutting, may better be conducted in patterns that favor the con-
vergence to a spot pattern rather than to bare soil.

4.2. Relation between the abiotic environment and biodiversity

The significance of environmental heterogeneity to biodiversity
has been recognized long ago; one of its earliest expressions is the
habitat heterogeneity hypothesis according to which an increase in the
number of habitats in a landscape reduces species competition by
providingmore niches and alternativeways of exploiting the environ-
mental resources, and therefore leads to an increase in species diver-
sity [131]. However, the significance of self-organized heterogeneity,
induced by pattern formation, has hardly been studied. In Section 3.1
we discussed how self-organized heterogeneity of biomass andwater
changes along the rainfall gradient, and in Section 3.3we showed that
self-organized soil-water heterogeneity, formed by a pattern-forming
ecosystem engineer, can affect interspecific interactions. Model stud-
ies of these interactions and the implications to biodiversity have
been limited so far to simple limiting cases of woody-herbaceous
communities: A pattern-forming woody ecosystem engineer inter-
acting with a single herbaceous population (Section 3.3.1), a large
non-pattern-forming herbaceous community with no woody species
(Section 3.3.2), and a small pattern-forming herbaceous community
with no woody species (Section 3.3.2). In the following we project
the results of these studies to more complex realizations of woody-
herbaceous systems along the rainfall gradient, and relate them to
available empirical observations.

4.2.1. A two species woody-herbaceous system

The model results described in Section 3.3.1 show that the inter-
action between woody and herbaceous life forms can change from
competitive (negative) to facilitative (positive) as the precipitation
is decreased, and attribute this effect to the ecosystem engineering
of the woody life form that develops as the infiltration feedback be-
comes stronger relative to the root-augmentation feedback. This is
consistent with the stress-gradient hypothesis, according to which the
intensity of facilitation and competition change inversely along envi-
ronmental gradients with net positive interactions dominating under
stressful conditions [132,133]. Indeed, field studies of annual plants
in the presence of shrubs have found that at high rainfall the annual
biomass was higher in open areas away from shrubs, while at low
rainfall, the annual biomass was higher under the shrub canopies
[134]. This behavior has been attributed to several factors, some of
which are not taken into account by the model, such as higher nutri-
ent concentration under the shrub canopies due to litter decomposi-
tion. However, the model studies show that basic aspects of biomass-
water interactions at the level of a single patch can already account
for the observations by uncovering the roles of two counteracting
pattern-forming feedbacks. The expected significance of this patch-
scale mechanism is the mitigation of species-diversity decline at low
rainfall, because of the mesic habitats that the woody ecosystem en-
gineer forms.

At larger spatial scales additional facilitation mechanisms are pre-
dicted; while woody patches in sparse, savanna-like landscapes ex-
clude herbaceous vegetation, patches in dense woody patterns can
facilitate its growth. Since different herbaceous species are likely to
reside in the open areas and understorey, pattern-dependent ecosys-
tem engineering can be a driver of high species diversity in land-
scapes that show high pattern diversity [10]. The conditions that lead
to pattern diversity are not fully understood at this stage; very few
model studies of pattern-forming woody-herbaceous systems have
been reported so far [37,135–137] and the full bifurcation diagram
for uniform and patterned vegetation states has not been evaluated
yet. Nevertheless, a significant result to our context that has been
obtained is the existence of a bistability precipitation range of uni-
form herbaceous vegetation and woody-herbaceous spot patterns
[37]. Within this range many hybrid states may exist, including sa-
vanna patterns of the type shown in Fig. 13, and additional savanna
patterns with larger domains of the spot-pattern state, where herba-
ceous growth is facilitated understorey (Fig. 13, right panels). The
high pattern diversity expected in this bistability range may favor
high species diversity [10].

4.2.2. Large non-pattern-forming herbaceous community

In Section 3.3.2 we described the derivation of diversity-
precipitation relations for a large herbaceous community, assuming
non of the functional groups within the community is pattern form-
ing. The relations show amonotonic increase of diversity with precip-
itation, in agreement with field studies of annuals in water-limited
ecosystems [138]. However, field studies of annuals in the presence
of shrubs show a hump-shape relation between the annuals? diver-
sity and precipitation, rather than a monotonic relation [134,139].
The discussion of plants as ecosystem engineers in Section 3.3.1 pro-
vides a possible explanation for the observation of a hump shape rela-
tion. Patches of shrubs (woody engineer), which facilitate the growth
of annuals (herbaceous vegetation) at low precipitation, out com-
pete them at high precipitation, and hardly leave unaffected open
areas for the annuals to grow, because of the dense patch patterns
they form. As a consequence, a significant decrease in the annu-
als’ diversity is expected at high precipitation. The combined effect
is a hump-shaped diversity-precipitation relation, as Fig. 18 illus-
trates. Hump-shaped relations of this kind can be studied by using Eq.
(21) to represent a non-pattern-forming herbaceous community, and
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Fig. 18. Schematic illustration of the possible effect of a pattern-forming woody
ecosystem engineer on the diversity-precipitation relation of herbaceous plant com-
munity. The gray (black) curves show the diversity-precipitation relations in the pres-
ence (absence) of a woody engineer. The change from competition and exclusion of
herbaceous vegetation at high rainfall to facilitation at low rainfall results in a hump-
shape relation.

complementing them with an additional equation for the biomass of
a pattern-forming woody engineer.

4.2.3. Small pattern-forming herbaceous community

A different limiting case, also studied in Section 3.3.2, is a small
community consisting of two functional groups, one specializing in
capturingwater (χ = 1) and the other in capturing light (χ = 0). Both
functional groups can form spatial patterns but at different precipita-
tion ranges. In particular, a bistability range of two pure-population
states can be identified where one functional group is pattern form-
ing and the other is not. Front pinning in this range results in spa-
tial coexistence in the form of stable mosaics of the two states even
though locally each group excludes the other.

For a system consisting of two life forms the range of front pinning
(snaking range) may be small and insignificant, as Fig. 17 suggests. In
a large community, however, many more bistability or multistability
ranges of uniform and patterned states may exist. This suggests a suc-
cession of front-pinning ranges along the precipitation axis that in-
volve different life forms, and, therefore, significant changes in com-
munity structure along the rainfall gradient. A first step in disentan-
gling this complex problem is the consideration of a three-life-form
system. It is worth noting in this regard that although front pinning
has been studied mostly in the context of bistability of uniform and
patterned states it has also been found in cases where the two stable
states are spatially patterned [140]. This suggests even wider ranges
of front pinning along the rainfall gradient.

4.3. Relation between biodiversity and ecosystem function

The reciprocal relationships between biodiversity and ecosystem
function is a subject of active research [11], but the roles pattern for-
mation can play in these relationships are largely overlooked. We fo-
cus here on one example, the encroachment of shrubland into grass-
land, which has been documented in Southern Africa, South America,
Australia and Southwestern United States, and may have both nega-
tive and positive effects on ecosystem function [141]. This is an exam-
ple of a front propagation problem in which interspecific interactions
at the front zone determine its direction and speed of propagation.

There are two levels at which this problem can be studied using
(9), a small community level, consisting of woody and herbaceous life
forms (n = 2), and a large community level, consisting of a woody life
form and a community of herbaceous functional groups distributed
along a tradeoff axis (n ≫ 1). In the equations for a two-life-form
system (n = 2) the relevant context is the bistability precipitation
range of uniform herbaceous vegetation and woody spot patterns
(see Section 4.2.1 and Ref. [37]). Since this is a bistability range of uni-
form and patterned states, three subranges with distinct dynamical

behaviors can be distinguished: a woody spot pattern invading uni-
form herbaceous vegetation, uniform herbaceous vegetation invad-
ing a woody spot pattern, and a subrange in which no invasion takes
place in which the front that separates the two alternative states is
pinned. This is an open problem that calls for numerical and analyti-
cal model studies aimed at identifying the parameters (or initial con-
ditions) that affect the direction of front propagation, and the condi-
tions for front pinning. Model modifications to include the effects of
temperature, CO2 level, fires and grazing may be needed [142].

Studies of the large-community problem are harder but can
provide predictions about community-level properties, such as the
functional-diversity change that the encroachment of shrubland into
grassland induces. Such studies may provide a better understanding
of the reported positive and negative effects that this encroachment
process has on ecosystem function [141].

5. Conclusion

Using the context of dryland landscapes, and a model platform
that describes the dynamics of water-limited plant communities, we
discussed mechanisms and manners by which pattern formation can
affect the relationships between the abiotic environment, biodiver-
sity and ecosystem function. Some of the model results that have
been presented here are supported by (or at least consistent with)
field observations, such as the sequence of vegetation states along
the rainfall gradient, or the ability of woody plant species to act as
ecosystem engineers in stressed environments. Some other results
are predictions that, as of yet, lack supporting evidence, such as front
pinning.

Since ecosystems are inherently nonlinear and spatially extended,
pattern formation phenomena should be expected to be observed in
other terrestrial ecosystems, and in marine ecosystems too. Indeed,
regular spatial patterns have also been observed andmodeled in wet-
land vegetation [143,144], and in mussels beds [145]. In these exam-
ples, as in dryland vegetation, pattern formation results from nonuni-
form instabilities of uniform states in which the growth of spatially
structured modes leads to patterned states. However, pattern for-
mation may also result from uniform instabilities that give rise to a
multiplicity of stable uniform states, as patterns consisting of spatial
domains occupied by different states are possible [12]. A multiplic-
ity of stable states has been found in studies of tidal marshes [146],
plankton systems [147,148] and coastal vegetation [149], and is likely
to be found in many more marine or marine-related ecosystems.
In all these systems environmental variability may induce pattern-
formation processes that can affect biodiversity and ecosystem
function.

Finally, the relationships between spatial ecology and pattern for-
mation are not uni-directional; not only can spatial ecology bene-
fit from the concepts and tools of pattern formation theory, it can
also pose new interesting questions in pattern-formation research,
with possible applications to other contexts. One example is the in-
terplay between different pattern-forming feedbacks that induce the
same type of instability, e.g. the infiltration and soil-water diffusion
feedbacks [53]. Another example is the collapse of stripe patterns to
bare-soil, rather than smooth convergence to rhombic patterns, in re-
stored landscapes subjected to environmental fluctuations [124]. Yet
another example is the homoclinic snaking found in the model for
two extreme functional groups, which, unlike other examples, con-
sists of a single snaking branch of localized structures that involves
both even and odd numbers of peaks [45].
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