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Systems designed to provide television quality viewing in peer-to-peer computer

networks, and the tools to measure their effectiveness, are now being developed.
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ABSTRACT | Peer-to-peer multicast is promising for large-

scale streaming video distribution over the Internet. Viewers

contribute their resources to a peer-to-peer overlay network to

act as relays for the media streams, and no dedicated

infrastructure is required. As packets are transmitted over

long, unreliable multipeer transmission paths, it is particularly

challenging to achieve consistently high video quality and low

end-to-end delay. In this paper, we focus on error-resilient

transport for peer-to-peer video streaming. The algorithms we

describe are representative of three broad categories of robust

video streaming schemes: forward error correction, multiple

descriptions, and prioritized automatic repeat request. We

analyze how these techniques can be employed for live peer-

to-peer multicast and discuss their relative merits. Our results

show that significant gains can be obtained when systems are

designed to adapt to the encoding structure of the video

streams they are transmitting. They also reveal the importance

of avoiding congestion at every peer participating in the

multicast to obtain a low-latency system. Finally, we provide

insights as to which are the important metrics to compare

different peer-to-peer streaming systems.

KEYWORDS | Error resilience; multicast; peer-to-peer; video

streaming

I . INTRODUCTION

In live peer-to-peer (P2P) video multicast, a stream is

transmitted to a large population of clients, utilizing the

uplink bandwidth of participating peers. Similar to popular

file transfer networks, such as BitTorrent (or any client

running the BitTorrent protocol, e.g., Azureus), Gnutella,

eDonkey, or Kazaa, media delivery is accomplished via a

distributed protocol that lets peers self-organize into

distribution trees or meshes. The striking difference is

that data transfer happens in real time to provide all

connected users with a synchronous, TV-like viewing

experience. Compared to content delivery networks, this

type of distributed system is appealing, as it does not
require any dedicated infrastructure and is self-scaling as

the resources of the network increase with the number of

users. The first generation of P2P multicast systems, which

established the feasibility of the approach, has focused on

enabling the largest possible set of peers to connect to

application-layer multicast sessions.

To achieve the same success as P2P file transfer

networks, which represent, today, more than 60% of total
Internet traffic, P2P live video streaming systems must

achieve reliable quality, as well as low startup latencies, and

require no dedicated infrastructure. Three factors make

this a difficult task. First, the access bandwidth of the peers

is often insufficient to support high quality video. Secondly,

the peers may choose to disconnect at any time giving rise

to a highly unreliable and dynamic network fabric. Thirdly,

unlike in client–server systems, packets often need to be
relayed between several peers, with each hop introducing

additional delay, especially when links are congested.

In this paper, we focus on the unique issues of video

transport over P2P networks. Thus, we build upon, and

complement, the paper by Liu et al., [1] appearing in this

Special Issue. We show that, to achieve better performance

in P2P video streaming systems, application-layer multi-

cast and video transport should be considered jointly.
Streaming algorithms must be tailored to the content and

to the distribution topology to provide the best experience

to the largest number of users. While network-adaptive

video encoding and streaming has been studied extensively

for server–client systems, this approach is still novel for

P2P streaming systems. We expect it to be of central

importance for the second generation of P2P video
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multicast. Our purpose is to show how content-adaptive
distributed scheduling, in the context of P2P distribution

over multiple complementary multicast trees, may en-

hance video quality, increase robustness to errors, and

reduce end-to-end latency.

In Section II, we present an overview on advances in

error-resilient video streaming related to P2P multicast. In

Section III, we discuss the error resilience of video

streams. In particular, we explain how different portions of
a stream have a different impact on the decoded video

quality. This is usually overlooked by today’s P2P

streaming systems, which often consider media streams

as generic data sources. We describe how several transport

techniques for error-resilient P2P video streaming can be

implemented in Section IV. The first one, forward error

correction (FEC), is a classic channel coding technique

and can be elegantly combined with P2P streaming over
multiple trees. The second, multiple descriptions (MDs),

is also often combined with multipath transmission and is

a natural consideration for tree-based P2P video streaming.

Lastly, we present a scheduler, based on feedback and

retransmissions, which uses congestion-distortion optimi-

zation (CoDiO) to prioritize packet transmission. This

scheduler, which has been the subject of our recent work,

takes into account the varying importance of packets in
terms of impact on the video as well as the position of

different peers in the multicast trees to decide which

packets to transmit or retransmit in priority. In Section V,

we compare the performance of these different schemes.

Our experimental results are collected over a simulated

network with thousands of dynamic peers all running the

Stanford peer-to-peer multicast (SPPM) protocol, specif-

ically targeted at low-latency streaming. Finally, in
Section VI, we discuss the insights gained from recent

deployments of SPPM and propose a set of metrics that can

help compare different P2P multicast systems.

II . BACKGROUND

Despite the growth in availability of broadband technol-

ogy, and progress in video compression, the quality of
video streaming systems on the Internet is still not on par

with standard-definition television (SDTV) and even

further from high-definition television (HDTV). This is

due to the best effort nature of the network, which does

not offer any guaranteed quality of service as the

throughput, delay, and losses may vary unexpectedly.

The advent of wireless access adds challenges owing to

interference, shadowing, and mobility. It is a daunting task
to achieve consistently high video quality, low startup

latencies, and short end-to-end delays in such environ-

ments. Recent advances in the field of video streaming

focusing, notably, on adaptive video coding and error

resilience are described, in particular, in [2]–[5]. In the

following, we focus on advances related to P2P video

streaming.

Most of the work on P2P live streaming systems,
initially made popular by Chu et al. [6], focuses on protocol

design [7] and does not consider advanced error-resilient

transport schemes. Many proposed systems rely on dis-

tributed protocols to construct one or several multicast

trees to distribute the stream between the media source

and the different users [8]–[11]. Another approach lets

peers self-organize in a mesh and request different

portions of the video from their neighbors, with no
particular emphasis on the structure of the distribution

path [12]–[14]. Along with such early research experi-

ments, many applications have appeared on the Internet,

such as PPLive, PPStream, TVU networks, and Zattoo. All

these implementations constitute very exciting progress

and demonstrate the feasibility of large-scale P2P stream-

ing. However, they typically suffer from long startup

delays (possibly on the order of minutes). This is a
consequence of using protocols, schedulers, and encoding

structures that have not been targeted at low latency. In

addition, their unstable video quality does not make for a

high-quality viewing experience and is a result of

insufficient robustness to transmission errors or peer

disconnections.

To help combat losses due to unreliable peers, a media

stream may be protected with channel coding. One of the
most popular ways of achieving this is to apply FEC across

the different packets of a compressed media stream, notably

with Reed–Solomon codes. In this way, a receiver can

recover the encoded stream from any large enough subset of

packets. For video streaming, the priority encoding trans-

mission (PET) scheme proposed in [15] is a popular way to

provide unequal error protection (UEP) of different layers of

a scalable video representation [16]–[18]. Optimizing the bit
rate and the amount of protection of the different layers is

studied in [19]–[22]. FEC can also be combined with data

partitioning, which separates the stream into different

segments and prioritizes important information such as

headers and motion vectors [23], or it can be used to protect

a region of interest using in particular the new error

resiliency tools provided by H.264/AVC [24], [25]. Several

papers have noted that FEC could be advantageously
combined with P2P video streaming, e.g., [26] and [27]. In

Section IV, we describe an approach that uses FEC for error

resilience and discuss its merits.

Path diversity can also help improve the overall

performance of a P2P streaming system. A sender may,

for example, select the best end-to-end network path in

terms of a variety of metrics, which include bandwidth,

losses, or delay, or distribute a media stream along
different routes. Although today’s routers do not support

source routing between two end hosts, path diversity can

easily be obtained across the overlay topology formed by

the members of a P2P multicast session. As losses are often

temporally correlated along each path, splitting video

packets between different independent routes is a way to

protect the bitstream from consecutive losses, which can
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have a dramatic impact on decoded video quality [28]. This
technique is often combined with multiple description

coding (MDC) to send independently decodable streams

over different paths [29]–[34]. When the probability of

simultaneous losses on the paths is low, the error resilience

increases at the cost of lower compression efficiency. For

video coding, multiple descriptions can be obtained, for

example, by temporal or spatial sampling, e.g., [35] and [36],

or by using different transforms and quantizers [37]–[41].
Many papers advocate the use of MDC in P2P video

streaming, e.g., [10], [26], [27], and [42]–[44], where

different descriptions are transmitted over different

application-layer multicast trees. In this context, the

number of trees is an important design parameter since

compression efficiency decreases with the number of

descriptions, a concept often overlooked in the P2P video

streaming community. In this paper, the multiple descrip-
tion encoding scheme we analyze in Section IV is obtained

by applying UEP to the different portions of a compressed

video stream. This has the advantage of not requiring a

particular video encoder, since this operation can occur

after the compressed video stream has been generated.

When the statistics of the path(s) are unknown,

techniques based on automatic repeat request (ARQ)

[45], which adapt to feedback, are widely employed for
error recovery. This leads to the general question of

finding the best way to schedule transmissions and

retransmissions of the delay-constrained packets of an

encoded stream. This problem is addressed, in a client–

server context, through a Markov chain analysis in [46],

but the exponentially growing search space limits the

practicality of the scheme, for which heuristics have been

suggested [47]. In [48], Chou and Miao suggest a
framework, which has received significant attention in

the video streaming community, for solving this problem

through rate-distortion optimization (RaDiO). The aim of

this approach is to find an optimal schedule for the packets

of a stream that minimizes the Lagrangian cost D þ �R,

where D represents the expected distortion and R is the

transmitted rate. The RaDiO framework has been extend-

ed by Kalman et al. to include the impact of error
concealment that better reflects the properties of video

streams [49]. One limitation of RaDiO is its computational

complexity. As noted in [50], this optimization problem is

NP-hard and can be cast as a variation of the classic

knapsack problem. Another limitation is that the work in

this area has considered overprovisioned networks and

ignored the impact of the transmitted stream itself on end-

to-end delay. In our work [51]–[54], we have shown how
some of these limitations may be overcome through the

use of CoDiO scheduling. Different from rate-distortion

optimization, CoDiO scheduling determines which pack-

ets to send, and when, to maximize decoded video quality

while limiting network congestion.

This is particularly important in the context of P2P

networks where there is no dedicated infrastructure and

the receivers act as potential relays [55]. In this scenario,
each of the participating peers has limited uplink

bandwidth and can potentially serve a large number of

subsequent receivers. Hence, it is particularly important to

limit the congestion created on the uplink of the peers in

order to keep low end-to-end delay between the multicast

source and each of the peers. In addition, scheduling

algorithms should be sufficiently simple to let peers

process and prioritize the flow of incoming media packets
in real-time, even as their number of descendants grows.

In Section IV, we describe in more detail how CoDiO

scheduling can be performed in the context of P2P

streaming networks, as was first proposed in [56] and [57].

We analyze the performance of this cross-layer designed

scheme, which incorporates information from the appli-

cation layer such as the impact of different packets on

video distortion, and information from the P2P topology to
favor the most important peers.

III . ERROR RESILIENCE OF
VIDEO STREAMS

In this section, we review the principles of video

compression and describe how the encoding structure

employed by today’s widespread codecs leads to varying
levels of importance in the frames that compose a

compressed video stream.

Video signals are usually compressed to reduce the bit

rate required for storage and transmission. In order to

achieve high compression gains, encoders exploit statisti-

cal redundancy that exists in natural video signals. We

show the basic components of a hybrid video encoder in

Fig. 1. The input video signal is predicted from previously
transmitted information available both at the encoder and

the decoder, and the prediction error is compressed,

typically with a transform coder operating on a block-by-

block basis. The prediction can be based on information in

Fig. 1. Diagram of a motion-compensated hybrid video coder

according to H.261, MPEG-1, MPEG-2, H.263, MPEG-4, or H.264/AVC

standards. The intra–inter switch controls whether spatial or

temporal prediction is used for compression. Dependency between

frames is introduced via the motion-compensated inter frame

prediction when P frames and B frames are encoded.
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other frames (Bmotion-compensated predictor[) or in the

same frame (Bintra predictor[). Depending on the type of

prediction allowed, we distinguish three types of coded
frames: intra (I) frames do not use temporal prediction but

only intra prediction; predicted (P) frames use only one

previously encoded frame as a reference; and bidirection-

ally predicted (B) frames combine prediction from two

reference frames.1 In general, I frames produce a much

larger bit rate than P frames. The best coding efficiency

can be achieved by using B frames. The residual signal

after prediction is transformed in the frequency domain
and quantized. Finally, entropy coding techniques, like

context-based variable length coding or arithmetic coding,

are applied to compress the syntax elements representing

the video signal, which include motion vectors, coding

modes, and quantized transform coefficients.

Higher compression efficiency makes the signal more

susceptible to transmission errors. Even the corruption of a

single bit in the compressed stream may preclude the
decoding of a video syntax element. Since context based

entropy coding is used, such an error will affect all the

following syntax elements until a resynchronization

marker is encountered. In addition, error propagation

may occur within a frame, when a corrupted pixel value is

used for prediction of adjacent pixels. Finally, regions of an

image that cannot be correctly decoded create artifacts

that are propagated over several consecutive frames, due to
temporal prediction. Error propagation will continue until

the next I frame is successfully decoded, since this type of

picture does not depend on previously encoded pictures.

The different types of frames that compose the video

suggest that not all video packets share the same

perceptual importance. A coded group of pictures (GOP)

with the chain of temporal dependencies between the

frames is shown in Fig. 2 as an example. For this encoding
structure, B frames depend on their neighboring I and P

frames. Please note that the corresponding prediction

arrows are not represented in the figure for clarity. For

frame n the importance ~DðnÞ, also represented in Fig. 2,

reflects the total number of frames that would be affected

if the frame is not decoded correctly. The importance of an

I frame is 19, as its loss would affect the 16-frame GOP as

well as the three preceding B frames. The importance of
the different P frames is 15, 11, and 7, depending on their

place in the GOP, and the importance of each B frame is

one. The importance function clearly illustrates that

different pictures, depending on their type and their
position in the group of pictures, have a widely varying

effect on the decoded video quality of the stream.

To illustrate this effect further, we show in Fig. 3 the

decoded video quality, measured as the mean square error

(MSE) distortion, resulting from decoding a sequence of

296 frames, encoded at 30 frames per second, where a

varying number of frames has been dropped. Results are

shown for two different sequences compressed at around
300 kb/s, and although some variations are visible from

sequence to sequence, the curves follow the same general

trend. The average distortion value varies from sequence to

sequence and reflects the different levels of activity of the

clips. Three frame-dropping schemes are compared: the

first one drops frames in increasing level of video

importance, the second, in the reverse order; and the

third randomly. Video importance is given by the function
~D depicted in Fig. 2. The results for the three frame-

dropping schemes show that for the same number of

missing frames, the decoded video quality varies widely.

Dropping an I frame in this example results in decoding

errors in a total of 19 frames and is perceived by the user as

freezing a decoded picture for over half a second. In

addition, in the absence of their corresponding I frame,

1Please note that these restrictions are required, e.g., in MPEG-1 and
MPEG-2. The most recent H.264/AVC standard [58] is much more general
and allows but does not mandate I, P, and B frames as described here.

Fig. 2. Encoding structure of a group of pictures. Video frames are denoted by their type I, P, or B and are numbered according to their display

order. The video importance of the frames ~D is also represented.

Fig. 3. Mean square error resulting from dropping different number of

frames in different orders, for different sequences encoded at

300 kb/s. (Top) Foreman and (bottom) News.
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other frames in a GOP are useless. This explains why the
MSE reaches its maximum value for such a low number of

frames, in Fig. 3, after all the I frames are dropped. This

differs from the results of the other frame-dropping

scheme, where frames are dropped following their order

of importance. In this case, dropping B frames causes

decoding errors where only one picture at a time is frozen,

which results in a moderate and progressively increasing

decoded distortion. Dropping the P frames from the end of
the GOP to the beginning increases the MSE as a

consequence of increasing the length of the intervals

during which freezes occur. Finally the distortion reaches

its maximum value when I frames are dropped. Not

surprisingly, the random dropping scheme outperforms

the scheme where I frames are dropped first and is less

efficient than the scheme where frames are dropped

following their order of importance.
This analysis clearly illustrates that a video transmis-

sion system, and in particular a P2P multicast network,

should serve, with higher priority, packets belonging to I

and P frames and with lower priority B frames. In addition,

when application-layer information can be collected on the

state of the decoder, it is a waste of the network resources

to transmit packets that are undecodable due to the

absence of their reference frames. This affects in particular
the order in which retransmissions should occur. Finally, it

is interesting to note that the length of the GOP is also an

important design parameter for a P2P video streaming

system. Indeed, as no frame can be displayed before an I

frame is successfully decoded, the length of the GOP

determines the minimum achievable latency, i.e., the

minimum time a user will have to wait before a picture can

be displayed. For P2P TV systems targeting latencies on
the order of 1 s, the maximum compression efficiency will

be reduced due to the need to insert I frames at short

periodic intervals.

IV. ROBUST P2P STREAMING

In this section, we present three different types of error-

resilient transport schemes for P2P multicast. We consider

a P2P video streaming system that relies on multiple
multicast trees rooted at the source to distribute a media

stream in real time to a large population of peers. Each

peer runs a distributed control protocol to establish and

maintain connections to the different trees. Although the

experimental results we present in Section V are for the

SPPM protocol, the techniques we present, in this section,

apply to general tree-based P2P multicast systems.

We consider a live transmission scenario where packets
become available at the source progressively. To obtain a

viewing experience comparable to broadcast television, the

different peers play out the media stream synchronously.

Hence, a packet has a limited amount of time, often called

the playout deadline, between the moment it is made

available to the multicast source and the moment it should

be decoded by the peers. Beyond this time, for all the

scenarios we consider, packets are discarded by the peers.
In particular, late packets are not forwarded down the

multicast trees, and resulting losses are concealed by the

video decoder.

The multicast source is responsible for packetizing the

media stream, prior to transmission. As video is transmit-

ted to the different peers over multiple paths, out-of-order

arrivals are expected. Packet headers are therefore

necessary to provide enough information to reconstitute
the media stream before decoding. Video packet headers

such as provided by real-time transport protocol [59] are

necessary to the decoder to identify packet numbers, video

frame numbers, total number of packets in a frame, and

the place of a particular packet among them, as well as the

playout deadline of the different packets.

Aside from random transmission errors that happen

occasionally, error patterns observed on P2P video
streaming systems based on multicast trees are often

bursty. This reflects the interruption that occurs when a

peer disconnects unexpectedly from a multicast session

and stops forwarding the media stream to its descendants.

As well-designed systems tend to form arrangements

where peers receive data from different neighbors on each

multicast tree, these types of events tend to create losses

on only a small number of trees (typically one or two).

A. Forward Error Correction
To provide robustness to the system, FEC can be applied

to the packets sent over different trees as depicted in Fig. 4.

In this example, a subset of k trees is chosen to carry video

packets and the remaining n � k trees carry parity informa-

tion. For each group of n packets, the different peers can

decode the video stream, error-free, as long as k packets are
received. Therefore, as long as a peer continues to receive

data from at least k multicast trees, no error will be visible to

the user. This system is particularly elegant, since video

packets and/or parity information may also be regenerated at

any intermediary peer as long as enough packets are

received. This prevents the signal from degrading as it

relayed down the multicast trees, as noted in [42].

Fig. 4. An (n; k) Reed–Solomon code applied to k video packets for

transmission over n multicast trees.
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The advantage of this scheme lies in its simplicity.
Reed–Solomon encoding and decoding is an easy opera-

tion, especially since the number of packets, i.e., symbols,

for this type of algorithm is very limited (typically on the

order of ten). It is also flexible since the number of trees

and the amount of parity information can be varied to

obtain the desired robustness. On the other hand, the FEC

procedure described in Fig. 4 does not explicitly provide an

increasing level of protection to the different portions of a
video stream according to their video importance. In

addition, the ðn � kÞ=k overhead of this scheme can be

large in comparison to the loss rate, which is typically low,

on average, but highly bursty.

B. Multiple Description Coding
Although multiple descriptions can be obtained in a

variety of ways, in this paper we focus on the case where
unequal error protection is applied to the different portions

of a compressed video stream to produce a layered multiple

description representation. This has the advantage of not

requiring a special type of encoder to produce the stream,

which would be necessary, if temporal or spatial subsam-

pling were used to generate the different descriptions. The

type of MD coding we describe can be obtained after a video

stream has been compressed, for example, by widely
available tools such as the VLC or QuickTime H.264/AVC

encoders, or any other MPEG encoder.

To generate multiple descriptions, we separate the

compressed video frames into different layers, according to

their level of importance. For the encoding structure

depicted in Fig. 2, I frames constitute the first layer, the

GOP first P frames the second layer, the GOP second P

frames the third layer, etc. The last layer is composed of
the different B frames. An FEC code is applied to the

different layers as illustrated in Fig. 5. The strength of the

code, i.e., the rate expansion factor n=k, is chosen as

linearly related to the video importance of the frames of

the different layers. In the example shown in the figure

and analyzed further in Section V, B frames are not

protected. This assumes n ¼ k when the importance
~D ¼ 1. Depending on the desired amount of total
overhead, n=k can easily be determined for other layers,

given their rate.

A variable number of descriptions is created by forming

packets across the different layers as depicted in Fig. 5.

Each description is associated with a different multicast

tree. As B frames are not protected, they are simply

transmitted by the source in round-robin order over the

different trees. The number of layers that can be decoded
depends on the number of descriptions received by the

peers. In addition, the perceptually most important

portions of the video stream are decodable even if only a

small subset of descriptions is correctly transmitted. This

makes for a very robust system, which could also be used to

serve heterogeneous peers that do not have enough

throughput to receive all the descriptions. Depending on

the number of descriptions desired, each description might

not lead to a perceptually significant signal if it is received

alone. Therefore, this scheme could be labeled as a

Bgeneralized multiple description[ scheme, although the

information-theoretic definition of multiple descriptions

[29] is much larger.

Similar to the FEC scheme, the independence of the

different descriptions is well suited to transmission over
multiple multicast trees, since losses on the different trees

tend to be uncorrelated. In terms of rate, multiple

description schemes share the same drawback as FEC:

the total amount of overhead needed to protect the stream

against burst errors may be large compared to the overall

average packet loss rate. As a notable difference, since the

different descriptions often combine parity information as

well as video data, there is no simple way to regenerate a
lost description when losses occur. Therefore, the signal

quality may degrade as it is relayed down the multicast

trees. Moreover, as the encoding occurs on a GOP basis,

this procedure introduces additional delay, as the source

cannot form the unequal error protection block before all

the frames of the GOP have been compressed.

C. CoDiO P2P
Lastly, we present a multimedia scheduler, based on

prioritized transmissions, feedback, and retransmissions,

which has been the subject of our recent work. Different

from network-level multicasting, the incorporation of

application-level retransmission requests into P2P multi-

cast is possible without feedback implosion, since the

fanout of each individual node is small. Each peer node

only serves a few other peers (and not hundreds or
thousands of clients, as an IP-multicast media server). This

permits fairly sophisticated scheduling algorithms.

Extending a server–client multimedia packet scheduler

to P2P requires considering several new problems that

characterize the particular nature of this transmission

scenario. Unlike unicast, each peer receives video packets

from a set of senders and forwards them to several receivers.

This raises a number of interesting questions. How can a
peer implement an adaptive forwarding transmission

scheme and yet coordinate its scheduling policies with

Fig. 5. Multiple descriptions are generated by applying different levels

of protection to the different portions of the stream.
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other senders forwarding video packets to the same
descendant? Which of its different descendants should a

peer favor when its resources are insufficient to serve all of

them? The CoDiO P2P scheduler is a possible way to address

these questions. This scheduler is composed of two parts. At

the sender, a prioritization scheme determines the trans-

mission order of video packets destined to multiple peers. At

the receiver, a feedback mechanism is used to recover

missing video packets when a peer is disconnected from one
(or several) multicast tree(s).

1) Sender-Driven Prioritization: Relaying traffic over the

uplink of the peers may lead to congestion on the multihop

path separating the source from any particular peer. In

particular, because the rate of a video stream often varies

or because of unexpected retransmission requests, a peer

may sometimes lack the resources to forward all the data
expected to its descendants. Optimized scheduling can

help maintain video quality in the instances when a peer

has to drop some packets to ensure timely delivery of the

more significant portion of the video. The CoDiO P2P

prioritization algorithm determines iteratively which is the

next most important packet by comparing the video

importance of each queued packet ~DðnÞ, defined in

Section III.
The role of the scheduler is not only to determine in

which order to send packets destined to a particular peer

but also how to prioritize among the different descendants

of a peer. Therefore, the importance of each packet should

also be adjusted based on the number of descendants in the

multicast tree that would be affected by the loss or late

arrival of this packet, as depicted in Fig. 6. Hence, the

scheduler should adapt its decisions to the video content
and to the structure of the underlying multicast trees.

The CoDiO P2P scheduler bases its decisions on the

unequal contribution of different packets to the overall

video distortion. It also takes into account information

collected about the structure of the multicast trees to favor

peers with a large set of descendants. Its prioritization

algorithm determines iteratively which is the next most

important packet by comparing the impact of each queued
packet. For a packet n, addressed to peer m, the impact is

expressed as

Iðn;mÞ ¼ ~DðnÞ � NumDescendantsðmÞ þ 1ð Þ: (1)

In (1), NumDescendantsðmÞ represents the number of

peers to which packet n will be forwarded after reaching
peer m; this information is collected by the control protocol

when control packets are exchanged between neighboring

peers periodically to maintain the multicast trees.

The prioritization is run as soon as more than one

packet is in the transmission queue of the scheduler. Since

the scheduler spaces its transmissions to avoid congesting

the uplink, as described in the following, this occurs when

the instantaneous transmission rate of the scheduler

exceeds the throughput of the uplink of the peer.

The scheduler spaces successive transmissions to

ensure congestion is not created on the bottleneck link

of the network path. Transmissions are spaced based on

the time needed for the previous video packet to traverse

the uplink. In addition, a small fraction of the link capacity

(20 kb/s in our simulations) is set aside. This is sufficient
to ensure low congestion and to limit the delay of control

packets. Please note that the rate of control traffic is

between 2% and 4% of the total traffic exchanged on the

network, as reported, for example, in [54] and [60]. Please

also note that when a packet retransmission is requested by

a descendant of the peer, the importance of the

retransmission packet is computed according to (1).

Therefore, the scheduler does not automatically favor
retransmitted packets.

2) Distortion-Optimized Retransmission Scheduling: When

a peer is disconnected from one or several multicast trees, a

list of missing frames is determined by forming an

estimated mapping between missing packets and their

corresponding frame using the information contained in

the header of other received video packets (packet number,
frame number, number of packets in the frame, etc.). The

scheduler uses its knowledge of the GOP structure to

determine which missing frame has the highest contribu-

tion to the total expected distortion. The importance of

missing frames is compared by computing the expected

video quality associated with receiving each of them.

Retransmission requests are sent out, packet by packet, in

order of importance, according to this metric. When a peer
is partially disconnected from a multicast session, retrans-

mission requests are sent over the multicast trees a peer is

still connected to, in round-robin order. Due to space

limitations, we do not describe this algorithm in more

detail; interested readers are referred to [56], where

optimized retransmission scheduling is analyzed in depth.

It is also possible to consider a simpler retransmission

scheme, based on feedback, where missing packets are
requested sequentially. Our results show this is efficient as

Fig. 6. The sending peer addresses packets of varying levels of

importance to peers that subsequently forward them to varying

numbers of descendants. Only one multicast tree is depicted in

the figure for clarity.
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long as the delay constraint between the source and all the
peers of the P2P system is sufficiently lax.

V. EXPERIMENTAL PERFORMANCE
EVALUATION

A. Experimental Setup
To evaluate the performance of the different P2P video

transport systems we describe in Section IV, we carry out

experiments over a simulated network, in NS-2,2 where all

the peers run the SPPM protocol. This is convenient, as it

allows repeatable experiments, which are essential to

compare fairly different systems.3 Simulations are run over
a network topology with a few thousand nodes. The actual

number of peers participating in each simulation varies

between 1500 and 2000. The backbone links are suffi-

ciently provisioned so that congestion only occurs on the

links connecting the peers to the network. The delay over

each link is 5 ms and the diameter of the network 10 hops.

The peers, including the source, are randomly distributed

at the edge of the network. The NS-2 files generating the
topology and the connection patterns of the peers have

been made available.4 Losses are only due to disconnections

or delay, and transmission errors due to the presence of

Internet service provider boundaries or potential wireless

last-hop links are ignored. The control and transmission

protocol is implemented over the UDP/IP protocol stack,

and we ignore any network address translator (NAT) or

firewall issues that may limit connectivity.
Peers have heterogeneous but fixed uplink bandwidth,

which they have measured and know accurately. The

bandwidth of the peers reflects today’s available asymmet-

ric digital subscriber line network access technology. The

bandwidth distribution is given in Table 1. It is derived

from the findings of [44], which provides an estimate of

the bandwidth of hosts connecting to media servers

maintained by a leading content delivery network in
2003–2004. The uplink and downlink of the source are

assumed to be 1.4 Mb/s.

In the experiments, the dynamic behavior of peers is

modeled as follows. A flash crowd is simulated by letting

300 peers request the video during the first minute of the

video session. During the remaining time, peers join and

leave the session, following a random Poisson process.

Peers remain connected for an average time of 4.5 min.
After the initial transient period, the number of peers

connected to the system is kept close to constant. The

SPPM control protocol run by the peers is described in

detail in [56], [57], and [61]. It operates in a distributed

fashion and lets the peers build and maintain multiple

multicast trees rooted at the source which carry comple-

mentary portions of the video stream. All the peers

maintain connections to all the multicast trees. The

protocol is designed to achieve short startup times, on the

order of 1 s.
We show results for the common intermediate

format (288 � 352) test video sequence Foreman,
encoded at 30 frames/s with H.264/AVC at different

rates. The encoding structure is that depicted in Fig. 2.

This 10-s video clip is looped to obtain 30-min multicast

sessions. Video quality is recorded at the different peers.

It is measured in terms of average peak signal-to-noise
ratio (PSNR). The PSNR for a frame is a function of the
mean squared error (MSE) between the decoded video

frame and the original frame

PSNR ¼ 10 log10

ð2L � 1Þ2

MSE
(2)

where L represents the number of bits used to encode the

luminance signal, typically 8 bits. To avoid biases due to
transient behavior, we exclude the first 100 s of the

experiments when computing average video quality.

B. Performance Evaluation
We first analyze the performance of the different

video transport schemes for P2P multicast sessions when

a 290-kb/s video stream is sent over different numbers of

multicast trees. Relative to the average throughput of the
peers, this stream is not particularly difficult to accom-

modate. The playout deadline for all the peers is set to 2 s.

For FEC, only one tree carries parity information, and the

rest are used to forward video packets. Thus, the level of

error resilience is determined by the number of trees, as

both the robustness and the overhead decrease with the

number of trees. For this scheme, the overhead is

approximately 1=(n � 1), where n is the number of trees.
The size of parity packets is always equal to the largest

packet in a block of packets, as depicted in Fig. 4.

Therefore, to avoid creating unbalanced representations,

the tree carrying parity information is alternated for each

block of packets. To provide a meaningful comparison

between MD and FEC, we match the amount of overhead

of the two schemes in the different experiments. For

CoDiO, the overhead is not computed a priori since this is
an adaptive prioritized ARQ scheme. The overhead is

determined by the number of lost packets that are

2www.isi.edu/nsnam/ns/.
3Results analyzing the deployment of CoDiO P2P over the SPPM

protocol in PlanetLab were also reported, for example, in [60].
4http://www.ivms.stanford.edu/~esetton/tcl_files.htm.

Table 1 Distribution of Peer Bandwidth
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requested by disconnected peers and by the uplink
throughput of the peers that receive the retransmission

requests. In addition to the FEC and MD schemes, and to

the CoDiO scheduler, we also show the results of a simple

reference transport scheme that does not incorporate any

error resilience. For this scheme, video packets are sent

over the different multicast trees in round-robin order, and

no retransmission is allowed.

As shown in Figs. 7 and in 8, the performance of the
schemes described in Section IV is quite close. The gap

between the decoded video quality and the encoded

quality is also small. Compared to the reference scheme

where no error resilience is used at all, the percentage of

frozen pictures is significantly reduced and video quality

is increased by 1 dB, or more, for all schemes. For FEC

and MD, the amount of robustness decreases with the

number of trees, which explains the slight decrease in
terms of video quality for a larger number of trees. On

average the loss rate for the MD scheme is slightly above

2%. The frames with no or little protection such as B

frames and the last P frames of a GOP make up for most

losses. Hence, the resulting video quality is quite high, as

can be seen in Fig. 8. As illustrated in Fig. 7, the FEC

scheme is more robust; on average the percentage of lost

frames is 1%. The only losses for FEC are due to dis-
connections, which affect more than one distribution tree

at a time. In addition, FEC packets may be regenerated

along the multicast trees as long as a sufficient number of

packets in a block is received by the peers. This also

contributes to a lower loss rate. However, this better

performance does not translate into a large increase in

terms of video quality, compared to MD, since FEC does

not offer an increased protection to more perceptually
important pictures like I frames. The adaptivity of the

ARQ mechanism employed by CoDiO translates to even

better performance. For this scheme, the average

percentage of frozen frames is only 0.3%, three times

less than for FEC and seven times less than for MD. This

results in a marginally higher video quality. The results of

additional experiments show that in this scenario, where

transmission rate is limited, the gains largely come from
adapting to the different packet types of the video stream.

The results described above show the effectiveness of

the three transport schemes when throughput on the P2P

network is plentiful. In the following, we analyze the

performance of the schemes when congestion is created on

the network due to higher rates. To separate the effects

due to the protocol and those due to the transport schemes,

we study the situation where peers require 456 kb/s of free
throughput to connect to the multicast session. This total

available rate is split between the different trees built by

the SPPM protocol. Since the average throughput available

on the network (approximately 915 kb/s) exceeds this rate

by a large amount, we know the resulting distribution trees

will be stable. We analyze in Figs. 9 and 10 the effect of

transmitting video at different rates along the multicast

trees. In these experiments, the playout deadline is 2 s for
all the peers. For FEC, we choose to transmit video over

seven multicast trees, one of which is used to carry parity

information. For our setup, this leads to the optimal

tradeoff for this transport method between data overhead

and error resilience at rates approaching the throughput of

the multicast trees. In particular, it is for this number of

trees that FEC can accommodate the highest video rate.

Likewise, we fix the total amount of overhead for the MD
encoding scheme to 30%, and the UEP block is divided

into eight descriptions sent over eight trees. It is

interesting to note that the optimal amount of overhead

Fig. 7. Average residual loss rate for all the participating peers.

Results are shown for different transport schemes when different

numbers of multicast trees are used to carry the video stream.

Fig. 8.Average video quality for all the participating peers. Results are

shown for different transport schemes when different numbers of

multicast trees are used to carry the video stream. The top of the y-axis

represents the encoded video quality.
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for both MD and FEC is very close.5 For CoDiO, the best

performance is obtained for five multicast trees.

The percentage of frozen frames is shown in Fig. 9. For
rates below 350 kb/s, the three schemes perform

reasonably well, compared to a reference scheme where

no error resilience is used at all. The percentage of frozen

pictures is significantly reduced, and video quality is

significantly higher for all schemes. For these rates, the

performance is similar to that observed for Figs. 7 and 8.

The performance for higher rates indicates the tolerance of

the schemes to self-inflicted congestion, when video traffic
creates delay on the uplink of the peers. Both MD and FEC

due to their larger amount of overhead create more

congestion on the P2P network than CoDiO. Loss rates

dramatically increase and video quality drops for all the

schemes when they reach the capacity of the multicast

trees. For MD and FEC, this occurs at lower video

encoding rates, since these two schemes carry both the

video packets and parity information. By comparison, the
rate of retransmissions for CoDiO is very limited. Although

MD and FEC transmit the same amount of overhead, on

average, for a given stream, the performance of MD is

worse than that of FEC at high rates. This is due to the

lower tolerance of MD to congestion and is caused by the

additional delay introduced when encoding the UEP block,

on a GOP basis.

Lastly, we compare the limits of the three schemes in
terms of end-to-end latency. Fig. 11 shows the average

decoded video quality for the different peers as a function

of the playout deadline. In this experiment, the sequence is

encoded at 340 kb/s. The redundancy of the FEC scheme

and of the MD scheme is comparable, and identical to that

of the previous experiment. As illustrated, as long as the

playout deadline is higher than 1.5 s, all the schemes

achieve near optimal performance. For shorter playout
deadlines, the decoded video quality decreases. This is due

to congestion on the uplink of the peers, which causes

excessive end-to-end delay, in particular for peers that lie

towards the end of the different multicast trees. For the

5Although the theoretical fraction of overhead for FEC should be
around one-sixth, since one tree out of seven is used to carry parity data,
the actual rate is close to 30% due to the varying sizes of packets used to
build the code in the process shown in Fig. 4.

Fig. 11. Video quality for low-latency streaming. The performance of

the three transport schemes is compared for different playout

deadlines.

Fig. 9. Average residual loss rate for all the participating peers.

Results are shown for different transport schemes as a function of the

video encoding rate. Please note this rate does not include the

channel coding overhead for FEC and MD, nor the retransmission

rate for CoDiO.

Fig. 10. Average decoded video quality for all the participating peers.

Results are shown for different transport schemes as a function of the

video encoding rate. Please note this rate does not include the

channel coding overhead for FEC and MD, nor the retransmission

rate for CoDiO.
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MD scheme, the quality degradation occurs for longer
playout deadlines, since the unequal error protection

scheme described in Section IV introduces about half a

second additional delay compared to the FEC scheme.

CoDiO P2P can maintain high video quality for playout

deadlines approximately 50% shorter than for MD and

33% shorter than for FEC. This is a significant difference

for applications that target low latency. Two main factors

contribute to these gains. Both FEC and MD transmit on
average more traffic along the multicast tree, due to the

overhead of the schemes. This causes additional congestion

over the uplink throughput of the peers and results in

delay. In addition, when the delay constraint is too

stringent to transmit all the queued packets before their

decoding deadlines, CoDiO P2P transmits in priority the

most important packets to the peers which serve the largest

number of subsequent peers. This results in improved
video quality, despite the congestion-limited network. For

CoDiO, adapting to the different packet types makes for a

little more than half of the improvement compared to FEC,

whereas the rest of the gain is due to adapting to the

importance of the peers in the tree topology.

VI. DEPLOYMENT

We developed a real-time prototype of the SPPM that can

run on both Linux and Windows platforms. Our current

implementation constructs a set of multicast trees to

forward video data encoded with the state-of-the-art

H.264/AVC codec. The CoDiO P2P scheduler, described

in Section IV, is used for error resilience and congestion

control. We report performance measurements of the real-

time SPPM system over PlanetLab in [60]. These results
confirm the findings reported in previous sections. With a

limited number of peers (approximately 100), startup

latencies on the order of 1 s can be achieved. To the best of

our knowledge, this is the lowest startup latency reported

so far for a P2P streaming system. The development of a

real-time system reveals numerous additional problems,

which are orthogonal to the main focus of the paper. These

different issues need to be addressed, however, to obtain a
successful implementation. This process has also taught us

how to evaluate a deployed P2P multicast client and how to

compare the performance of different systems.

A. NATs and Firewalls
NATs are widely used over the Internet [10]. They

associate a private IP address over a local network to

different users sharing a public IP address. It is well known
that NATs limit connectivity of P2P systems [62], [63]. As

most other protocols, SPPM uses STUN [64] to access a

rendezvous point that can provide public addresses to

peers residing behind NATs.

Moreover, many network administrators try to limit

the usage of P2P applications by disabling traffic forward-

ing across firewalls to protect local networks. To overcome

this problem, P2P systems might have to use HTTP
tunnelling to traverse a firewall. Such techniques usually

increase the latency of the protocol. In addition, they

impose the congestion control mechanism of transmission

control protocol, which is not particularly well suited to

low-latency video streaming.

B. Network Dynamics
Several P2P video streaming solutions use a set of

multicast trees to deliver video data and rely on an

estimate of the available throughput to construct an

efficient overlay topology. For example, in SPPM, a peer

will accept a new child on a particular multicast tree only if

it has enough available throughput.

Since there is a significant dissymmetry between

uplink and downlink throughput (see, e.g., Table 1), the

uplink is often the bottleneck of the connection between a
peer and its children. An accurate estimate of this

throughput is essential to ensure that no unnecessary

congestion is created over the P2P network and that the

resources of the network are efficiently utilized. For

example, in SPPM, the uplink throughput is continuously

estimated by collecting statistics from the flow of received

video packets. This information is provided to the

algorithms responsible for maintaining the overlay topol-
ogy. Congestion may be averted by monitoring that packet

loss does not occur simultaneously between a peer and its

different children. In addition, tracking end-to-end delay

variation can also be used to infer throughput.

Another phenomenon that stresses P2P video stream-

ing systems is peer churn. As a result of connections and

disconnections, the overlay topology can deteriorate and

end up in a brittle state. This problem is particularly
obvious after massive disconnection events. In this case, a

set of peers with low throughput can clog the system by

connecting to the source of the stream. This can saturate

the available bandwidth and starve other peers. In order to

prevent such events, it is important to reconfigure the

overlay network dynamically, thus continuously improving

the distribution topology.

C. Framework for Comparing P2P
Streaming Systems

Different from file-sharing applications, the perfor-

mance of video streaming systems cannot be evaluated on

the basis of purely network-based metrics like throughput,

protocol overhead, or percentage of data received. In

addition to these metrics, it is important to evaluate the

impact of packet loss in terms of the actual video distortion
observed by the users. Since real decoding of the signal

over thousands of nodes can be computationally demand-

ing, video traces are often used to estimate perceived video

quality. Video quality estimation for Internet streaming

using video traces has been extensively studied and

documentedVas, for example, in [65]Vbut without spe-

cific application to the context of P2P multicast. When
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losses occur, frame copy concealment can be simulated to
evaluate the impact of error propagation. This is the

approach we have taken in this paper. In this case, the loss

of several consecutive frames creates a Bframe freeze.[ The

impact of such a loss pattern on video distortion may be

predicted using a distortion table that indicates the effect

of replacing a lost frame by a previous frame. Based on

such a table, PSNR can be easily computed by comparing

the expected decoded sequence with the original uncom-
pressed signal.

Average PSNR over a very long sequence of frames is

not always sufficient to accurately reflect video quality.

Indeed, it could happen that connection failures cause

video freezes for long periods of time while the observed

drop in terms of average PSNR remains limited. Other

metrics such as the frequency and length of frame freezes

should be considered as an indicator of the frequency of
failures of the P2P system. Finally, the initial delay

required by the client before the first decodable frame can

be displayed is another important metric to evaluate how

suitable a particular P2P streaming system is for low-delay

applications such as IP-TV.

VII. CONCLUSIONS

In this paper, we give an overview of error-resilient

transport for P2P multicast systems. The different schemes

we consider vary from a pure channel coding technique to

a cross-layer system specifically designed for video streams

and multicast distribution trees. Our analysis is motivated

by the unique properties of compressed video signals. Live

video streams are composed of delay-constrained packets

with vastly varying perceptual importance; they call for

algorithms that adapt to, and take advantage of, these
differences. We report the following findings from our

experimental results.

• Due to peer churn, P2P video streaming systems

need to incorporate a high degree of robustness to

achieve good performance.

• As long as the latency and throughput require-

ments of the system are not too stringent, generic

error-resilient schemes and cross-layered designed
schemes that adapt to the properties of video traffic

perform comparably well.

• Cross-layered techniques such as the congestion-

distortion optimized system described in this

paper, where packet scheduling adapts to both

the underlying P2P topology and to the video

stream, are particularly effective for streaming

with very low latencies or high rates.
The growing popularity of video streaming over P2P

networks makes it an exciting research topic, particularly

since adaptive video streaming in these environments is still

in its early stages. Many algorithms designed for server–

client streaming systems can, and should, be adapted to P2P

and will lead to interesting results, which will be important

for next-generation P2P streaming systems. h
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