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ABSTRACT
In this paper we propose a traffic information system based on the
distribution of knowledge provided by the cars themselves. Prior
work in this area attempted to realize this distribution via vehicular
ad-hoc networks, i. e., by direct communication between cars. Such
an approach faces serious problems due to capacity constraints,
high data dissemination latencies, and limited initial deployment
of the required technology. In this paper, we present a solution that
is not based on ad-hoc networking, but is still fully decentralized.
It establishes a peer-to-peer overlay over the Internet, using cellular
Internet access. We present a structure for the overlay, a prototype
implementation in a simulation environment, and results that un-
derline the feasibility of such a system in a city scenario. We also
provide an estimate of expected user benefits when our system is
used for dynamic route guidance.
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1. INTRODUCTION
The vision of communicating cars has gained a lot of attention

over the recent years. So far, the main effort was aimed at the de-
velopment of Vehicular Ad-Hoc Networks (VANETs), where cars
communicate in multihop fashion using WiFi-like links. VANETs
support applications that aim to increase road safety, like emer-
gency brake warning [31] or intersection assistance [4], as well as
non-safety applications. A particularly popular representative of
the latter class are Traffic Information Systems (TIS) [16, 30]. The
main goal of these applications is to provide each car with informa-
tion on the current traffic situation along its planned route. A nav-
igation system may use this data to determine better routes. Route
calculations are then no longer based on static map data only, but
can be adapted to the current dynamics of road traffic or unexpected
circumstances like accidents.

When such systems are realized using VANETs, they will neces-
sarily suffer from the inherent limitations of wireless ad-hoc net-
works: limited network capacity [8, 23], resulting in scalability
issues, and limited connectivity [12], which impacts the speed of
information propagation in a VANET. Moreover, it will take signif-
icant time until the necessary market penetration of VANET tech-
nology is achieved. In order to avoid these limitations, we look
at an alternative way of realizing such a system in this paper. In-
stead of using VANET technology, we will rely on infrastructure-
based cellular communication, like for example UMTS. We assume
that each car has Internet connectivity over such a network avail-
able (i. e., we assume that some IP-based communication channel is
present between the cars). This is a reasonable hypothesis consid-
ering the already very broad availability of mobile cellular Internet
access today—and continuously decreasing prices. In any case, we
may expect mobile cellular Internet access to be common and in-
expensive much sooner than we may expect VANET technology to
be common in vehicles.

A traffic information system can be seen as a distributed database
of traffic measurements, accessible for all interested cars. Each car
contributes its own measurements of the road conditions by insert-
ing them into the database. The measurements may then be used
by other participants for route planning. The central benefits of us-
ing a VANET as a basis for this database result from the fact that
the system is entirely user-driven and decentralized. In particular,
there is no central operator that may limit access to the information,
the service is free of charge and there exists no single point of fail-
ure. These benefits, however, come along with the abovementioned
drawbacks regarding capacity and connectivity.

Because of these drawbacks of VANETs, we are concerned with
the question how such a system can be built based on cellular com-
munication—avoiding the problems of a VANET-based solution,
but at the same time maintaining its key benefits. This can be
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achieved by employing a peer-to-peer Internet overlay over infra-
structure-based networks. Peer-to-peer overlay networks offer ro-
bust and efficient search and retrieval of data along with redun-
dant storage and massive scalability [14]. Therefore, a peer-to-
peer overlay over cellular networks constitutes a point in the design
space that offers very interesting opportunities: it exhibits the ro-
bustness and decentrality properties of a VANET-based system, but
it avoids the scalability and connectivity issues of VANETs.

We put the idea of using a peer-to-peer overlay for traffic in-
formation systems forward in [22]. However, there, the general
concept has only been outlined as a position statement. That pa-
per did neither describe a complete system, nor an implementation
and its evaluation. Here, we go a number of steps further. We dis-
cuss a specific peer-to-peer overlay structure tailored to the specific
requirements of a traffic information system. We call our system
PeerTIS. We provide performance measurements of PeerTIS in a
large-scale simulation setup of a whole city. We assess the band-
width cost imposed on the cellular links, and estimate the achiev-
able user benefits.

The remainder of this paper is structured as follows. In Section 2,
we review related work on traffic information systems. We then
take a closer look at the application in Section 3, before we intro-
duce and discuss the proposed overlay structure in Section 4. The
evaluation of the proposed solution with regard to bandwidth us-
age as well as an estimation of the travel time improvements when
using dynamic route guidance can be found in Section 5. We con-
clude our work in Section 6.

2. RELATED WORK

2.1 Dynamic Traffic Information Systems
Traffic information systems have so far primarily been discussed

in the context of vehicular ad-hoc networks. In [30], Wischhof et
al. present the idea of information dissemination based on periodic
local broadcasts and the store-and-forward principle. Each system
participant maintains a local knowledge base consisting of his own
measurements and data received from other users. The content of
the knowledge base is used to prepare beacon packets. To cope
with the limited bandwidth of ad-hoc wireless networks, the au-
thors proposed to merge the individual observations regarding the
same fixed, pre-defined distant region into one value. This reduc-
tion of details on further-away regions reduces the bandwidth con-
sumption, while at the same time the most important information
(i. e., descriptions of the immediate vicinity), are still available at a
high level of detail.

The idea of aggregation has also been followed by the authors
of [16]. In this work, the information on individual vehicles is ex-
tensively processed (that is, compressed or filtered) in order to re-
duce the size of transmissions. A different approach was presented
in [5], where the authors went beyond distributing raw data and
instead used data clustering techniques to identify the most rele-
vant information items. In [13], a solution for VANET-based traffic
information systems is presented where information is aggregated
and disseminated. In this system, the impact of road side units
and their placement is assessed. Such a heterogeneous approach—
VANETs supported by additional infrastructure—should provide
better service quality especially during the roll-out phase of VA-
NETs, when only a small fraction of cars is equipped with radio de-
vices. However, it requires the deployment of additional, VANET-
specific infrastructure. Our cellular communication-based peer-to-
peer network, in contrast, uses existing communication networks,
which, at least in principle, allows for a deployment right now. Fur-
thermore, cellular networks allow to avoid store-and-forward com-

munication and the resulting delays that are inherent to all VANET-
based approaches, and therefore have the potential to offer better
service to the user.

Another way of providing description of current traffic condi-
tions is followed in TMC [1] or Navteq Traffic RDS [18]. The data,
collected mainly by road-side sensors, are broadcast by a central
instance on a special RDS radio channel. The main drawbacks of
this solution are the limited bandwidth of the radio channel, the
cost of the road-side sensor infrastructure, and the need for central
processing of the collected data. These drawbacks result in delays
and a limited level of detail of the provided information.

In TomTom’s HD Traffic approach [27], information about the
location and the movement speed of mobile phones is used to in-
fer the traffic situation on main artery roads. The information is
collected and processed by a central instance. The results are then
brought back to the users via UMTS. The measurements are indi-
rect: speed and position are obtained by triangulation. The UMTS
operator only knows the set of base stations that currently “see”
a particular mobile phone, the exact position of the device is then
estimated on this basis. The operator also does not know if the mo-
bile phone is currently located in a car, on a bus, or carried by a
pedestrian. All this limits the accuracy and level of detail of the
information that can be inferred. What is more, like in TMC, so-
phisticated central processing and the need to wait for a significant
number of samples before such an indirect inference approach will
be successful and reliable leads to delays in information propaga-
tion. A peer-to-peer overlay with direct participation of the naviga-
tion devices will have immediate access to much more reliable data
sources.

A slightly different approach is implemented in Dash Express [3],
an Internet-connected navigation system. Each user anonymously
sends her position and speed to the central server of the system op-
erator. The server processes the data and sends it back to all users
in the area. Like in the previously discussed systems, the central
processing limits the scalability of the system.

Finally, there might also be a less technical reason why peer-to-
peer sharing of cooperatively gathered traffic information is more
appropriate than a server-based solution: the latter implies that a
single authority may determine who may use the data. Given that
this data is collected by the users themselves and given that access
to this data is important to minimize the waste of resources such as
fuel consumption, this does not seem to be appropriate. We believe
that traffic data should be freely accessible by anyone wishing to
participate in a distributed traffic information system.

An extensive comparison of the different approaches to the real-
ization of the scalable traffic information system is provided in [11].

2.2 Peer-to-Peer Networks
The peer-to-peer communication paradigm aims for direct col-

laboration between network nodes, where all parties are equal in
rights and duties. Peer-to-peer networks organize the system in
a decentralized, distributed manner. Peers are connected to each
other to form a communication overlay. Each peer shares some
of its resources (bandwidth, storage, CPU power) and makes it
available to the others. Peer-to-peer networks became popular be-
cause of their scalability and fault tolerance [14]. These are features
highly desirable for systems directly affecting people’s lives—like
traffic information systems.

An interesting class of peer-to-peer networks are so-called struc-
tured overlays. In these systems, peers organize themselves in a
predefined structure, like a ring [26], a butterfly graph [15], or a
Cartesian space [20]. Content maintained in the network is then
stored at specific locations in the overlay, determined by the data
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items. Typically, (key, value)-pairs are stored in so-called distribu-
ted hash tables (DHTs): given the key of a data element, the distri-
buted structure can be used to efficiently search for it in the overlay
network. Essentially, this is also the functionality that is required
in our system: efficient, accessible, scalable, distributed storage of
traffic-related information. However, as it will soon become clear,
simply applying existing DHT algorithms is not well-suited to the
problem of collecting and distributing traffic information.

2.3 Security and Privacy
An important challenge in both peer-to-peer traffic information

systems and VANET-based approaches is the security and privacy
of users and data. A huge body of work exists on identifying pos-
sible risks [6, 24], estimating their feasibility [25], and proposing
countermeasures [2] in peer-to-peer networks. VANET security is-
sues have also received a lot of attention [7, 9, 21]. We acknowl-
edge the importance of this work, and believe that these efforts are
largely orthogonal to our work.

3. THE TIS APPLICATION

3.1 Framework and Use Case
A cooperative TIS essentially is a set of shared traffic-related

information, along with mechanisms to access, use, and update it.
In this paper we focus on the case where the shared information
consists of travel times along road segments. We assume that all
participants are equipped with a GPS receiver, a digital map, and
mobile Internet access. All this can be provided by state-of-the-art
cell phones, but other platforms are equally conceivable. By means
of the GPS receiver, the cars are able to determine their position
and speed. The digital maps are used as a basis for addressing road
segments, so that each road segment can be assigned a unique ID
that is known to every participant. The combination of GPS and
map data allows each car to determine the ID of the road segment it
is currently traveling on, and the IDs of the road segments it intends
to pass along its future route. An observation of the current travel
time consequently consist of a timestamp, a road segment ID, and
the measured travel time.

Usually, a car’s navigation system will fetch the relevant data
at the beginning of the journey. This includes measurements de-
scribing the current situation along the possible routes connecting
the origin and the intended destination. On the basis of this data,
the navigation system will be able to choose a good route with re-
spect to the expected travel time and potentially other aspects deter-
mined by the driver’s preferences. Since the traffic conditions will
change dynamically, further periodic queries will take place dur-
ing the trip. This allows to update the information on the currently
planned route as well as on alternate paths to the destination. Thus,
it is possible to adapt the chosen route on the fly. Of course, each
car will not only consume information, but it will also contribute
own measurements by publishing them in the traffic information
system. Furthermore, we assume that very old information is no
longer relevant for the drivers and will therefore be removed after
some time.

3.2 Tackling a TIS with P2P Techniques
At a first glance, the problem is amazingly simple: the data

stored in the traffic information system possess natural addressing
identifiers: street segment IDs. Therefore, we can use the segment
IDs as keys and the available measurements on the segment as val-
ues. We can thus build the traffic information system based on a
DHT. So, in principle, we could use any of the plethora of existing

DHTs, and simply apply it to TIS data. However, we can do much
better if we keep the specifics of the application in mind.

It actually turns out that the implementation of a traffic informa-
tion system using a peer-to-peer overlay over cellular Internet ac-
cess is far from straightforward, in several regards. First, mobile
devices and cellular Internet access themselves pose challenges.
Despite the rash development of infrastructure-based cellular net-
works, the offered service (in terms of bandwidth and latency) is
still inferior in comparison to, for instance, domestic Internet ac-
cess. Moreover, typical on-board devices are usually equipped with
less storage and weaker CPUs. In order to deal with the limited
resources of the mobile stations, the reduction of the communica-
tion burden in the overlay is necessarily a primary design goal. So
far, this goal is obviously common to most peer-to-peer overlays.
However, here, the considered application itself provides very in-
teresting opportunities to achieve them—opportunities that are not
present in the context of distributed hash tables in general.

This is because, beyond the challenges of the technological plat-
form, a quite unique feature of a TIS is the very specific usage pat-
tern. As noted above, a navigation system will typically fetch all the
data relevant for the planned and alternative routes, and will refresh
the necessary information periodically. It will also contribute own
measurements whenever a road segment has been passed. First,
we observe that the lookups at the beginning and upon refresh op-
erations have a very bursty structure: in most cases, many road
segments will be looked up at once. Furthermore—and this is the
key point—there is an inherent structure in the accessed data ele-
ments: they are not random access operations to independent keys,
as they are typically assumed (implicitly or explicitly) when DHTs
are designed and analyzed. Instead, the usage pattern has interest-
ing locality properties: Since information about long, contiguous
routes through the road network is needed, a car will issue requests
about many segments that are geographically close together. More-
over, if a car contributes own observations for a road segment, it
will typically have requested information about this road segment
at an earlier time—it will usually only pass road segments that lie
on its planned route. We show in our work how these interrelations
between the user’s actions can be used to improve the performance
of our system.

4. A P2P OVERLAY FOR TRAFFIC INFOR-
MATION SYSTEMS

In this section, we explain the details of our realization of a peer-
to-peer overlay based traffic information system, called PeerTIS.
The main question to be answered in this context is: what kind
of overlay structure is able to provide efficient means for storing
and retrieving highly dynamic traffic information in a mobile en-
vironment, taking the previously discussed locality of requests and
updates into account? As it turns out, the locality property shifts
some trade-offs in a direction that is very different from what is
commonly discussed in the context of peer-to-peer overlays.

We will start this section with a naive approach: we simply use
an existing, well-known DHT, the Content Addressable Network
(CAN) by Ratnasamy et al. [20]. We will then, step by step, point
out how is is possible to substantially improve on that, until, finally,
we will arrive at the full PeerTIS design.

4.1 Naive Approach
The Content Addressable Network, a well-known structured peer-

to-peer overlay, was one of the very first DHTs. It offers the usual
DHT interface: data in form of (key,value)-pairs may be stored in
the system, and can later on be retrieved given the key. The keys
stored in CAN are mapped to points in a d-dimensional space, the
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key space. This mapping is usually performed by a predefined hash
function. The key space is divided into zones, one zone per peer,
so that each point in the key space is assigned to one zone and
therefore also to a peer. Each peer is responsible for storing the
information assigned to all keys that fall into its zone. When a new
peer joins, the zone of one existing peer is split in half, the new peer
takes over one half, including the corresponding (key,value)-pairs.
When peers leave, zones are merged and respective data are handed
over. Further mechanisms exist to react in case of peer failures and
other adversarial events.

The communication overlay is formed by connecting the peers
that share a common edge between their zones in the key space.
Each node maintains a small routing table containing the IP ad-
dresses and ports of peers responsible for the neighboring zones.
Store and lookup operations can then be routed through the overlay
by greedily forwarding them in the “direction” of their destination
in the key space: a peer that performs a lookup checks in his rout-
ing table which neighbor offers the most progress in the key space
towards the hashed coordinates and passes the look-up message to
that neighbor. This peer is either responsible for the zone contain-
ing the sought-after key, or it forwards the request to one of its
own neighbors offering further progress towards the destination in
the key space. This greedy forwarding continues until the message
eventually reaches the peer responsible for the zone containing the
point. For a much more in-depth description of the CAN overlay,
we refer the reader to [20].

In a naive application of CAN to a cooperative traffic information
system, one might proceed as follows. In order to access the data
for route planning, a participating car will first identify the IDs of
the relevant road segments. It will then use the hash function to
determine the position of these IDs in the key space, and locate
the peers responsible for these segments—one after the other. Note
that due to the hashing of the keys, the positions of distinct road
segment IDs in the ID space are entirely independent.

The process of accessing the data is depicted in Figure 1. This
figure shows an example road and a (two-dimensional) CAN key
space, that is subdivided into 18 zones (corresponding to 18 cars
currently participating in the system). The dashed arrows show
how the segments of a single road are mapped into the structure.
The long solid arrow indicates that the car shown in the figure is re-
sponsible for the top-left zone in the CAN key space. Note that this
has nothing to do with the physical position of the car: the respon-
sibility zone is assigned randomly when the car joins the overlay
(e. g., when the navigation device is switched on), and may later
be adjusted through splitting and merging as other peers join and
leave. It does, however, not relate to the position or movement of
the car itself. If the car intends to look up the currently available
information about the three road segments ahead of it, it needs to
generate three separate lookup requests, which will follow the CAN
overlay paths as indicated by the solid black arrows.

4.2 Improving the Lookup Performance
In many peer-to-peer applications (e. g., file-sharing systems),

queries are largely independent from each other. As pointed out
above, in a traffic information system, in contrast, they are not in-
dependent. The key reason is the inherent structure of the stored
data, resulting from the road segment neighborhood relation in the
road network. In the naive approach outlined above, however, this
structure is lost due to hashing. We therefore propose to keep the
adjacent segments of the streets “close” to each other in the peer-
to-peer structure. In other words: we aim to preserve the topology
of the street network within the overlay network.

Figure 1: Naive application of CAN to a TIS. Dashed arrows
show how the road segments are mapped into the structure.
Bold solid arrows indicate the hops in the overlay necessary,
for the peer in the left top zone, to fetch the data.

This aim can be achieved by leaving out hashing altogether. We
may leave the general structure of the CAN overlay as it is, but
instead of hashing road segment IDs to d-dimensional coordinates
in an artificial coordinate space, we use a two-dimensional space,
and use the geographical coordinates of each road segment in the
real world as key coordinates. In such a system, the peers are
no longer responsible for zones in a virtual multi-dimensional key
space, but for geographical regions and the traffic measurements
that fall within this region.

By doing so, we may reasonably expect to reduce the total ef-
fort that is necessary when a burst of lookups for all road seg-
ments along one or more alternative routes occurs: the looked-up
road segments are contiguous in the road network, neighboring seg-
ments are geographically close together. Consequently, if their lo-
cation in the CAN space corresponds to the position in the real
world, they will be managed by peers that are close together in the
overlay structure. Therefore, much more efficient lookups become
possible. To retrieve the information on a whole route, it is then
sufficient to locate the peer responsible for the one segment of this
route, and then to simply follow the route in the peer-to-peer over-
lay. One single “multi-hop lookup”, forwarded along the requested
route in the overlay, can collect all the required data.

Consequently, the look-up messages differ from the ones used by
the original CAN in an important aspect: they contain not one sin-
gle key to be looked up, but the whole sequence of road segments
for which information is requested. Because the peers in CAN are
connected to their direct neighbors, the process of “following” can
take place without further look-ups by simply handing the request
over from peer to peer. Each peers forwarding a request will sim-
ply provide the information it is responsible for, before passing the
request further on to the next peer. This is a substantial benefit over
the situation in the naive approach, where individual and indepen-
dent lookups to many independent positions scattered all through
the overlay were necessary.

In Figure 2, we show what would happen in the same example
as in Figure 1 above. The desired information can now easily be
accessed using one multi-hop lookup.

4.3 Load Distribution
The substitution of hash coordinates with geographical ones al-

lows, as noted above, to save significant effort when peers issue
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Figure 2: Preservation of the road network structure in the
PeerTIS overlay.

bursts of lookups for consecutive groups of road segments. How-
ever, it comes at a costs of its own: in contrast to de-facto random
hash coordinates, the geographical coordinates of road segments
are not uniformly distributed over the key space. This has impli-
cations for the load distribution and fairness in the overlay. For
instance, peers responsible for a zone in the city center, with many
roads and lots of traffic, will experience a higher load than peers
that manage a rural area.

We propose to tackle this problem by adjusting the zone sizes.
In the original CAN, a joining peer would pick a random position
and locate the peer currently responsible for this position. This
zone would then be split, the new peer taking over one half of it.
Because larger zones are more likely to be “hit” than smaller ones
by a newly joining peer, this results in relatively homogeneous zone
sizes. This is fine when keys are uniformly distributed over the key
space. In our case, we must accept a less uniform key distribution,
because we want to preserve the locality relations between road
segments in the overlay. Therefore, we apply a modification that
leads to smaller zone sizes in areas with more data. Referring to
the example above, the subdivision into zones should be much finer
in the city center than in the rural area. As a consequence, the
workload imbalance is reduced.

This can be achieved by taking into account the physical position
of cars at the time when they join the network. Instead of joining at
a random position in the key space, peers join in the area contain-
ing their own current location. It is easily possible with PeerTIS
because it natively supports the geographical addressing, meaning
that the zone containing the geographical positions can be found as
explained earlier. Consequently, there will be more peers joining
in areas with higher density of vehicles and data, and less in the
“unpopular” ones.1

A very pleasant side effect of these geographical joins is a fur-
ther improvement in the look-up performance. In most cases, di-
rectly after joining the network, the new peer will fetch all the data
needed to make its own routing decision. Since the planned route
will start at the current position of car, and the new peer joined in

1It should be noted here that the original hash-based CAN, just like
any other DHT, also suffers from unbalanced load: the uniform
distribution of keys does not necessary guarantee a uniform dis-
tribution of workload, since some keys (so-called “hot spots”) are
more popular than others.

the overlay at just this position, the number of hops needed for the
first look-up will be very small.

4.4 Exploiting Temporal Correlations
Besides the topological dependencies between the queries that

we have used above to improve the performance of bursts of lookups
for geographically connected road segments, there are also tem-
poral correlations between the users’ actions. In particular: sub-
sequent requests and updates by the same peer are very likely to
refer to the same geographic area, or even to the same road seg-
ments. When, while driving, the information on the planned route
is refreshed, a very similar set of road segments will be looked up.
Furthermore, when a car produces own traffic measurements, this
will typically happen for segments on its route—i. e., for segments
which it has looked up previously.

This peculiarity opens interesting avenues for further improve-
ments. We suggest that each peer should maintain, apart from the
standard routing table, a cache of contact data to peers that are re-
sponsible for the road segments on its own planned route. This
cache can be used to improve both the periodical update requests
and the upload of own measurements. It is quite likely that still
the same peers will be responsible for the data. Using the informa-
tion from the cache, they can be contacted without any new lookup
traffic.

Due to the limited resources of the mobile devices, it is highly
desirable to avoid excessive node state. However, the cached infor-
mation comes at a very small cost: it is a side-effect of the previous
look-ups, and, apart from a few kilobytes of memory for storing the
cache, it does not require any additional effort for maintenance. Of
course, not actively maintaining the cached information means that
it may be outdated when it is used later on.

But even if the cached information is not perfectly up to date, it
may be helpful: even if the peer previously responsible for a given
segment meanwhile accepted a join request and handed over the
data to a new peer, it will still be very “close” to the desired in-
formation. It will therefore be able to pass the request on to the
correct peer with very little effort. So, once again, we take advan-
tage of preserving the inherent structure of the data in the overlay.

If a cached entry happens to be completely invalid—for instance,
when the peer has meanwhile left the network—there is still the
option of doing a regular lookup in the overlay; so, in this case,
nothing is lost.

5. EVALUATION
In the previous section, we have shown how PeerTIS is an adap-

tation of CAN to the very specific structure of traffic data. We will
now evaluate this approach, using a prototype implementation of
the system in a simulation framework. This includes an estimation
of the bandwidth usage, as well as the expected latency and the
quality of the provided information. Finally, we assess the poten-
tial user benefit in a typical usage scenario.

5.1 Simulation Setup
An important aspect of simulation studies of systems that are

related to vehicular road traffic is realistic car movement. For the
simulations in this paper, we used the VISSIM [19] microscopic
traffic simulator to generate car movements. In a scenario modeled
after a medium-sized real city, with more than 500 km of roads,
VISSIM simulated up to 10 000 vehicles.

Existing simulation frameworks like [10, 28], coupling network
and traffic simulators, are tailored for VANET-style communica-
tion, not for cellular Internet access as we need it here. Recall
that one of our design assumptions was to use existing and already
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working IP-based cellular communication technology as our ba-
sis. Furthermore, we are primarily interested in application-layer
metrics like the number and size of messages or the travel time
savings. For these reasons, modeling the lower layers in abundant
detail does not seem appropriate, and is not worth the significant
effort in terms of simulation time. Hence, for our purposes, we de-
cided against building a full-blown integrated simulation solution
(or heavily adapting one to support cellular communication).

We developed a simulator that models an IP communication chan-
nel, including models for network congestion and packet loss. The
traffic information system was implemented as an application on
top of this. The two central aims were to keep simulation times
reasonable despite the very high number of nodes, and to keep the
implementation of the peer-to-peer system itself as generic as pos-
sible, so that it can be re-used in future field tests of our system.
The penetration ratio for the evaluation was set to 20 %, unless
noted otherwise. To underline the scalability of our solution we
also conducted simulations with different penetration ratios.

When cars enter the simulation, they join the peer-to-peer over-
lay and request information on their planned route. To join the
network the participant has to contact a peer which is already in
the network. For that purpose for instance the original CAN has
an associated DNS domain name which is resolved into IP address
of one or more CAN bootstrap peers (which maintains a partial list
of CAN peers) [20]. In our setup we emulate the presence of such
a bootstrap DNS server. Each active peer sends periodic updates
to the server. The server keeps a short list of some active peers.
A joining peer can request that list and contact one of the peers.
Note that such a server is only one possible solution, and that it
does not imply a central authority: the server is not involved in the
peer-to-peer network operation itself, and many bootstrap servers
(or even multiple different bootstrapping mechanisms) can be used
independently in parallel.

After joining the network, peers upload their own observations
into the overlay each time they passed a street segment. Further-
more, each car periodically refreshes its information on the seg-
ments on its intended traveling route by issuing a new request every
30 seconds.

At the beginning of the simulation, all initially present cars will
join the overlay almost at the same time. Such a situation will obvi-
ously not occur in the real world, where cars join and leave contin-
uously. We therefore removed the first 200 seconds of simulation
time from our evaluations, giving the system time to reach a stable
state. Stable state does not mean that the set of participating peers
is constant, but rather that the overall number of peers stays more
or less the same: new peers join the network and others leave the
network as soon as they reach the planned destination. The over-
head caused by these changes in the structure of the overlay is of
course included in the evaluation.

5.2 Feasibility
In this first part of the evaluation, we concentrate on the feasi-

bility of the proposed system in terms of bandwidth and latency
demands. Figure 3 shows the average bandwidth usage. For each
simulation second, we sum up the sizes of all transmitted messages.
This includes the maintenance overhead for the peer-to-peer struc-
ture as well as traffic caused by the insertion of new data and que-
ries. The figure shows the average value for all active users along
with 95 % confidence intervals. The values are very small (note
that the y-axis is bytes/s, not kB/s). They easily fit the theoreti-
cal bounds of the UMTS networks (384 kB/s for upload). Older
cellular systems, like EDGE (123 kB/s) or GSM/GPRS (42 kB/s),
would likewise be able to handle such traffic amounts. The val-
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Figure 3: Average peer load with 20 % penetration ratio.

Table 1: Average peer load at different penetration ratios.
Penetration ratio Avg. bandwidth usage [Bytes/s/peer]

10 % 244
20 % 245
30 % 248
40 % 251

ues obtained in a field tests [29] suggest that a throughput of ca.
40 kB/s between mobile nodes is feasible with UMTS. We com-
pare the naive application of the original CAN overlay as described
in Sec. 4.1 to our modified overlay, PeerTIS. As expected due to
the reduced number of look-ups, PeerTIS results in a substantially
lower bandwidth consumption.

The values measured in the initiation period (not presented on
the plot) are about twice as high as in the stable state. Meaning that
even if such artificial conditions (when the whole network is built
in about 100 s) the bandwidth usage should not be critically high.

To assess the scalability of the system, we tested it in simula-
tions with increasing penetration ratios. As can be seen in Table 1,
the impact of varying penetration ratios on the average bandwidth
usage per peer is negligible. This is a result of the self-scalability
of the peer-to-peer system: each new peer increases the total load
in the system on the one hand, but it compensates this by also con-
tributing resources to the system on the other hand.

Although the average values of bandwidth usage are much smal-
ler than the bandwidth offered by typical mobile Internet access, it
might still happen that the network is locally overloaded by many
peers concentrated in one cell of the cellular network. Thus, we de-
termined another set of values in order to look at the load per UMTS
cell. However, neither information on the positions of UMTS base
stations nor on the shapes of the respective cells were available to
us, therefore we use an approximation. We divided the scenario
into grid of square cells, sized 500×500 m each, and measured the
total amount of traffic transferred in each cell during an interval of
five seconds length in the middle of the simulation. The snapshot
of the network load is visualized in Figure 4, where the load of
each cell in the simulation area is shown. The obtained values for
the cells with the highest load added up to about 25 kB over five
seconds, suggesting that the local network overload is not a prob-
lem. One may expect an even better situation in the real-world, if
the load is divided between multiple service providers—our system
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Figure 4: Per-cell network usage in 5 s time slots.

does at no point assume that all navigation systems communicate
using the same service provider.

The distribution of the load reflects the topology of the city we
used for the simulation. The most loaded cell (in the north-east of
the city, near the upper right corner of the figure) is a simulation ar-
tifact: in this cell, a freeway in the simulated city scenario crosses
the boundary of the simulation area. Many new cars are generated
at this point by the traffic simulator, which will then join the over-
lay. Many other cars leave the simulation area here; when they
leave the overlay, they hand over their data to other nodes. Both
these processes cause comparatively high artificial load.

The peer-to-peer overlay without hashing is susceptible to an un-
balanced load distribution. Figure 5 shows the cumulative distribu-
tion of storage load on the peers. From the figure it becomes clear
that 50 % of the participants do not store any data. The counter-
measure proposed in Section 4.3 (geographical joins) brings some
improvement here.

An unbalance can also be observed in the bandwidth usage of
single peers. We identified the busiest peers by adding the sizes of
all packets sent and received over the whole time span of a car’s
participation in the network. For 20 % penetration ratio (see Fig-
ure 6(a)) the busiest peer was in the unlucky position of being re-
sponsible for a busy junction in the city center. The bandwidth
consumption history of the busiest peer in the 40 % penetration ra-
tio scenario is depicted in Figure 6(b). That peer joined in a pop-
ular area and had to take over a lot of data at the very beginning
of its network presence. Its area was then split few times, causing
significant peaks in its bandwidth usage history. Recall that each
such split (or merge) includes a hand-over of the data stored in the
affected zone. Although the values are higher than the average pre-
sented above—up to 10 kB/s—they are still perfectly feasible with
a GPRS or UMTS mobile Internet connection. Hence, we may
conclude that despite the imperfectly balanced load distribution, no
peer has to spend an excessive amount of resources.

5.3 Performance
The previously presented results show that, from a technical point

of view, the proposed system is feasible. From a practical perspec-
tive, however, it is important to see if it can provide a quality of
service that matches the demands of the end users. In the context of
this question, we analyzed the average response time of the system.
Since the responses for the queries are exchanged directly between
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Figure 5: Load distribution (CDF).

the peers, the most important factor influencing the response time
is the number of hops in the overlay. Figure 7 shows the cumulative
distribution function of the hop counts.

It turns out that the proposed adjustments of the peer-to-peer
structure result in a situation where 90 % of all lookups required
at most two hops in the overlay to reach their destination. It shows
that the mechanisms proposed for achieving shorter lookup paths
in the overlay—preserving the structure of the road network and
caching contact data to responsible peers—play very well together.
It is worth noting that caching contact data alone (that is, in an
otherwise unmodified CAN overlay) already provides substantial
improvement. This supports our assumptions about the correla-
tions of user actions. Nevertheless, only in combination with the
non-hashed, structure-preserving PeerTIS overlay it shows its full
potential: the situation is again significantly improved.

The number of hops in the overlay can easily be translated into
latency times by multiplying the number of hops by the measured
real UMTS latency. In real world experiments, a latency of about
450 ms has been measured for two mobile nodes using an UMTS
network [29] (with no HSDPA or HSUPA).

5.4 Potential User Benefits
In this section we assess the potential profits that a traffic infor-

mation system can offer to the driver. Conventional, non-dynamic
road navigation devices identify a route based on the travel times
in the static map data. Typically, however, there will be deviations
from these travel times, caused, e. g., by traffic jams. Such delays
are often hard to predict, and are not considered in the routing pro-
cess of such static devices. A networked TIS that participates in our
peer-to-peer system can, in contrast, make use of the dynamic in-
formation provided by other participants. In order to see how much
this could help the drivers to arrive more quickly at their destina-
tion, we conducted the following tests. Methodically they follow
the lines of [13], where the user benefit in a VANET-based system
has been evaluated in a very similar way.

We used an open source car navigation system, Navit [17], as a
basis. We modified it to take the data available via PeerTIS into ac-
count for routing decisions. For the evaluation, we generated 700
start/destination pairs at random. For each pair we calculate three
routes. The first route was the one provided by the unmodified ver-
sion of Navit, based on static navigation data. For the calculation
of the second route, we used the information available in the Peer-
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Figure 6: Bandwidth usage of the busiest peers.

TIS system; i. e., it uses the information that is provided by other
cars participating in the system. Consequently, this information
will become more accurate with increasing penetration ratio. The
third route is a globally optimal one: it is obtained by using perfect,
global knowledge of the current traffic situation. For each of these
routes, we compute the total travel time along this route based on
the current traffic situation. We use this time as a means to quantify
how good the routing decision is. Comparing the first and second
route allows us to draw conclusions on the benefit of PeerTIS over
static navigation systems. This third route allows us to estimate an
upper bound of what could generally be possible with any arbitrary
mechanism to distribute traffic information data. Comparing the
second and third route therefore shows how close to this theoretical
optimum we get with our system.

For each start/destination sample, we divide the travel times of
the static (first) and the PeerTIS (second) routes by the travel time
along the optimal (third) route. This relative travel time quantifies
how much longer than optimal the chosen route is. For instance, a
relative travel time of 1.2 for the static road data route means that,
when following this route, a driver would be underway 20 % longer
than if he had perfect knowledge and chose the currently optimal
way to his destination. Admittedly, this methodology is not per-
fectly realistic, since we use static car traces and implicitly assume
that better knowledge of the current situation will result in better
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routes regardless of the future development. However, an evalua-
tion that takes into account all the dynamics and interrelations is
significantly beyond the scope of this paper—our primary aim is to
give an indication of the achievable benefits.

In Figure 8, the results of our evaluation are depicted. We need
not distinguish between PeerTIS, unmodified CAN, or other over-
lay structures. They differ in the way the data is organized in the
overlay, but not in terms of the information available to the driver.
Hence, from the perspective of the quality of the resulting routing
decisions, they are all equal.

For obvious reasons, the optimal route always has a relative travel
time of 1. A static navigation system will choose the optimal route
in about 50 % of all cases, but may often make quite sub-optimal
decisions. In about 10 % of all cases, the route is more than 20 %
slower than the optimal route.

For PeerTIS, two lines are shown, for two different penetration
ratios, when 5 % and 20 % of the vehicles participate in the system,
respectively. In both cases, it results in substantially better routing
decisions than the static navigation system, which becomes clear
from the significantly lower relative travel times. Even though the
routes are not always optimal with PeerTIS, there are far less ex-
tremely bad cases. The small difference between the quality of the
predictions made with 20 % and 5 % participating cars suggest that
PeerTIS is able to provide a high quality of service already very
early on.

6. CONCLUSIONS
In this paper we presented PeerTIS, a dynamic, cooperative traf-

fic information system using an Internet-based peer-to-peer over-
lay. Existing cellular Internet access is used as its foundation. This
is combined with a peer-to-peer overlay tailored to the specific
properties of the application: spatial and temporal correlations be-
tween users’ actions, topological dependencies among the data that
is stored in the system, and awareness of the current user position.

We have performed simulations on the basis of a prototype im-
plementation. The results underline the feasibility of such a system.
They also show that a large reduction of required bandwidth at the
peers and an even more significant reduction of the necessary num-
ber of hops per lookup can be achieved by tailoring the overlay
structure to the specific properties of the application. Finally, we
have assessed the user benefit that can be expected from a peer-to-
peer traffic information system, in terms of the travel time savings.

In our future work we will focus on further improvements of the
load distribution in the overlay. We believe that this can be achieved
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Figure 8: Relative travel times: static road navigation and Peer-
TIS in relation to optimal routing choices with perfect global
knowledge.

by dynamic resource management: peers that currently maintain
empty zones should help out by adding redundancy to more heavily
loaded areas. Furthermore, we plan to assess the user benefits in
more detail. For this purpose, a tighter feedback loop between the
peer-to-peer overlay simulator and the vehicular movement in the
traffic simulator is necessary. We will build upon existing solutions
for VANETs, like [10, 28]. Finally, we intend to proceed further
towards testing our implementation in the real-world.
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