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Per-antenna Constant Envelope Precoding for Large
Multi-User MIMO Systems

Saif Khan Mohammed and Erik G. Larsson

Abstract—We consider the multi-user MIMO broadcast chan- power-inefficient PAs account for about0-50 percent of
tnhel with ftW .Si?%!e-tamenhna Utsers and\f,ttraf?smif aﬂteﬂnas Undfr tthe total operational power consumption [5]. With current

e constraint that each antenna emits signals having constan _affini
envelope (CE). The motivation for this is that CE signals facilitate lt_echnoll(_)rg]]y,tpowe; temCIen.E[th C_0mp|0trr1]e?tfs er.f ?enueerzliyfno
the use of power-efficient RF power amplifiers. Analytical and Inear. the ype_(_) ransml_ €d signal that faciiita e_s 0
numerical results show that, under certain mild conditions on Most power-efficient/non-linear RF components, isoastant
the channel gains, for a fixedM, an array gain is achievable envelope(CE) signal. In this paper, we therefore consider
even under the stringent per-antenna CE constraint. Essentially a GBC, where the amplitude of the signal transmitted from
for a fixed M, at sufficiently large N the total transmitted each BS antenna isonstantand independent of the channel
power can be reduced with increasing/N while maintaining a o . : .
fixed information rate to each user. Simulations for the i.i.d. reallzatlon. We only consider the dlscrete-tlm_e complexglaa
Rayleigh fading channel show that the total transmit power can Pand equivalent channel model, where we aim to restrict the
be reduced linearly with increasing N (i.e., anO(N) array gain).  discrete-time per-antenna channel input to have no andglitu
We also propose a precoding scheme which finds near-optimal variations. Compared to precoding methods which result in
CE signals to be transmitted, and hasO(M N) complexity. AlSo, 546 amplitude-variations in the discrete-time channeli,

in terms of the total transmit power required to achieve a fixed the CE di thod d in thi . ted
desired information sum-rate, despite the stringent per-antena e precoding method proposed In this paper IS expecte

CE Constrain’[l the proposed CE precoding scheme performdo% to reSUlt in ContinUOUS'timetransmit Signals Wh|Ch haVe a
to the sum-capacity achieving scheme for an average-only total significantly improved peak-to-average-power-ratio (RA\P

transmit power constrained channel. However, this does not necessarily mean that the proposed
Index Terms—Multi-user, constant envelope, per-antenna, precoding method will result in continuous-time transmit
large MIMO, GBC. signals having goerfectly constant envelope. Generation of
perfectly constant envelope continuous-time transmihalig
|. INTRODUCTION constitutes future work for us. One possible method to gerer

We consider a Gaussian Broadcast Channel (GBC), wher@lH“OSt ponstant—envelopg c_ontlnuous-tlme S|gnals_coeltbb
a base station (BS) haviny antennas communicates il constrain the phase variation between consecutive cdnstan

single-antenna users in the downlink. Large antenna aEmygmplltude baseband symbols of the discrete-time channel

the BS has been of recent interest, due to their remarkatﬂ@su_t' h CE o h -
ability to suppress multi-user interference (MUI) with yer Ince the per-antenna CE constraint is much more resgictiv

simple precoding techniques [1]. Specifically, under anaye than AP(_:’ in this paper we invgstigate as to Whgther MUI
only total transmit power constraint (APC), for a fixad, a suppression and array power gain can still be achieved under

simple matched-filter precoder has been shown to achieak t pe stringent per-qntenna CE constraint. To the best of our
MUI suppression in the limit ad” — oo [2]. Additionally, due nowledge, there is no reported work which addresses this

to the inherent array power gain propéstiarge antenna arraysq“es_tc'ion' Most reporteolI work on [?(er-alntenna communication
are also being considered as an enabler for reducing pO\)[GG%PS; er Zn afverage—onhy ora pleah—.ony pow$r CIO nstrﬁ:t (s
consumption in wireless communications, especially sthee -1 [7] and references therein). In this paper, firstly, veei

operational power consumption at BS is becoming a matter GfPressIons for the MUI at each user under the per-antennq CE
world-wide concern [4], [5]. constraint, and then propose a low-complexity CE precoding

Despite the benefits of large antenna arrays at the B'§’heme with the objective of minimizing the MUI energy at

practically building them would require cheap and poweF—aCh user. For a given vector of information symbols to be

efficient RF power amplifiers (PAS). In conventional BS,communicated to the users, the proposed precoding scheme
chooses per-antenna CE transmit signals in such a way that
Manuscript received Dec. 5, 2011; revised June 8, 2012 apd 88 2012; the MUI energy at each user is small (i.e., of the same order

accepted Oct. 23, 2012. The editor coordinating the revietiie paper and o |ess than the variance of the additive white Gaussiarehois
approving it for publication was Ali Ghrayeb.

The authors are with the Communication Systems Division, Dept. ThrOUghOU_t the paper, we assume that such large anter_ma
Electrical Engineering (ISY), LinBping University, Linkoping, Sweden. This systems will not operate in a regime where the MUI energy is

work was supported by the Swedish Foundation for StrateggeRrch (SSF), <innifi ; ; e b
ELLIIT. The work of Saif Khan Mohammed was partly supported by t significantly larger than the AWGN variance, since itis highl

Center for Industrial Information Technology at ISY, Liping University POwer-inefficient to do so [8].
(CENIIT). Parts of the results in this paper were presentdEBE ICASSP Secondly, under certain mild channel conditions (inclgdin

2012 [15]. Also, the simpler special case df = 1 (i.e., single-user) has ; ; ; ; iliati
been studied by us in much greater detail in [16]. i.i.d. fading), using a novel probabilistic approach, wea-an

1 Under an APC constraint, for a fixetl and a fixed desired information lytica"y ShOW_ that, MUI suppression can be .aChie.V_ed even
sum-rate, the required total transmit power decreases witieasingV [3]. under the stringent per-antenna CE constraiSpecifically,
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for a fixed M and fixed user information symbol alphabetsyhere) is fixed andN is allowed to increase. Also, through-
an arbitrarily low MUI energy can be guaranteed at each useut this paper, for a fixed/, the alphabetd(;,--- Uy, are
by choosing a sufficiently larg&’. Our analysis further revealsalso fixed and do not change with increasiNg
that, with a fixedM and increasingV, the total transmitted We stress that CE transmission is entirely different from
power can beeducedwhile maintaining a constant signal-to-equal gain transmission (EGT). We explain this difference
interference-and-noise-ratio (SINR) level at each user. for the simple single-user scenarid¢/(= 1). In EGT a unit
Thirdly, through simulation, we confirm our analyticalaverage energy complex information symhois communi-
observations for the i.i.d. Rayleigh fading channel. Foe trcated to the user by transmittingg = w; v from the i-th
proposed CE precoder, we numerically compute an achievatriensmit antenna (withw,| = --- = |wy| = /Pr/N), and
ergodic information sum-rate, and observe that, for a fixederefore the amplitude of the signal transmitted from each
M and a fixed desired ergodic sum-rathe required total antenna is not constant but varies with the amplitudeu of
transmit power reduces linearly with increasing (i.e., an (|z;| = /Pr/NJu|). In contrast, the CE precoding method
O(N) array power gain is achieved under the per-antenna @koposed in this paper (Section Ill-B) transmits a constant
constraint). We also observe that, to achieve a given desigmplitude signal from each antenna (i.¢/,Pr/Ne/% from
ergodic information sum-rate, compared to the optimal GBfBe i-th antenna), where the transmit phase angles- - , 0
sum-capacity achieving scheme under APC, the extra togak chosen in such a way that the noise-free received signal i
transmit power required by the proposed CE precoding schem&nown constant times the desired information symbol
is small (roughly 2.0 dB for sufficiently largeN).

Notation: C and R denote the set of complex and real
numbers. |z|, =* and arg(x) denote the absolute value,
complex conjugate and argument of € C respectively.

|h)? 2 >, |h;|* denotes the squared Euclidean-norm of

IIl. MUI A NALYSIS AND THE PROPOSEDCE PRECODER

h = (hy,---,hy) € CN. E[] denotes the expectation For any given information symbol vectar to be commu-
operator. Abbreviations: r.v. (random variable), bpcusgier- hicated, with© as the transmitted phase angle vector, using
channel-use), p.d.f. (probability density function). (1) the received signal at thieth user can be expressed as
yr = VPrvEgug+/ Prsg+wg ,
Il. SYSTEM MODEL ZN by i
. _ s = (% -V Ekuk) 2)
Let the complex channel gain between thih BS antenna VN

and thek-th user be denoted by, ;. The vector of channel
gains from the BS antennas to theth user is denoted by Wherey/Pr sy is the MUI term at thek-th user. In this section
h, = (he1,hio, - hen)?. H € CM*N js the channel We aim to get a better understanding of the MUI energy level
gain matrix withhy, ; as its(k,)-th entry. Letz; denote the at each user, for any general CE precoding scheme where
complex symbol transmitted from thigh BS antenna. Further, the signal transmitted from each BS antenna has constant
let P denote the average total power transmitted from a@hvelope. Towards this end, we firstly study the range ofesalu
the BS antennas. Under APC, we must h&fg. " , |z,[2] = taken by the noise-free received signal at the users (scaled
Pr, whereas under the per-antenna CE constraint we ha&l@vn by+/Pr). This range of values is given by the set
|z;|> = Pr/N,i = 1,2,---,N which is clearly a more _
stringent constraint compared to APC. Further, due to “}\91 Afo M B Zf;l hy ;€Y

RO - (H)—{V—(vl,-- ,upm) € C ‘vk—i,
per-antenna CE constraint, it is clear thatis of the form VN

T, = \/PT/NeJ’Gi, whered; is the phase ofr;. Under CE o .
transmission, the symbol received by th¢h user is therefore bi€l-mm,i=1..., N} )
given by

For any vectorv = (vy,va, - ,var)T € M(H), from (3) it

N ; v v v \T
Pr . follows that there exists @V = (07, --- ,6%)" such thawy, =
=/ hpe tw, k=1,2,....M 1 N o gob _
Yk N ; % b @) % , k=1,2,..., M. This sum can be expressed

v
as a sum ofN/M terms (without loss of generality let us

where wy, _~ CN(0,0%) is the AWGN noise at theéi-th  assume thatv/M is integral only for the argument presented
receiver. For the sake of notation, 1€ = (61,---,0n)" here)

denote the vector of transmitted phase angles. tiet=

(VEiuy,--- ,v/Epup)T be the vector of scaled information N/M
symbols, withu, € U, denoting the information symbol Uk Z U,Z ,
to be communicated to thi-th user. Herel/, denotes the q=1

unit average energy information alphabet of the¢h user. qM N
Ey,k =1,2,..., M denotes the information symbol energy vl 2 (Z By pe?%r ) /VN, q= L VE
for each user. Also, le 2 VE{UL XN Ealdo X+ - - X/ EnUng . r=(qg—1)M+1

Subsequently, in this paper, we are interested in scenarios 4)
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From (4) it follows thatM (H) can be expressed as a direct{Hy }%_,, satisfying
sum of N/M sets, i.e.

B )
MH) = M(H(l)) @M(H@)) ®- - @M(H(N/M)) A}gnoo I = 0,k#1(As.1)
D 90 ] 1 L I
M(H®) 2 {v = (v1,+++ ,vpr) €CM | A e = 0, (As.2)
; (N2
Sy b (g 1yarsi €07 lim [0 e, (As.3)
Vg = \/N ) G’L S [77(;71-)} N—oc0 N ’
g=1 N/M 5) kyLky, ko lo € (1,2,..., M) (6)

. ) o where ¢;, are positive constantﬂ;l(cN ) denotes thek-th row
where H(@ is the sub-matrix ofH containing only the of Hy and ™) denotes the-th component ob™  Erom
columns numbejrfcd_q — DM +1,(g = DM +2,-- ,qM. e |ay of Ei?ge numbers, it follows that i.ilfd. channels
M_(H(Q)) < C* is the dynamic range of the recelVe‘jsatisfy these conditions with probability one [13]. Phgsic
noise-free signals when only the/ BS antennas numberedy o\ ,rements of the channel characteristics with largmaat
(g=1)M+1,(g—1)M+2,--- ,qM are used and the remainingy, . ovs ot the BS have revealed closeness to the i.i.d. fading

N — M antennas are inactive. If the statistical distribution %odel, as long as the BS antennas are sufficiently spacet! apar

the channel gain vector from a BS antenna to all the users(d%ua”y half of the carrier wavelength) [14], [1].

identical for all the BS antennas (as in i.i.d. channelsgnth
on an average the sets{ (H?9)) , ¢ = 1,..., N/M would all
have similar topological properties. Sincef(H) is a direct-

sum of N/M topologically similar sets, it is expected that for, (fixed By, k — 1,..

a fixed M, on an average the regiav (H) expands with
increasing/N. Specifically, for a fixedM and increasingV,
the maximum Euclidean length of any vectorid(H) grows
as O(v/'N), since M(H) is a direct-sum ofO(N) topolog-
ically similar sets M(H@), ¢ = 1,2,..., N/M) with the
maximum Euclidean length of any vector juf (H(?)) being
O(1/V'N) (note that in the definition of\{(H@) in (5),
each component of any vectere M (H?) is scaled down
by v/N). Also, for a fixedM and increasingV, since M (H)

is a direct-sum ofN/M similar sets, it is expected that the

set M(H) becomes increasingly dense (i.e., the number
elements ofM(H) in a fixed volume inCM is expected to
increase with increasingy). The above discussion leads us t
the following results in Section IlI-A and 1lI-C.

A. Diminishing MUI with increasingV, for fixed M and fixed
Ep(k=1,...,M)

Theorem 1: For a fixed M and increasingV, consider a
sequence of channel gain matricBd y }%7_,, satisfying the
mild conditions in (6). For any given fixed finite alphabet
., M) and any givenA > 0, there
exist a corresponding integé¥ ({Hy },U, A) such that with
N > N({Hy},U,A) and Hy as the channel gain matrix,
for any u € U to be communicated, there exist a phase
angle vectorO% (A) = (6%(A),---,0%(A))T which when
transmitted, results in the MUI energy at each user beingupp
bounded by2AZ?, i.e.

‘Zi\’_l hl(jz)ej@;‘m)

VN

¢Proof — The proof relies on technical results in Theorem 3
stated and proved in Appendix A) and Theorem 2 (stated and

2
- Ekuk‘ <2A? k=1,...,M. (7)

(5)roved below). All these results assume a fixgd (number

of user terminals) and increasiig (number of BS antennas).
These results are stated for a fixed sequence of channel
matrices{Hy } ¥_,,, fixed information alphabetd, , - - - , U,

and fixed information symbol energ¥y,--- , Ey,. Further,

the sequence of channel matricBex }_,, is assumed to
satisfy the conditions in (6) and the information alphabets
are assumed to be finite/discrete. The proofs use a novel

For a fixedM and fixedEy, the information alphabets andprobabilistic approach, treating the transmitted phasgiean
the information symbol energies are fixed. However, sineg random variables. We now present the proof of Theorem 1.
increasingN (with fixed M) is expected to enlarge the set Let us consider a probability space with the transmitted

M(H)
that at sufficiently largeV, for any fixed information symbo
vectoru = (VEjuy,--- ,vEynuy)? € U there exists a
vectorv € M(H) such thatv is very closeto u in terms
of Euclidean distance. This then implies that, with inciegs

N and fixedM, for anyu € U there exists a transmit phase o
angle vector® such that the sum of the MUI energy for allz;,
users is small compared to the AWGN variance at the receiver.

Hence, for a fixed\/ and fixedEy, it is expected that the MUI
energy for each user decreases with increasing

and make it increasingly denser, it is highly probablghase angle$;,: = 1,2,..., N being i.i.d. r.v’s uniformly
 distributed in [-7, ). For a given sequence of channel

matrices{Hy }, we define a corresponding sequence of r.v's

. A (N) (N) (N) (N)
{zn}, with zy 2 (217 297 2L ,zfg[ ) € R?M|
where we have
A szil hgc],\p 90 Q) A Z«f\;1 h;c],\g)ejei
5 e ), 20 & (L e
VN N
k=1,...,M. (8)

From Theorem 3 it follows that, for any channel sequence

This is in fact true, as we prove it formally for channel{Hy} satisfying the conditions in (6), a8 — oo (with

satisfying the following mild conditions. Specifically fa

fixed M), the corresponding sequence of r.yi&y } converges

fixed M, we consider a sequence of channel gain matrics distribution to a2M -dimensional real Gaussian random
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B, (u) 2 {b = 1,09, b, 09T e R2M’ by — VErug| <A b — VEwP| <A k= 1,2,-.-,M} ©)

vector X = (X7, X9 ... XI X9)T with independent lies in the boxC(A, a) is given by the expansion

zero-mean components and (&} ) = var(XkQ) =c,/2, k= n

1,2,..., M. For a givenu = (vEyuy,--- ,v/Eyup)' €U, ProbX € C(A, @) = > (-1)*"Tk(A, ) (13)
andA > 0, we next consider the bo&, (u) defined in (9) (at k=0

the top of this page), where; 2 Re(uk),ui2 2 Im(uy). where Ty(A,a) is the probability that the r.wv.
The box B, (u) contains all those vectors i®2™ whose (X1,X2,---,X,) belongs to a sub-region of
component-wise displacement framis upper bounded b. (1, ,2n) € R" @y < g + A1 = 1,2,...,n},

. s e ._where exactlyk coordinates are less than their correspondin
Using the fact thaky converges in distribution to a Gau35|allower,, limit )énd the remainingn — k coordinates aré) less 9

rv. with R** as its range space, in Theorem 2 it is showfhan their corresponding “upper” limit. Specificallf, (A, )
that, for anyA > 0, there exist an integeN ({Hx },U,A), is given by
such that for allN > N({Hx}, U, A) n n n
Tu(A @) = Prob( X, <a, — A
PrOdzN S BA (u)) >0 5 Yuel. (10) k( ) 7;12:17;2:121+1 ik:’ikz—1+1 b(

Since the probability thaty lies in the boxB, (u) is strictly € i, ik

positivefor all u € ¢, from the definitions of3, (u) in (9) Xr S or + A Vr ¢ {in,ia, - ,ik})(14)

andzy in (8) iELfOHOWS thi‘t’ for anyuue u thjgre exista phase sing the expansion in (13), the probability of the box event
angle vectorOy (A) = (61 (A), -+ ,0%(A))" such that {ZN € B, (u)i can be expressed as
N (N)_jor(A)
N p(N) g0
‘Re(2171 \];;v ) _ /Ekuil < A , PrOb(ZN S BA (u)) =
S RN et (2) 0 Prob(wEkui ~8) <A™ < (VEwk + )
i= 00 -
)Im( Vii ) \/Ekuk’ < A (11) (VEw@ — A) Sz,?m < (VEr@ + A) k=1,27...,M)
for all k = 1,2,--- , M, which then implies (7). m ZQZM(_l)k QZM QZM QZM prob(=(") < VB - A
Since Theorem 1 is valid for anA > 0 and (7) holds = LS T
for al N > N({Hy},U,A), we can satisfy (7) for any Vi e {i1, iz, - i},

arbitrarily smallA > 0 by having N > N({Hy},U,A)
i.e., a sufficiently largeN. Hence, theMUI energy at each
user can be guaranteed to be arbitrarily small by havin

2™ < VEuw + A V¢ {iriz, 7ik}>(15)

gwherezl(N) is thel-th component oty (i.e., 2N = 9

a sufficiently largeN. Theorem 1 therefore motivates us to ™) . Lo 12
propose precoding techniques which can achieve small M{or evenl, and 2"’ = z(,,,) , for odd) and v, is thel-th
energy levels. component of the vecta!, u¥, u, u$,-- -, ul,, u$)T. For

An essential part of the proof for Theorem 1 was theotational convenience we define
positivity.of thg pox event probability Prc()bN € By(u), o™ (, i, ia, -+ ip,u, A) 2
when N is sufficiently large. In the following theorem, we

Prob(z(N)< Brw — A VL€ {ir,ia, -+ ik}
formally state and prove the positivity of the box event o= VAT bLY2, 0t RS
prokt;]ablhty. ) o | § ) zl(N) <VEu + A Vi ¢ {i1,i0,- - 721@})

Theorem 2: For a given channel sequenddy}%_,, L<ii<i ‘

s . ) _ = <l < <ip<2M , 0 <k <2M. 16
satisfying (6) and a given fixed finite alphabet &gtfor any =nsn = o (16)
A > 0, there exist a corresponding integ®i({Hy },u/,A), LetY = (¥1,Y5,---,Y5y) denote a multivariate2 /-

g dimensional real Gaussian r.v. with independent zero mean

such that for allN > N({Hx}, U, A) (with fixed M) components and VAry, 1) — var(Yor) — cp/2, k —

1,2,..., M. From Theorem 3 (Appendix A) it follows
Prolzy € B, (u)) >0, Yuel. (12) that the c.d.f. of zy converges to the c.df. ofY

] ) ) as N — oo. This convergence in distribution implies

whereB, (u) is defined in (9). _ _ that, for any given arbitraryd > 0, for each term

Proof — We consider the probability that :adimensional
real rv. X = (Xi,Xy,---,X,) lies in an-dimensional 2 4 le. fom — have P A< X

box centered atx = (ay,...,a,) € R and denoted by s an example, for. = 2, we have Progar =M st
C(Aa) = {(zras 70) € Rilap — A < ap < Di02-A <X Szt ) =To(da)-Ti(da)+ To(d,a),

ap + A kE=1,2,.. .,n}. For notational convenience, wewhereTy(A, o) 2 Prol(X; < a1 + A, Xz < as + A), To(A,a) 2
refer toa, + A anday, — A as the corresponding “upper” andprox; < a; — A, Xo < as — A), and Ty (A, a) 2 Pro(x; <
“lower” limits for the k-th coordinate. The probability th& o) +A, Xo <as—A) + ProlX; < a1 — A, Xo < ag + A).
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(N)

T (kai17i2a"' 7i/€auaA) - PrOt(}/l S Elul — AVl S {i15i27' t aZk} B

Vi < VB + A V¢ {iniz, i) | <6 7

g({HN}vu’Aa(;) é N(kaihin"' 7ik757u7A) (18)

max max
k=01, 2M 1<iy<ip<--<ip<2M

‘Prob(zN € B, (u)) — Prob(Y € BA(u))‘
2M 2M 2M 2M

DD DI Z(—l)k{TW)(k,ihiQ,... Vi A) — Prob(Yl < VEu — A VL€ {iy,is, - i},

k=0i1=1i2=i1+1 ixp=tir_1+1

}/l S\/E’LL["’A VZ¢{21,ZQ, 7Zk})}|

2M 2M 2M 2M

<3N 3y Y

k=041=11io=i1+1 ip=ip_1+1

{T(N)(k,il,ig,u- Vi, A) — Prob(Yl < VEmu — A YlL€E {iy,is, - i},

Yl S\/EU["‘A VZ¢{117Z% 7Zk})}|

2M 2M 2M 2M y
< Ek:o iv=12uig=i;+1 """ ik:ik,1+16 = 22Ms. (19)
T(N)(lml,i% -+ ik, u, A), there exists a corresponding posB. Proposed CE Precoding Scheme
itive integer N (k,iy,iz,--- ,ix,0,u,A) such that (17) is
satisfied for allN > N(k,i1,12, -+ ,1x,0,u,A). We then For reliable communication to each user, the precoder at

choose a positive integey({Hx },u, A, 5) given by (18). the BS must choose @ such that the MUI energy is as small
Combining (15), (16) and (17), foralV > g({Hx},u,A,d) as possible for eack = 1,2,...,M. This motivates us to
we have (19). Since the range space (support)ofs the cqnsider the following non-linear least squares (NLS) feoh

: 2M
((aineurestsrﬁ:%;dﬁosit,ivlé)f?clylﬁ)gﬁyga>t g) g)r?dYalleu ZZAL({H)IZo?thOe which for a givenu to be communicated, finds the transmit

given information symbol vecton and A > 0, we choose a phase angles that minimize the sum of the MUI energy for all

corresponding given by users:
s 2 1PV EB @) ey O = RO we,  min 6O
: M 2 M N 30 2
From (19) and (20; it now follows that, for allv. > g(O,u) 2 ’Sk‘ _ Z‘Zi:l hy,i€?" Ekuk’
g({Hn},u, A, 6(u, A)) we have Pt Pt VN
[Prob(zy € 5, (w)) — Prob(Y € B, (w)| < 2V5(u, 2) (24)
Prob(Y € B, (u)) This NLS problem is non-convex and has multiple local
= 5 minima. However, as the rati&//M becomes large, due to
(21) the large number of extra degrees of freedaw -+ M), the
which then implies that value of the objective functiop(©,u) at most local minima

has been observed to be small, enabling gradient desceztt bas
Prob{zy € B, (w) > Prob(Y € B, (u)) methods to be usetiHowever, due to the slow convergence
& = 2 of gradient descent based methods, we propose a novel it-
ie. Prol{zN c B, (u)) is strictly positive for N > erat_ive mgth_od, which has been ex_perime_nta_ll_y observed to
g({HN},u,A,5(u,A)). For a given channel Sequencé’;lcmeve similar performance but with a significantly faster
{Hxy}, a finitel/ and A > 0, we define the integer convergence.

>0 (22)

N{Hx}, U, A) A maxg({HN}, u, A, (u, A)) (23) 3 Thi_s ol?servation is expected, since _the §trict positivitghe box event
ueU probability in (10) (proof of Theorem 1), implies that theme anany distinct
- . o . . transmit phase anglé3 such that the received noise-free vector lies in a small
Combining this definition with the result in (22) proves the )/ gimensional cube (box) centered at the desired informaiotbsl vector
theorem. B u, ie., the MUl energy at each user is small for many differ@nt
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In the proposed iterative method to solve (24), we ste
with the p = 0-th iteration, where we initialize all the 10
angles to0. Each iteration consists oV sub-iterations. Let

owa = (pP9 ... g»9NT denote the phase angle vecto
after the ¢-th sub-iteration { = 1,2,...,N) of the p-th
iteration (subsequently we shall refer to thi¢h sub-iteration
of the p-th iteration as thép, ¢)-th iteration). After the(p, ¢)-

th iteration, the algorithm moves either to tiig ¢ + 1)-th
iteration (if ¢ < N), or else it moves to thép + 1,1)-th
iteration. In general, in thép, g+ 1)-th iteration, the algorithm
attempts to reduce the current value of the objective foncti
i.e., g(©®9) u) by only modifying the(¢+ 1)-th phase angle
(i.e., Ggﬁr"{)) while keeping the other phase angles fixed to the
values from the previous iteration. The new phase angles al
the (p, ¢ + 1)-th iteration, are therefore given by

-9-M=12, 16-QAM
—&—M = 24, 16-QAM
—6—M =12, Gaussian| |
—+—M = 24, Gaussian

Ergodic per-user MUI energy

i i ‘ i
o) ) T 10 20 30 40 50 60 70 80 90 100
9=(91’”’ oe0g7 00 B0 o0 ) L pE[—m,m) No. of base station antennas (N)

oIty = argmin  g(©,u) 107 ‘ ‘

M hlt,q-o-l 1 N jBEP&) . Lo . ~ 12 .
T (,; VN [ ( VN izl;(q_}:f;z ‘ ) i':r:gr.e;.singlj_‘:/sdllzji?(ttle?in]\z ftiZZdeZEoic- .p.er:uzii; ’\iullﬁl—a(geAﬂl\!illflC[Blgﬁis]ianwg;]d
’ fixed B, =1, k=1,2,..., M. ID CN(0, 1) Rayleigh fading.
—mukD
function of increasingV (5, is given by (26)): It is observed
or Ity = 9P =12 N,i#q+1 (25) that, for a fixed M, fixed information alphabets and fixed
information symbol energy, the ergodic per-user MUI energy
gereases with increasinly. This is observed to be true,
not only for a finite/discretel6-QAM information symbol

The algorithm is terminated after a pre-defined number
iterations. We denote the phase angle vector after the |
iteration by ©* = (0,---,0%)T. Experimentally, we have < S .
observed i/hat for (tr:e’ ii(;I ]Ig)ayleigr?fading ch)z/;mnel vath alphabet, but also for the non-discrete Gaussian infoomati
sufficiently largeN/M ratio, beyond thep = L-th iteration alphabet.

(where L is some constant integer), the incremental reduction

in the value of the objective function is minimal. Therefores Increasing Ej, with increasing N, for a fixed M, fixed

we terminate at thd.-th iteration. Since there are totallyN U, Uy and fixed desired MUI energy level
sub-iterations, from the phase angle update equation i (25
follows that the complexity of the proposed iterative alon It is clear that, for a fixed/ and N, increasingEy, k =
is O(MN). 1,..., M would enlargel/ which could then increase MUI

With ©* as the transmitted phase angle vector, the receivedergy level at each user (enlargibgmight result inif ¢
signal and the MUI term are given by M (H)). However, since an increase M (with fixed M and

N E}) results in a reduction of MUl (Theorem 1), it can be
e = VPrv/Egux + V/Priy +wy | argued that for a fixed/, with increasingV the information

symbol energy of each user can be increased while maingginin
a fixed MUI energy level at each user. Further, from (2),
it is clear that for a fixedPr the effective SINR at thek-

th user (i.e.,Ey/(Eu[|sk|?] + o2/Pr)) will increase with
increasingN, since E;, can be increased while maintaining

5 A (Zfil hyie%
L = (&isllEAT

VN
The received signal-to-noise-and-interference-ratiNgg at
the k-th user is therefore given by

- Ekuk> (26)

HE Pro Ey, o7y @ constant MUI energy. Finally, sinc€’/Pr increases with
’Yk( » 2) = =~ 12 P (27) - 9 . -
o E, ., 5P+ % decreasingPr and the MUI energy|s;|* is independent
A of Pr, by appropriatelydecreasingPr and increasingFE},
where E = (Ey, Es,--- , Ep)T is the vector of information with increasingN (fixed M), a constant SINR level can be

symbol energies. Note that the above SINR expression is fomintained at each user.
a given channel realizatiobl. For each user, we would be This observation is based entirely on Theorem 1 (which
ideally interested to have a low value of the MUI energfiolds for a broad class of fading channels satisfying the
E[|sk|?], since this would imply a larger SINR. conditions in (6), including i.i.d. fading channefsYhe above

To illustrate the result of Theorem 1, in Fig. 1, for the

. ) . D . . 4 27 _

i.i.d. CA'(0,1) Rayleigh fading channel, with fixed information _ Ve have observed thafyy|s;|") is the same for alk =1, ..., M,
lohabetdss — 1fs — — 1/ — (16-OAM dG . 5 Since Theorem 1 holds for all finite information alphabets #bove

alphabetd/; = Uy = --- = Uy = (16-Q and Gaussian gpservation is valid even for the special case when the rimdtion alphabet

and fixed information symbol energyjy, = 1,k = 1,..., M, itselfhas constant amplitude symbols, e.g. PSK. However, with thpgsed

we plot the ergodic (averaged over channel statistics) MUF transmission scheme the per-antenna transmit signals haemstant
envelope irrespective of the information alphabet used, thedefore using

ene.'rgy EHHSH } with .the PrOposed CE precodmg SChem@SK type information alphabet offers no extra advantage imgeof the
(using the discussed iterative method for solving (24)) asPaPR of the transmitted signals.
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IV. ACHIEVABLE INFORMATION SUM RATE

+|k‘:0_1 : ‘16_QAM | | | s In this section we study the ergodic information sum-rate
8 | o 1.=001 , 16-QAM 1 achieved by the CE precoding scheme proposed in Section
[lI-B. For a given channel realizatiol, Gaussian informa-
tion alphabet§® U4, --- ,Uy, information symbol energies
Ey,---, E) and total transmit power to receiver noise ratio
Pr/o?, the mutual information betweeg, and u;, is given

by

7k ,e,lk:O.l , Gaussian e

—a-l , Gaussian

E*

I(yr;up) = h(ug) — h(ug | yr)
Yk
h(uk) —hluy — —==——= ‘yk
M'=12 users, ( v PT Ek )

I, + Ergodi MUI > h(ug) — h(u;C — yik)
P rgodic per—user energy - - \/PTT\/FIC

% 20 60 g0 100 120 10 160 Whereh(z) deno_tes the_dif_ferential entropy of a continuous

No. of base station antennas (N) valued r.v.z. The inequality in (29) follows from the fact that
Fig. 2. E* vs. N for a fixed desired ergodic MUI energy levg] (same for pondmonmg of a r.v. reduces its entropy. Further, usigg)(
each user). Fixed/ = 12, fixed Uy = - = Uy, = 16-QAM, Gaussian. N (29) we have

IID CN(0,1) Rayleigh fading. —~
Iyisu) > h(w) = h(

Sk Wi
/vy
E PrvE
observation implies that as long as the channel satisfies the i TV

(29)

. . . Sk Wi,

conditions in (6), the total transmit power can be reduced = log,(me) — h +
without affecting user information rates, by using a suiitiy (\/Fk VPry Ek)
large antenna array at the BS (i.an achievable array gain > 1 var Sk W
greater than ong We illustrate this through the following 2 logy(me) — log, | me L/Ek * \/JTT\/E,J
example using the proposed CE precoding scheme. Let the N )
fixed desired ergodic MUI energy level for theth user be > log,(me) — log, | meE ‘ 5k, Wk
denoted byl , k = 1,2,--- , M. For the sake of simplicity ? ° [ VE,  /PrVEj }
we consideif; = Us = - - = Uyps. Consider {]E[nglﬂ o2 }

= log,(me) — log, | me | —5— + ——-
E*2 max p (28) B, PrEj,

>0 | Ex=p,Exq|E, .. ., Skl | =1k , k=1,--- .M

v>0 | Eimp BBy, oy [50?]] ~tog, (e(11.2, 7))
which finds the highest possible equal energy of the infor- Pr

mation symbols under the constraint that the ergodic MUI = Ry (H,E, ﬁ) (30)
energy level is fixed atl,, k = 1,2,---,M. In (28), 55

is given by (26). In Fig. 2, for the i.i.d. Rayleigh fading where Ry, H,E,%) = log, gjk(H,E7lg)2, is an achiev-
channel, for a fixedM = 12 and a fixedi/; = --- = able information rate for thé-th user, with the proposed CE
Uy = (16-QAM and Gaussign we plot £* as a function precoding scheme. In (30), we have used the fact that the
of increasingN, for two different fixed desired MUI energy differential entropy of a complex Gaussian circular synmet

levels, I, = 0.1 and I, = 0.01 (samel, for each usé). rv. z having varianceo? is log,(mec?). Further, for any

z

From Fig. 2, it can be observed that for a fixéfl and fixed complex scalar r.vz, varz] 2 E[|z — E[z]|?]. The second

Uy, --- Uy, E* increases linearly with increasiny, while  jnequality in (30) follows from the fact that, for a complex
still maintaining a fixed MUI energy level at each user. At lowcalar r.v., among all possible probability distributidreving
MUI energy levels, from (27) it follows thaty ~ PrEy/o”. the same variance, the complex circular symmetric Gaussian
Since Ej, (k = 1,2,---, M) can be increased linearly with gjstribution is the entropy maximizer [9]. The third inedjtya
N (while still maintaining a low MUI level), it can be argued

that a desired fixed SINR level can be maintained at eacHWe restrict the discussion to Gaussian information alplsatuhte to the

; : ; P ; ; difficulty in analyzing the information rate achieved wittsdiete alphabets.
user by simplyreducing Pr linearly with increasingV'. This This is not a concern since, through Figs. 1 and 2, we havadjrebserved

suggests the achievability of ai(/N) array power gain for that the two important results in Section I11-A and 111-C hatde for Gaussian
the i.i.d. Rayleigh fading channel. In the next section waphabets as well.

5 o= . . .
; ; _ ; aussian information alphabets need not be optimal w.r.ievicly the
derive an achievable sum-rate for the proposed CE precodlngjmum sum-rate of a per-antenna CE constrained GBC. As an xamp

scheme, using which (in Section V), for an i.i.d. Rayleigiie] we have considered the capacity afiagle-useMISO channel with per-

fading channel, through simulations we show that indeed amenna CE constraints at the transmitter. Due to the sceimafil6] being

; ; much simpler compared to the multi-user scenario discussed imef&6]

O(N) array power gain can be achieved. we were able to show that the optimal capacity achieving coxmplehabet

is discrete-in-amplitude and uniform-in-phase (DAUIP).(i;)gon-Gaussian).

6 Due to same channel gain distribution and information alphfiseeach However, since it appears that the analytical tools andrigces in [16]

user, it is observed that the ergodic MUI energy level at easér is also cannot be used to derive the optimal alphabet for the multissenario, we
same if the users have equal information symbol energy. restrict ourselves to Gaussian alphabets here.
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N=60 | N=80 | N=100 | N=120 | N=160 | N=200 | N=240 | N = 320 | N = 400
GBC Sum Capacity Upper Bound (M = 10) -2.8 -4.0 5.1 -5.8 -7.2 -8.2 -8.9 -10.2 -11.2
Proposed CE Precoder (M = 10) -0.8 2.1 -3.3 -4.1 -55 -6.5 -7.2 -8.6 -9.6
Power Gap (M = 10) 2.0 1.9 1.8 1.7 1.7 17 1.7 1.6 1.6
GBC Sum Capacity Upper Bound (M = 4Q) 3.8 2.4 1.3 0.6 -0.9 -2.0 2.7 -4.1 51
Proposed CE Precoder (M = 40) 9.2 6.0 4.1 3.2 1.4 -0.1 -0.9 -2.3 -3.5
Power Gap (M = 40) 5.4 3.6 2.8 2.6 2.3 1.9 1.8 1.8 1.6

Fig. 3. Minimum Pr /o2 (DB) required to achieve a per-user ergodic rate dipcu.

follows from the fact that, for any complex scalar ry,

varfz] < E[|z|?]. From (30) it follows that an achievable & *°[ - M= 10, Proposed GE Precoder (GE)
ergodic information sum-rate for the GBC under the pe & 12} = +-M =10, ZF Phase-only Precoder (CE)
t CE traint. i . b g \ - 8- M =10, GBC Sum Cap. Upp. Bou. (APC
anienna constraint, 15 given by ® ol v —6— M = 40, Proposed CE Precoder (CE)
M o} ‘\ —+— M = 40, ZF Phase-only Precoder (CE)
(%2} -
CE PT A PT S L Q \ —&— M =40, GBC Sum Cap. Upp. Bou. (APC
rEe) & 2 Ea[REEZ)] @ § oA
g — g g al . \*
> QM
Subsequently, we consider the scenario where all users h £ ob t\\*
. . . . ®© N N
the same unit energy Gaussian information alphabet and ¢ SN
same information symbol ener§yFurther optimization of & -3t
RCE(E, Lz ) over E subject toE; = --- = Ej, results Nﬁ 6l “\\:2“‘::&%:_\ ]
in an achievable ergodic information sum-rate which is give = TTeem Tt
by g
c
ce/Pr\ a CE Pr = 125 50 100 150 200 250 300
R (7) = max R (E, 7) (32) No. of Base Station Antennas (N)
o2 E|Ey=Ey==E>0 o2

. s e _ PR Fig. 4. RequiredPr/a? vs. N, to achieve a fixed desired ergodic per-
Since it is difficult to analyze the sum-rate expression @) (3 user rate— 2 bpeu. Gaussian information alphabéls — - - — Ly, 1D

we have studied it through exhaustive numerical simulatiopa/(o,1) Rayleigh fading.
forani.i.d.CN(0,1) Rayleigh fading channel. In the following
section, we present some important observations based aofixed per-user desired ergodic information rate2dbpcu,

these numerical experiments. compared to the APC only constrained GBC, the extra total
V. SIMULATION RESULTS ON THE ACHIEVABLE ERGODIC ~ transmit power (power gap) required under the per-anteriha C
INFORMATION SUM-RATE RCE(%) constraint issmall (1.7 dB).

In Fig. 4, we also consider another CE precoding scheme,
All reported results are for the i.i.cCA(0,1) Rayleigh where, for a given information symbol vectay the precoder
fading channel. In Fig. 4, for a fixeti/ we plot the minimum  firstly computes the zero-forcing (ZF) vector = Hfu,
Pr/o? required by the proposed CE precoder, to achieve ?ﬁf A gH (HHH)—l s the pseudo-inverse dff). Prior

ergodic per-user information rate dt“§(Pr/o?)/M = 2 o\ h ; lized to h
bpcu as a function of increasiny (Due to the same channel'© transmission, eac component:o s hormaiize '.[O ave a
gilodulus equal to,/Pr/N, i.e., the signal transmitted from

distribution for each user, we have observed that the etcgo ) :
information rate achieved by each usei j§/ of the ergodic the Z_'th BS antenna isy PT/N a;/|z;|. At each user, the
received signal is scaled by a fixed constdnitve shall hence-

sum-rate). The minimum requirell; /o2 is also tabulated in A
Fig. 3. It is observed that, for a fixedil, at sufficiently large fOrth refer to this precoder as the ZF phase-only precoder. |
Fig. 4, we observe that ther /o2 required by the proposed CE

N, the requiredPr/o? reduces by roughly dB for every , -
doubling in N. This shows that, for a fixed/, an array power precoder is always less than that required by the ZF phalge-on

gain of O(IV) can indeed be achieved even under the stringdffgcoder. In fact, for moderate values §f1/, the proposed

per-antenna CE constraint. For the sake of comparison, {y& precoder requires significantly IE?B';’/UQ as compared to
have also plotted a lower bound on t#e:/o? required to "€ ZF phase-only precoder (e.g. with= 100, M = 40, the

achieve a per-user ergodic rate ®fbpcu under the APC "€duiredPr/o* with the proposed CE precoder is rougiily

constraint (we have used the cooperative upper bound on less than that required with the ZF phase-only precoder).
GBC sum-capacity [10])° We observe that, for larga” and At Very large values ofV/)M, the ZF phase-only precoder has
similar performance as the proposed CE precoder. However,

9We impose this constraint so as to reduce the number of paramett terms of complexity the ZF phase-only precoder does not
involved, thereby simplifying the study of achievable ratesa multi-user necessarily have a lower complexity than the proposed CE

GBC with per-antenna CE transmission. Nevertheless, foi.itlde Rayleigh - _
fading channel with each user having the same Gaussian infiormephabet, precoder. This is because, the ZF phase-only precoder needs

it is expected that the optimall which maximizes the ergodic sum-rate int0 compute the pseudo-inverse of the channel gain matrix
(31), has equal components.

10 The cooperative upper bound on the GBC sum capacity givesverlo  1This constant is chosen in such a way that the ergodic perinfema-
bound on thePr /o required by a GBC sum-capacity achieving scheme ttion rate is maximized. It is therefore fixed for all channelliggions and
achieve a given desired ergodic information sum-rate. depends only upon the statistics of the chanial/o2, N and M.
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Fig. 5. The extraPr /o2 (in dB) required (vertical axis) by the proposed,:ig. 6. Same as Fig. 5, but faV = 480 base station antennas.
CE precoder and by the ZF phase-only precoder, respectit@lpchieve

the same ergodic per-user information rate as predicted byGB€ sum- ) L o

capacity cooperative upper bound (horizontal axis). Heeertumber of base CE precoder is significantly more power efficient than the
station antennas i& = 48 and the number of users & = 12. All users 7E phase-only precoder, whereas for very Ialiggé]VI both

use Gaussian information alphabéts = --- = U,; = Gaussian and all . .

channels are i.i.dCA(0, 1) Rayleigh fading. precoders have similar performance when the desired @gr-us

ergodic information rate is below a certain threshold (lmelyo

(@ M x N matrix) and also the matrix vector product ofhis threshold, the performance of the ZF phase-only prexcod
the pseudo-inverse times the information symbol veator deteriorates).
Computing the pseudo-inverse has a complexity)éf/2N) In Fig. 4, for the proposed CE precoder, we had observed
and that for the matrix vector product@(M N), resulting in  that for a fixedM and fixed desired per-user information rate,
a total complexity ofO(M2N). In contrast, the proposed CEWith “sufficiently large” IV, the total transmit power can be
precoder does not need to compute the pseudo-inverse, EgfiHiced linearly with increasinyy. We next try to understand
has a complexity of)(M N) (see Section I1I-B). as to how “large” mustV be. In Fig. 7, for a fixedV/ = 12

To gain a better understanding of the power-efficiency of tisers, we plot the achievable per-user ergodic information
considered CE precoders, in Fig. 5, for a fix§c= 48, M/ = rate under per-antenna CE transmission (il%C.,E(’;—%)/M)
12 we plot an upper bound on the extPa /o? required by the as a function of increasingy and Pr = Py/N (i.e., we
considered CE precoding schemes when compared to a Glgfearly decreaseP; with increasingN, Py, = 38.4). It is
sum-capacity achieving scheme under ABGs a function observed that, the per-user ergodic information rate asze
of the desired per-user ergodic information rate (note ithat and approaches a limiting information rate/dis— oo (shown
Fig. 4, the desired per-user rate was fixed2tdpcu). It is by the dashed curve in the figurelly = 38.4 corresponds
observed that, for a desired ergodic per-user informatie rto a limiting per-user information rate of roughly7 bpcu.
below 2 bpcu, the ZF phase-only precoder requires roughishis then suggests that, in the limit & — oo, the per-user
1—1.5 dB more transmit power as compared to the propos@tiormation rate remains fixed as long & is scaled down
CE precoder. For rates higher tharbpcu, this gap increaseslinearly with increasingN. A similar behaviour is observed
very rapidly (at3 bpcu, this power gap is roughl§ dB). under APC (see the GBC sum capacity upper bound curve in
In Fig. 6, we plot the results of a similar experiment buthe figure). In Fig. 8, similar results have been illustrated
with N = 480,M = 12 (a very large ratio ofN/M). M = 24 users andPr = P,/N (P, = 72.3, corresponding
It is observed that, the ZF phase-only precoder has simitara limiting per-user information rate of roughly7 bpcu).
performance as the proposed CE precoder for per-user ergodith regards to the question on how “large” mustbe, it is
information rates belov bpcu. For rates higher thahbpcu, now clear thatN must at least be so large that the achievable
the performance of the ZF phase-only precoder deterioraigs-user ergodic information rate is sufficiently close t® i
rapidly, just as it did in Fig. 5. In Figs. 5 and 6, we also notimiting information rate (i.e., in the flat region of the &).
that the extra total transmit power required by the proposéd general, for a desired closeness to the limiting inforomat
CE precoder (Section IlI-B) increases slowly w.r.t. incieg rate, the minimum number of BS antennas required depends
rate, and is less that5 dB for a wide range of desired per-on M. Our numerical experiments suggest that, to achieve
user information rates. From exhaustive experiments, we ha fixed desired ratio of the per-user ergodic informatior rat
concluded that, for moderate values 8% M, the proposed to the limiting information rate, a channel with a largé

requires a largeV also. As an example, for a fixed ratio of

*2 Since we use the cooperative upper bound to predicPiés? required () 95 hetween the achievable per-user ergodic information rate
by a GBC sum-capacity achieving scheme, the reported valuéiseoéxtra

Pr/o? required by the considered CE precoders are infact an upperdb and the IImltlng 'nform_at'on rate, a channel withl = 12
on the minimum extraPy /o2 required. users requires a BS with at least = 96 antennas, whereas
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that per-antenna CE signals require an ex@rdB transmit
power, we arrive at the conclusion that, for a given desired
= a achievable information sum-rate, with sufficiently larye a
base station having power-efficient amplifiers with CE isput
would require10log,,(4) — 2.0 = 4.0 dB less total transmit

S S N power compared to a base station having highly linear power-
inefficient amplifiers with high PAPR inputs.
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certain mild conditions on the channel, even with a strin- APPENDIX A

gent per-antenna CE constraint, array power gain can stillconvERGENCE(IN DISTRIBUTION) OF THE SEQUENCE
be achieved. We have also proposed a low-complexity CE
precoding scheme. For the proposed CE precoding scheme, N
through exhaustive simulations for the ii.d. Rayleigh-fad 1he convergence in distribution of the sequence of random
ing channel, we showed that, compared to an APC on\@riables{?]\;} (@s N — oo with fixed M) is stated and
constrained GBC, the extra total transmit power requirgafoved in Theorem 3. Its proof relies on three known results
by the proposed CE precoder to achieve a given per-ugénich have been stated below.

ergodic information rate is small (less thandB for the Result 1: (Multivariate Central Limit Theorem (CLT)) Let
scenarios of interest). Typically, a non-linear poweregéiit £, denote the joint cumulative distribution function (c.jl.f.
amplifier is about4 — 6 times more power-efficient than aof the k-dimensional real random variab{é(,(f),~-- ,X,(f)),
highly linear amplifier [11]. Combining this fact with thedia n = 1,2,... and for each real vectok = (\y, Aa, -+, \x)7,

Fig. 8. Same as Fig. 7, but with a fixed = 24 and P = 72.3/N.
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let F ,, be the c.d.f. of the random variable X" + A, X\?+  From the above definition and (8), it follows that r{w can
-+ XX A necessary and sufficient condition 81, to  be expressed s

converge to a limiting distribution (as — oo) is that Fa ,, N
converges to a limit foeachvector A. (v = Z(ai cos(0;) + b; sin(6;))
Proof — For details please refer to [12] . [ | i=1
This result basically states that, #f is the joint c.d.f. of a al > 9 1 b
k-dimensional real random variabteX (), X2 ... x () - Z_; V@i + b7 cos(0 — tan ™" )
and if Fo,, — Fa for'3 each vectorA, then F,, — F as - o) )
and if Fa. n s T AL +AERET)

Result 2: (Lyapunov-CLT) Let{X,}, n = 1,2,... be a i
sequence of independent real-valued scalar random vesiabl M (\QpI™) )\IhQ<N>)
Let E[X,] = pn, E[(X,, — pn)?] = 02, and for some fixed b et Ak — by,
€ >0, E[| X, — un|**¢] = B, exists for alln. Furthermore VN
let

wherent” 2 Re(h{Y) hgim 2 im(hY)). We further

Bné<§5i)zi£’ C”é(iaf)%' (33)  define

=1

\/N )

1>

(36)

- A 2 2 o -1 ﬁ
Then if B, ni = /a? + bicos(; — tan ai) (37)
lim =0, (34) . . .
n—oo Chp, Since, the phase anglés,i = 1,2,..., N are independent

of each other,n;,i = 1,2,--- N are also independent.

n - o0) to the c.d.f. of a real Gaussian random variable with'€reéfore, (v is nothing but the sum ofV independent
mean zero and unit variance. random variables. We can therefore apply the Lyapunov-CLT

Proof — For details please refer to [13] . m (Result 2) to study the convergence of the c.d.f.Caf as

Result 3: (Slutsky’s Theorem) Lef{ X,,} and {Y,,} be a N — oo. A

; A 1 - 2 A 21 _
sequence of scalar random variables{JX,} converges in , JVe firstly see thay; = Efn,] = 0 and o} = E[57] =

o : (a? 4 b?)/2 sinced; is uniformly distributed in[—x, 7). We
distribution (asn — oc) to some random variabl&, and 4y show that the conditions of the Lyapunov-CLT ((34) in

{Y} converges in probability to some constantthen the Result 2) are satisfied with = 2. We see that
product sequencéX,Y,} converges in distribution to the

the c.d.f. ofY,, = W converges (in the limit as

A 1
random variable-X . Bi = Eln]

Proof — For details please refer to [17] . u = (a? +b%)*E[cos’ (6; — tan™! ﬁ)]

Theorem 3: For any channel sequenddy} satisfying i
the conditions in (6), the associated sequence of random = a2y (38)

vectors{zy} (defined in (8)) converges (&% — oo with 8

fixed M) in distribution to a multivariate2M-dimensional exists for alli. In order that the condition in (34) is satisfied,
we must show that

real Gaussian random vectar = (X{, X9 ... X[ x9)T By
with independent zero-mean components and( Xa§ = lelo(TN =0 (39)
var(X?) = e/2,k = 1,2,...,M (note thatcy,k =  where
1,2,..., M is defined in (6)). N X .
Proof — Consider a multivariat@ M/ -dimensional real ran- By 2 (Zﬁi)z _ (§ Z(a? +b?)2)z ’
dom variable (X7, X© ..., X[, X%), whose components = 8=
are ii.d. real Gaussian with mean zero and(¥d) = N 1 N 1
var(X?) = ¢/2,k = 1,2,..., M. Then, for any vector Oy = (205)2 = (Z(“?+bf)/2)2 (40)
A=A2 AL AY)T € R?M the scalar random vari- = =t

IvI \Q@vQ, . I vI Q Qi ; As a note, from (36) it follows that botl3y and Cy are
able(\ X7+ AT X"+ -+ Ay X445 Xy ) i real Gaussian strictly positive for all N > M. Since M is fixed, proving

. . M 2 2
with mean zero and variance ., cx ((A;)” + (A2)) /2. (39) is equivalent to proving that
If we can show that for any arbitrary vectar € R*M, the .
limiting distribution of z% A is also real Gaussian with mean lim if -0 (41)
zero and the same varian§e,_, ¢ (A\L)" + (A¥)") /2, then N—oo Oy
using Result 1 it will follow that the c.d.f. afx converges to Using (6) we firstly show that
the c.d.f. of( X!, X,-..  XI,, X9)asN — co. This would M
then complete the proof. In the following we show that this is Jim Cx = 5 > () + (D)) (42)
indeed true. - k=1

For a given 2M-dimensional real vectorA =

i.e., C3 converges to a constant & — oo. We then show
(AL, AL 9T, Tet N g o0

that, again under (6),
M
A N N lim BY = 4
o 2alA =3 (ML 422, (35) am By =0 (43)
k=1
14Note that the randomness iny is only due to the random variables
13 frp is the c.df. of Ay XD o4 X X (F) 0;,i=1,2,...,N.



IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. XX, NO. XX, XX XXXX 12

§B;*V = > (ai +17)°

N
3 =1
N { M ‘)\ ‘ ‘h(N)

.

- 2y

1=1

M (Re(AEARER R) +imOpA)IM(RY R)) 7
ZZ > N
k= k+1

1il=

A h<N)
_[sh (S

.

SN Y PRe(Y) BN

M M M . |
Z Z Z (')\kl |2Rd)\22)\l2) = N2 ko, 12 i

k1=1ko=1lo=ko+1
N N N N
SN R PIm(RY) RN
N2

Ay PIM( Ny Ay

M M M M N (N)™ ¢ (N) (N)*™ ¢ (N)
* * Zi: Re(h 'Lh Z)Re(h‘ zh 7,)
oD o S S L

k1=1ko=11l1=k1+1la=ko+1

SN Re( RN ImM(RY) B

1y, ko,i "Vlg,t

Re(A%, Ay )IM(Af, Ay e +
. S Im T R DR ki)
IM(A, Ay REAT, Ay, ) =t et
. s N MmN Im(R RN
ML, A )IM(Ag, Ay ) = ]‘\}2 ERES (44)
Equation (41) would then follow from (42) and (43). We(6) it follows that for allky, ko, 11,12 € (1,2,..., M)
next show (42). Using (40) we hage2, = SV (a2 + b2
( ) g( ) 21 1( 2) Z'— Re(hch) th))Re(h(N th))
Expanding the expressions far and b; in Zz 1(a +b7) lim ==t 1, ]\1]; 210,
using (36), we have N—oo
Lo il Re(h hihIm(n k)
Ngnoo N2 - 0
y ) o S MR BTORGT R
202 — A2 4 (0@)2) 1P N—o00 N2 ’
N ;(( WO TR SN mE B Im () BV
. ™ . . lim i= 1 ky,1 Iy, ko, lo,i _ 0
N (3T T Q Q N—o0 N?
I\I Q.\Q Zi:l(hk,i hl,z‘ +hk,i hl,i )
230 30 (0D an?) N S PR M)
e ), () (N) | () N N? -
I Q Q I
1\Q o Z (h hﬂ. h h ) I\L h(N) 2|m h(N) h(N)
+(,\k)\ ,\ )\) N } ]\;im szl‘ k1 ‘NQ ka,i 122) — (47)
(45) o _ o
Substituting (47) into (44) and taking the limit, we have
N M (N)2
.8 . { IMel?[hy s | }
lim -By = lim Z 27 (48)
From As.1 and As.3 in (6) it follows that Noeo 3 Nozee iH (k:I N )
Further,
Nk \h<N>|
lim =
i Z (hI(N>hI(N)+hQ(N)hQ(N)) _ 0 Nam{;(kz )
N N - M SN R 2N 2
1V @Y Ay |2 Ay | i =Lkl TRet ) N49)
Sy (b hP = hE hii ) Rl Ak R N2
Nlim N = 0, k1 1ko=1
— 00
[hV)2 From (As.2) in (6) it follows that
R = o (46) ziillhi”ll |y il i
Noco N my e e 2 = 0 and therefore using

this result in (49) and (48) we get (43). From (42) it follows

that C'3, converges to a positive constant &s— oco. Hence
Using (46) in (45) and taking the limit @ — co we get (42) we have now shown (41), and therefore the Lyapunov-CLT
(note that/\/ is fixed). We now show (43) Before proceedingonditions for the convergence of the c.d.f. of the random
further, we define the complex numbevs 2 (M +j\@), ; = variable(y are indeed satisfied.

1,2,..., M. Expanding the expressions faf and 61 inside Therefore invoking Result 2 (Lyapunov-CLT), it follows tha
the summation inB, (see (40)) we get (44). From (As.2) inthe c.d.f. of¢y /Cy converges to the c.d.f. of a zero mean real
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Gaussian random variable with unit variance. Further, esinc
Cy converges to the constaq}/% ra (D2 + (AD)2)
(see (42)), using Result 3 (Slutsky’s Theorem) it followatth
the c.d.f. of(,y converges to the c.d.f. of a zero mean real
Gaussian random variable with variang& " ¢, (AL)? +
(A)?)- M
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