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Abstract

Biological systems perceive the world by simulta-

neously processing high-dimensional inputs from

modalities as diverse as vision, audition, touch,

proprioception, etc. The perception models used

in deep learning on the other hand are designed

for individual modalities, often relying on domain-

specific assumptions such as the local grid struc-

tures exploited by virtually all existing vision

models. These priors introduce helpful induc-

tive biases, but also lock models to individual

modalities. In this paper we introduce the Per-

ceiver – a model that builds upon Transformers

and hence makes few architectural assumptions

about the relationship between its inputs, but that

also scales to hundreds of thousands of inputs,

like ConvNets. The model leverages an asymmet-

ric attention mechanism to iteratively distill inputs

into a tight latent bottleneck, allowing it to scale

to handle very large inputs. We show that this

architecture is competitive with or outperforms

strong, specialized models on classification tasks

across various modalities: images, point clouds,

audio, video, and video+audio. The Perceiver

obtains performance comparable to ResNet-50

and ViT on ImageNet without 2D convolutions

by directly attending to 50,000 pixels. It is also

competitive in all modalities in AudioSet.

1. Introduction

Inductive biases such as spatial locality in early vision are

clearly valuable and are famous for drastically increasing

the efficiency of learning perceptual models. But, given the

increasing availability of large datasets, is the choice to bake

such biases into our models with hard architectural decision

the correct one? Or are we better off building in as much

flexibility as possible, and encouraging the data to speak for

itself (LeCun et al., 2015)?
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One glaring issue with strong architectural priors is that they

are often modality-specific. For example, if we assume that

the input is a single image, we can use our knowledge of

its 2D grid structure and build an efficient architecture that

relies on 2D convolutional operations. But if we move to a

stereo pair, we must decide how to modify this structure to

jointly process the pixels from both sensors: should we use

an early or late fusion architecture (Karpathy et al., 2014)

or should we sum or concatenate features? If we move to

audio, then the merits of a 2D grid are no longer as clear,

and a different type of model, such as 1D convolutions

or an LSTM (Hochreiter & Schmidhuber, 1997; Graves

et al., 2013), may be warranted instead. If we want to

process point clouds – a common concern for self-driving

cars equippped with Lidar sensors – then we can longer rely

on models that scale best for fixed, low-resolution grids. In

short, using standard tools, we are forced to redesign the

architecture we use every time the input changes.

In this paper we introduce the Perceiver, a model designed

to handle arbitrary configurations of different modalities

using a single Transformer-based architecture. Transform-

ers (Vaswani et al., 2017) are very flexible architectural

blocks that make few assumptions about their inputs, but

that also scale quadratically with the number of inputs, in

terms of both memory and computation. Recent work has

shown impressive performance using Transformers on im-

ages, but this work relies on the pixels’ grid structure to

reduce computational complexity, by first processing pix-

els using a 2D convolution (Dosovitskiy et al., 2021; Tou-

vron et al., 2020), factorizing the image into columns and

rows (Ho et al., 2019; Child et al., 2019), or by aggressive

subsampling (Chen et al., 2020a). Instead, we propose a

mechanism that can handle high-dimensional inputs while

retaining the expressivity and flexibility needed to deal with

arbitrary input configurations.

Our core idea is to introduce a small set of latent units that

forms an attention bottleneck through which the inputs must

pass (Fig. 1). This eliminates the quadratic scaling problem

of all-to-all attention of a classical Transformer and decou-

ples the network depth from the input’s size, allowing us

to construct very deep models. By attending to the inputs

iteratively, the Perceiver can channel its limited capacity to

the most relevant inputs, informed by previous steps. But

spatial or temporal information is crucial for many modali-
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Figure 1. The Perceiver is an architecture based on attentional principles that scales to high-dimensional inputs such as images, videos,

audio, point-clouds, and multimodal combinations without making domain-specific assumptions. The Perceiver uses a cross-attention

module to project an high-dimensional input byte array to a fixed-dimensional latent bottleneck (the number of input indices M is much

larger than the number of latent indices N ) before processing it using a deep stack of Transformer-style self-attention blocks in the latent

space. The Perceiver iteratively attends to the input byte array by alternating cross-attention and latent self-attention blocks.

ties, and it is often essential to distinguish input from one

modality or another in multimodal contexts. We can com-

pensate for the lack of explicit structures in our architecture

by associating position and modality-specific features with

every input element (e.g. every pixel, or each audio sam-

ple) – these can be learned or constructed using high-fidelity

Fourier features (Mildenhall et al., 2020; Tancik et al., 2020;

Vaswani et al., 2017). This is a way of tagging input units

with a high-fidelity representation of position and modal-

ity, similar to the labeled lined strategy used to construct

topographic and cross-sensory maps in biological neural

networks by associating the activity of a specific unit with a

semantic or spatial location (Kandel et al. 2012, Ch. 21).

We demonstrate performance comparable to strong models

such as ResNet-50 and ViT when training on ImageNet for

classification; competitive performance on the AudioSet

sound event classification benchmark (using raw audio,

video, or both); and strong performance relative to compara-

ble approaches on ModelNet-40 point cloud classification.

2. Related Work

ConvNets (Fukushima, 1980; LeCun et al., 1998; Cireşan

et al., 2011; Krizhevsky et al., 2012) have been the dominant

family of architectures for perceptual tasks for nearly a full

decade, thanks to their good performance and scalability.

They can handle high-resolution images while using rela-

tively few parameters and relatively little compute by using

convolutions to share weights in 2D and limit each unit’s

computation to a local 2D neighborhood. However, as dis-

cussed in the previous section, they offer limited flexibility

when combining multiple signals, unlike the attention-based

models dominant in language, as exemplified by Transform-

ers (Vaswani et al., 2017).

Efficient attention architectures. Transformers are amaz-

ingly flexible but scale poorly with the input size because

all self-attention layers have the same number of inputs and

standard self-attention compares each input to every other

input at all layers. Nevertheless, self-attention has been

rapidly percolating into perception, for example as pieces

of otherwise convolutional models for images (Bello et al.,

2019; Cordonnier et al., 2020; Srinivas et al., 2021) and

videos (Wang et al., 2018; Girdhar et al., 2019). A vari-

ety of strategies have been proposed to reduce the size of

the input to the Transformer so it can be used on domains

that are otherwise too large, including subsampling the in-

put (Chen et al., 2020a) or by first preprocessing the input

using convolutions (e.g. Wu et al. 2020). This is the strategy

taken by the Vision Transformer (ViT) (Dosovitskiy et al.,

2021), which first reduces the input size to ∼ 200 using a

2D convolutional layer (referred to as “linear projection of

flattened patches” in that work) and then applying a Trans-

former on the resulting inputs along with a BERT-like class

token (Devlin et al., 2019). ViT produces impressive results

on ImageNet but this preprocessing strategy restricts it to

image-like domains with grid-like sampling patterns.

Several groups have proposed to modify the internals of

the Transformer’s self-attention module to gain greater effi-

ciency (see Appendix Sec. A for a discussion). Most closely

related to our work is the Set Transformer (Lee et al., 2019).

The Set Transformer uses cross-attention to project a large

input array to a smaller array, either to reduce the com-

putation within a module or to project inputs to a target

output shape (e.g. mapping an input set to logits). Like this

work, the Perceiver uses cross-attention over an auxiliary

low-dimensional array to reduce the complexity of attention

from quadratic to linear in the input size. In a similar vein

(but without using cross-attention), Linformer (Wang et al.,
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Figure 2. We train the Perceiver architecture on images from ImageNet (Deng et al., 2009) (left), video and audio from AudioSet (Gemmeke

et al., 2017) (considered both multi- and uni-modally) (center), and 3D point clouds from ModelNet40 (Wu et al., 2015) (right). Essentially

no architectural changes are required to use the model on a diverse range of input data.

2020b) produces linear-complexity self-attention modules

by projecting key and value inputs to arrays with a size

smaller than the input. Unlike this prior work, the Perceiver

uses cross-attention not only to get linear complexity layers,

but also to decouple network depth from the input size. As

discussed in Sec. 3, it is this decoupling and not merely

linear scaling that allows us to build very deep architec-

tures, which appear to be essential for good performance

on challenging tasks in a range of domains. We discuss the

relationship between the Perceiver and the Set Transformer

in more detail in Appendix Sec. A.

Multimodal architectures. In current approaches to multi-

modal processing, separate feature extractors are used for

each modality (Kaiser et al., 2017; Arandjelovic & Zisser-

man, 2018; Wang et al., 2020c; Chen et al., 2020b; Alayrac

et al., 2020; Lee et al., 2020; Xiao et al., 2020) – it is gen-

erally not sensible to concatenate an audio spectrogram or

a raw audio waveform with an image and pass it through a

ConvNet. This approach leads to a variety of architectural

choices – such as when to fuse modalities – that need to be

re-tuned for each application. Because of this state of affairs,

best-practice architectures for vision cannot be ported to all

domains, and specialized models have been developed to

handle domains like point clouds (Qi et al., 2017; Guo et al.,

2020). The Perceiver is designed to very flexibly handle a

wide range of inputs out of the box even if they come from

very different modalities, including high-bandwidth ones

such as images and audio (as illustrated by Fig. 2).

3. Methods

3.1. The Perceiver architecture

Overview. We build our architecture from two components:

(i) a cross-attention module that maps a byte array (e.g. an

pixel array) and a latent array to a latent array, and (ii) a

Transformer tower that maps a latent array to a latent array.

The size of the byte array is determined by the input data

and is generally large (e.g. ImageNet images at resolution

224 have 50,176 pixels), while the size of the latent array

is a hyperparameter which is typically much smaller (e.g.

we use 512 latents on ImageNet). Our model applies the

cross-attention module and the Transformer in alternation.

This corresponds to projecting the higher-dimensional byte

array through a lower-dimension attention bottleneck before

processing it with a deep Transformer, and then using the

resulting representation to query the input again. The model

can also be seen as performing a fully end-to-end clustering

of the inputs with latent positions as cluster centres, lever-

aging a highly asymmetric cross-attention layer. Because

we optionally share weights between each instance of the

Transformer tower (and between all instances of the cross-

attention module but the first), our model can be interpreted

as a recurrent neural network (RNN), but unrolled in depth

using the same input, rather than in time. All attention mod-

ules in the Perceiver are non-causal: we use no masks. The

Perceiver architecture is illustrated in Fig. 1.

Taming quadratic complexity with cross-attention. We

structure our architecture around attention because it is both

generally applicable (making less restrictive assumptions

about the structure of the input data than e.g. ConvNets; it’s

all you need) and powerful in practice. The main challenge

addressed by our architecture’s design is scaling attention

architectures to very large and generic inputs. Both cross-

attention and Transformer modules are structured around the

use of query-key-value (QKV) attention (Graves et al., 2014;

Weston et al., 2015; Bahdanau et al., 2015). QKV attention

applies three networks – the query, key, and value networks,

which are typically multi-layer perceptrons (MLPs) – to

each element of an input array, producing three arrays that

preserve the index dimensionality (or sequence length) M

of their inputs. The main difficulty of using Transformers on

large-scale inputs like images is that the complexity of QKV

self-attention is quadratic in the input index dimensionality,

but the index dimensionality M of images is typically very

large (M = 50176 for 224× 224 ImageNet images). The

challenge is similar for audio: 1 second of audio at standard

sampling rates corresponds to around 50,000 raw audio

samples. This problem compounds dramatically for multi-

modal inputs.
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For this reason, prior work that uses attention to process

images avoids directly applying standard QKV attention to

the input pixel array (see Sec. 2 and Appendix Sec. A for an

overview). Here, we apply attention directly to the inputs

by introducing an asymmetry into the attention operation.

To see how this works, first note that for Q ∈ R
M×D,

K ∈ R
M×C , and V ∈ R

M×C , (where C and D are channel

dimensions) the complexity of the QKV attention operation

– essentially, softmax(QKT )V – is O(M2), as it involves

two matrix multiplications with matrices of large dimension

M .1 So we introduce asymmetry: while K and V are

projections of the input byte array, Q is a projection of a

learned latent array with index dimension N ≪ M , where

the latent’s index dimension N is a hyperparameter. The

resulting cross-attention operation has complexity O(MN).

Uncoupling depth with a latent Transformer. The output

of the cross-attention module takes the shape of the input

to the Q network: that is, the cross-attention layer induces

a bottleneck. We exploit this bottleneck by building deep

(and hence expressive) Transformers in the latent space:

they come at the low cost of O(N2). This design allows

Perceiver-based architectures to make use of much deeper

Transformers than efficient Transformers that use linear-

complexity layers, without relying on domain-specific as-

sumptions. This is because a Transformer built on bytes

has complexity O(LM2) while a latent Transformer has

complexity O(LN2) (where N ≪ M ), when considered

as a function of the number of layers L in addition to index

dimensionality.

This results in an architecture with complexity O(MN +
LN2), and this is key: by decoupling the input size and

the depth, we can add additional Transformer layers at a

cost that’s independent of the input size. This allows us

to construct very large networks on large-scale data. For

example, our best ImageNet results use a network with 48

latent Transformer blocks, which is infeasible with networks

that couple input size and depth (e.g. see Tab. 5).

Our latent Transformer uses the GPT-2 architecture (Rad-

ford et al., 2019), which itself is based on the decoder of the

original Transformer architecture (Vaswani et al., 2017). In

our experiments, we use values of N ≤ 1024, which makes

our latent Transformer comparable in input size to models

in wide-spread use in language. The latent array itself is

initialized using a learned position encoding (Gehring et al.,

2017) (see Appendix Sec. C for details).

Iterative cross-attention & weight sharing. The size of

the latent array allows us to directly model pixels and to

build deeper Transformers, but the severity of the bottle-

neck may restrict the network’s ability to capture all of the

1We ignore the contributions of the channel dimensions C and
D here, as they are generally small relative to M .

ResNet-50 (He et al., 2016) 77.6

ViT-B-16 (Dosovitskiy et al., 2021) 77.9

ResNet-50 (FF) 73.5

ViT-B-16 (FF) 76.7

Transformer (64x64, FF) 57.0

Perceiver (FF) 78.0

Table 1. Top-1 validation accuracy (in %) on ImageNet. Models

that use 2D convolutions exploit domain-specific grid structure

architecturally, while models that only use global attention do not.

The first block reports standard performance from pixels – these

numbers are taken from the literature. The second block shows

performance when the inputs are RGB values concatenated with

2D Fourier features (FF) – the same that the Perceiver receives.

This block uses our implementation of the baselines. The Perceiver

is competitive with standard baselines on ImageNet without relying

on domain-specific architectural assumptions.

necessary details from the input signal. To hedge against

this effect, the Perceiver may be structured with multiple

cross-attend layers, which allow the latent array to iter-

atively extract information from the input image as it is

needed. This allows us to tune the model to balance ex-

pensive, but informative cross-attends against cheaper, but

potentially redundant latent self-attends. As shown in Ap-

pendix Tab. 6, more cross-attends leads to better perfor-

mance, but increases the computational requirements of the

model because it increases the number of layers with linear

dependence on the input size.

Finally, in virtue of the iterative structure of the resulting

architecture, we can increase the parameter efficiency of the

model by sharing weights between the corresponding blocks

of each latent Transformer and/or between cross-attend mod-

ules. Latent self-attention blocks can still be shared if only

a single cross-attend is used. In our ImageNet experiments,

weight sharing results in an approximately 10x reduction in

the number of parameters, while reducing overfitting and

boosting validation performance. The resulting architecture

has the functional form of an RNN with a cross-attention

input projection, a bottlenecked latent dimensionality, and

a latent Transformer recurrent core. We note that weight

sharing has been used for similar goals in Transformers

(Dehghani et al., 2019; Lan et al., 2020).

3.2. Position encodings

Permutation invariance and position information. At-

tention is a permutation-invariant operation, and this prop-

erty is preserved by the Perceiver and related models (Lee

et al., 2019). A pure attention model will return the same

output regardless of the order of its inputs, leaving no trace

of the input’s ordering on its outputs. This property makes

attention-based architectures well-suited for many types

of data, as they make no assumptions about which spatial

relationships or symmetries to prioritize. In contrast, the
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Raw Perm. Input RF

ResNet-50 (FF) 73.5 39.4 49

ViT-B-16 (FF) 76.7 61.7 256

Transformer (64x64) (FF) 57.0 57.0 4,096

Perceiver:

(FF) 78.0 78.0 50,176

(Learned pos.) 70.9 70.9 50,176

Table 2. Top-1 validation accuracy (in %) on standard (raw) and

permuted ImageNet (higher is better). Position encodings (in

parens) are constructed before permutation, see text for details.

While models that only use global attention are stable under per-

mutation, models that use 2D convolutions to process local neigh-

borhoods are not. The size of the local neighborhood at input is

given by the input receptive field (RF) size, in pixels.

ConvNets that are typically used in image processing – such

as residual networks (ResNets) (He et al., 2016) – bake in

2D spatial structure in several ways, including by using fil-

ters that look only at local regions of space (which makes

it easier to capture the relationship between nearby pixels

than between distant pixels), by sharing weights across both

spatial dimensions (which helps to model data with statistics

that are invariant to translation), and by repeatedly applying

small filters (which helps to model data with statistics that

are invariant to scale).

But permutation invariance means that the Perceiver’s archi-

tecture cannot in and of itself exploit spatial relationships in

the input data. Spatial relationships are essential for sensory

reasoning (Kant, 1781) and this limitation is clearly unsat-

isfying. In the attention literature, position information is

typically injected by tagging position encodings onto the

input features (Vaswani et al., 2017); we pursue this strategy

here as well. While position information is typically used

to encode sequence position in the context of language, it

can also be used to encode spatial, temporal, and modality

identity.

Scalable Fourier features. Here, we use a strategy that

has recently gained renewed prominence, both in language

and in vision: Fourier feature position encodings (Stanley,

2007; Vaswani et al., 2017; Parmar et al., 2018; Tancik et al.,

2020; Mildenhall et al., 2020). We use a parameterization

of Fourier features that allows us to (i) directly represent the

position structure of the input data (preserving 1D temporal

or 2D spatial structure for audio or images, respectively,

or 3D spatiotemporal structure for videos), (ii) control the

number of frequency bands in our position encoding inde-

pendently of the cutoff frequency, and (iii) uniformly sample

all frequencies up to a target resolution.

We parametrize the frequency encoding to take the values

[sin(fkπxd), cos(fkπxd)], where the frequency fk is the kth

band of a bank of frequencies spaced equally between 1 and
µ
2

. µ
2

can be naturally interpreted as the Nyquist frequency

(Nyquist, 1928) corresponding to a target sampling rate of µ.

By allowing the network to resolve all positions in an input

array, we can encourage it to learn to compare the values of

bytes at any positions in the input array. xd is the value of

the input position along the dth dimension (e.g. for images

d = 2 and for video d = 3). xd takes values in [−1, 1] for

each dimension. We concatenate the raw position value xd

to produce the final representation of position. This results

in a position encoding of size d(2K + 1).

This parameterization is related to the NeRF position encod-

ing scheme (Mildenhall et al., 2020), which is built around

frequency bands with increasing powers of two (the kth band

has frequency 2k). This leads to very high frequencies for

even modest numbers of bands, and in some experiments,

we encountered numerical instability when using this pa-

rameterization beyond around k = 15 bands.

In language modelling, Transformer inputs are typically pro-

duced by adding a position encoding to the input encoding

(the size of the position encoding is tailored to the encoding

used). We found it beneficial to instead concatenate the

position and input features before passing them into the

Perceiver. This difference is perhaps explained by the fact

that input features in language tend to be larger and sparser

than the modalities considered here.

Position encodings are generally applicable. Does the

use of position encodings undermine our claim to be mov-

ing from a more domain-specific architecture built to exploit

2D structure to a more general ones? No, for three reasons.

First, while the architectural imposition of position informa-

tion hard codes a specific positional prior, the feature-based

approach allows the network to learn how to use (or ig-

nore) the position structure. This is in accord with the idea

that greater generality follows from making as much of a

system learnable as possible (Sutton, 2019). Second, it is

possible to redesign architectural priors for data domains

with different structures, such as videos (Tran et al., 2015)

or audio (Ford et al., 2019), or for groups other than the

group of linear translations (e.g. Cohen & Welling 2016;

Bronstein et al. 2017; Esteves et al. 2018)); this however

often requires a tremendous amount of researcher time and

expertise. In contrast, a position encoding can be easily

adapted to a new domain: Fourier features are trivial to

adapt as long as the input dimensionality is relatively small

and known. In the broader Transformer literature, simple

learned position encoding have proven to be sufficient for

good results in many settings. We find that a similar strat-

egy produces reasonable results on ImageNet (see Table 2,

bottom row) even though it has no knowledge whatsoever

about the input 2D structure. Third, position encodings can

be naturally extended to multimodal data: each domain can

use a position encoding with the correct dimensionality for

its data, with learned encodings used to distinguish domains

(we use this strategy for multimodal Audioset, see Sec. 4.2).
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4. Experiments

The next few subsections are organized by the modalit{y,

ies} used (illustrated in Fig. 2). We evaluate the effect

of model configuration and hyperparameters on ImageNet

classification in the supplement (Sec. B). As baselines we

consider ResNet-50 (He et al., 2016), a very widely model

for both vision and audio and possibly the closest thing to

a general perceptual architecture so far. We also consider

two Transformer variants, the recently proposed ViT (Doso-

vitskiy et al., 2021), and a stack of Transformers (Vaswani

et al., 2017). All experiments were conducted using JAX

(Bradbury et al., 2018) and the DeepMind JAX ecosystem

(Babuschkin et al., 2020).

4.1. Images – ImageNet

First, we consider the task of single-image classification

using the ILSVRC 2012 split of the ImageNet dataset

(Deng et al., 2009). ImageNet has been a crucial bell-

wether in the development of architectures for image recog-

nition (Krizhevsky et al., 2012; Simonyan & Zisserman,

2015; Szegedy et al., 2015; He et al., 2016) and, until re-

cently, it has been dominated by ConvNet architectures.

Each image on ImageNet has a single label so we use soft-

max outputs and a cross-entropy loss to train for the classifi-

cation task. As is standard practice, we evaluate our model

and all baselines using the top-1 accuracy on the held-out

validation set (the test set is not publicly available). We

train our model using images sampled by Inception-style

preprocessing (Szegedy et al., 2015), including standard

224× 224 pixel crops. Additionally, we augment all images

using RandAugment (Cubuk et al., 2020) at training time.

Position encodings. We generate position encodings by

first using the (x, y) positions on the 224× 224 input crop.

(x, y) coordinates are standardized to [-1, 1] for each di-

mension of a crop (see Appendix Fig. 4). In Inception-style

preprocessing, the raw crop can have a non-uniform as-

pect ratio, which may lead to aspect ratio distortion in both

the input crop and in the (x, y) coordinates used to gener-

ate the position encoding. In early experiments, we tried

using image coordinates rather than crop coordinates as

the basis of the position encoding, but we found that this

led to model overfitting. We suspect that this occurs be-

cause the Perceiver’s architecture may allow it to memorize

training-set image by latching onto a small number of input

pixels, if they are always associated with the same (RGB,

position) feature. By using crops, we effectively introduce

augmentation in both position and aspect ratio, which breaks

correlations between RGB values and position features and

makes it much harder to associate an image label with a

small number of pixels.

Optimization and hyperparameters. Although it is typi-

cal to train convolutional networks on ImageNet using SGD,

we found it easier to optimize Perceiver models using the

LAMB optimizer (You et al., 2020), which was developed

for optimizing Transformer-based models. We trained mod-

els for 120 epochs with an initial learning rate of 0.004,

decaying it by a factor of 10 at [84, 102, 114] epochs. The

best-performing Perceiver we identified on ImageNet at-

tends to the input image 8 times, each time processing the

full 50,176-pixel input array using a cross-attend module

and a latent Transformer with 6 blocks and one cross-attend

module with a single head per block. We found that sharing

the initial cross-attention with subsequent cross-attends led

to instability in training, so we share all cross-attends after

the first. The dense subblock of each Transformer block

doesn’t use a bottleneck. We used a latent array with 512 in-

dices and 1024 channels, and position encodings generated

with 64 bands and a maximum resolution of 224 pixels. On

ImageNet, we found that models of this size overfit without

weight sharing, so we use a model that shares weights for

all but the first cross-attend and latent Transformer mod-

ules. The resulting model has ∼ 45 million parameters,

making it comparable in size to convolutional models used

on ImageNet.

Standard ImageNet. As shown in Table 1, the Perceiver

model we trained on ImageNet obtains results that are com-

petitive with models specifically designed for processing

images. We include ResNet-50 results from (Cubuk et al.,

2020), as these numbers use RandAugment and hence better

match our training protocol. To account for the Perceiver’s

use of Fourier features at input, we trained versions of the

benchmark models with this input as well and found that

it produced comparable, if slightly worse, performance to

models trained solely on RGB input. Additionally, we tested

the performance of a pure Transformer model. Because

Transformers cannot handle ImageNet-scale data, we first

downsampled the input images to 64 × 64 before passing

it into the Transformer (we obtained similar results using

96x96 inputs, which however is much slower to train and

more memory-intensive so we could not use as many layers).

The Transformer model we consider has the same architec-

ture as the latent Transformer of the Perceiver, differing only

in hyperparameters (we swept each model independently),

for more details please consult the Appendix. Note that

state-of-the art on ImageNet without pretraining was 86.5%

top-1 accuracy at submission (Brock et al., 2021).

Permuted ImageNet. To evaluate how important domain-

specific assumptions about grid structure are to the perfor-

mance of the benchmark methods, we evaluate all methods

on permuted ImageNet. To generate permutations, we use a

single, shared permutation pattern for all images. The per-

mutation is performed after position features are generated.

We make this choice because it still allows each network

to infer the spatial relationship between points (using the

position encoding), but prevents the network from using an
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Figure 3. Attention maps from the first, second, and eighth (final) cross-attention layers of our best-performing model on ImageNet (see

Table 1). Cross-attention modules 2-8 share weights in this model. Row 1: Original image and close-ups of one attention map from each

of these layers. Rows 2-4: Overview of the attention maps of the cross-attention modules. Attention maps appear to scan the input image

using tartan-like patterns at a range of spatial frequencies. The visualized attention maps are not overlaid on the input image: any apparent

image structure is present in the attention map itself (the dog is clearly visible in several of the first module’s attention maps).

architectural inductive bias to do so. In other words, under

these conditions, networks that use 2D convolutions cannot

exploit the local neighorhood structure of inputs to reason

about space, but must reason in terms of features, just like

structure-agnostic architectures like Transformers and Per-

ceivers. The results of this experiment are shown in Table 2.

As the Transformer and Perceiver effectively treat any input

as a permuted input, their results are not affected, but we

find that the performance of both ViT and ResNet suffer

dramatically after permutation, even though these models

have access to position encodings. Both of these models still

perform far above chance, suggesting they are able to rea-

son in terms of position features. ViT is more stable under

permutation than the ResNet model: this is likely because

ViT uses a single 2D convolution layer with a fairly large

receptive field (16× 16 = 256 pixels) followed by a Trans-

former, while ResNet-50 uses an initial convolution with a

relatively small receptive field (7× 7 = 49 pixels) and an

architecture essentially entirely composed of convolutions.

The Perceiver architecture itself makes no assumptions

about the spatial structure of its input, but the Fourier fea-

tures position encoding we use by default does. By replacing

these features with a fully learned, 128-dimensional position

encoding, we can evaluate the performance of a Perceiver

with no knowledge of the spatial structure of the inputs.

The results of this experiment are shown in the bottom row

of Table 2. The position encoding used here is initialized

randomly and trained end-to-end along with the network

(using the same initialization as used for the latent array’s

position encoding, see Appendix Sec. C). Because the posi-

tion encodings used here are unaware of the structure of the

input, it makes no difference whether inputs are permuted

before or after the position encoding is constructed.

On the face of it, this experiment may appear contrived –

we know the grid structure, so why don’t we use it? But

the permuted settings provides a convenient model of the

challenges presented by modalities that are challenging and

large-scale (like ImageNet) but aren’t naturally mapped

to a 2D grid (e.g. point clouds, olfactory inputs, touch

inputs, Lidar, etc.) or that include modalities that don’t

share a common grid (e.g. images + language, video +

audio, somatosensory inputs + motor feedback, etc.).

Attention maps. Fig. 3 visualizes the attention maps at

several cross-attention modules for a sample image from

ImageNet (we include additional results in the Appendix).

Each attention map shows the output of the QKT opera-

tion at each of the model’s 512 latent indices and each input

pixel. We visualize attention maps before the softmax, as the

softmax outputs are very sparse and hard to interpret. This

model uses unshared weights in its initial cross-attention,

but shares weights for all subsequent layers. The initial
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Model / Inputs Audio Video A+V

Benchmark (Gemmeke et al., 2017) 31.4 - -

Attention (Kong et al., 2018) 32.7 - -

Multi-level Attention (Yu et al., 2018) 36.0 - -

ResNet-50 (Ford et al., 2019) 38.0 - -

CNN-14 (Kong et al., 2020) 43.1 - -

CNN-14 (no balancing & no mixup) (Kong et al., 2020) 37.5 - -

G-blend (Wang et al., 2020c) 32.4 18.8 41.8

Attention AV-fusion (Fayek & Kumar, 2020) 38.4 25.7 46.2

Perceiver (raw audio) 38.3 25.8 43.4

Perceiver (mel spectrogram) 38.4 25.8 43.2

Table 3. Perceiver performance on AudioSet, compared to state-of-the-art models (mAP, higher is better).

and later cross-attention layers produce qualitatively differ-

ent attention maps: while the early modules shows clear

traces of the input image (the dog pops out in many atten-

tion maps), the attention maps of later modules manifest as

high-frequency plaid lattices. While the attention maps for

modules 2 and 7 show similar structure, the specific details

of corresponding maps do vary, which suggests the net-

work attends to different sets of pixels at subsequent stages.

The banded, variable-frequency structure of the attention

maps appears to reflect the spatial frequency structure of the

Fourier feature position encodings used on ImageNet.

4.2. Audio and video – AudioSet

We experimented with audio event classification in video

using AudioSet (Gemmeke et al., 2017), a large dataset with

1.7M 10s long training videos and 527 classes. Videos may

have multiple labels so we use a sigmoid cross entropy loss

and evaluate using mean average precision (mAP). We eval-

uate the Perceiver using audio (using either the raw audio

waveform or mel spectrogram), video, and audio + video as

inputs. We sample 32-frame clips (1.28s at 25fps) in train-

ing; for evaluation we split the videos into 16 overlapping

32-frame clips, covering the whole 10s, and average the

scores. We train models for 100 epochs.

Given the scale of the dataset we used a faster version of the

ImageNet model with only 2 attention iterations instead of

8, but 8 self-attention layers per Transformer block instead

of 6. We omit weight sharing to compensate for the smaller

size. We experimented briefly with temporal unrolling – e.g.

processing one frame per cross-attend – and found that it

worked well and efficiently for video, but hurt performance

for audio. Audio may require longer attention context.

Audio only. We use audio sampled at 48Khz resulting in

61,440 audio samples over 1.28s of video. We experimented

with two settings: in the first we divide the raw signal into

segments of 128 elements, for a total of 480 128-d vectors

and input these to the Perceiver; the second setting uses a

mel spectrogram resulting in 4800 inputs to the Perceiver,

once flattened. As augmentations, for raw audio we simply

sample in time, consistently with the video sampling. For

spectrograms we use also specaugment (Park et al., 2019).

Video. A full 32 frame clip at 224x224 resolution has more

than 2 million pixels. We experimented using tiny space-

time patches with dimensions 2x8x8, resulting in a total

of 12,544 inputs to the Perceiver. We compute Fourier

features for horizontal, vertical and time coordinates (scaled

to [-1, 1]), and concatenated them with the RGB values.

We use the same model as in the audio experiments but

now taking space-time patches as input rather than audio.

We performed color augmentation, inception-type resizing,

randomly flipping, and cropped to 224x224 resolution.

Audio + video. In this experiment we feed the Perceiver

both the 12,544 space-time patches and either 480 raw audio

vectors or 4,800 spectrogram values. Since modalities are

fused at input, audio and video inputs need to have the same

number of channels. We achieve this by concatenating a

learned, modality-specific encoding to each input. As video

has more channels, we use an embedding of size 4 for video

inputs and make the audio encoding as large as necessary

for the input channels between the two input arrays. This

encoding doubles as a modality-specific position encoding

(as discussed in Sec. 3.2), and we found it worked better than

simply passing the audio encoding through a linear layer to

match the video. Another thing that proved useful was video

dropout – entirely zeroing out the video stream during

training with some probability – a 30% probability for each

example in each batch worked well. This may help the

network to not overfit to video: these inputs provide a larger

but less discriminative signal on Audioset. We observed a

more than 3% improvement by using this procedure; without

it the spectrogram-based model scored 39.9% mAP (vs.

43.2%) and the raw audio model scored 39.7% (vs. 43.4%).

Results. Table 3 shows that the Perceiver obtains near state-

of-the- results art on both video- and audio-only experi-

ments. On raw audio the Perceiver gets 38.4, better than

most ConvNet models except CNN-14 (Kong et al., 2020)

which uses extra AugMix (Hendrycks et al., 2019) and class-
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Accuracy

PointNet++ (Qi et al., 2017) 91.9

ResNet-50 (FF) 66.3

ViT-B-2 (FF) 78.9

ViT-B-4 (FF) 73.4

ViT-B-8 (FF) 65.3

ViT-B-16 (FF) 59.6

Transformer (44x44) 82.1

Perceiver 85.7

Table 4. Top-1 test-set classification accuracy (in %) on Model-

Net40. Higher is better. We report best result per model class,

selected by test-set score. There are no RGB features nor a natural

grid structure on this dataset. We compare to the generic baselines

considered in previous sections with Fourier feature encodings of

positions, as well as to a specialized model: PointNet++ (Qi et al.,

2017). PointNet++ uses extra geometric features and performs

more advanced augmentations that we did not consider here and

are not used for the models in blue.

balances the data, and we hope to incorporate this in future

work. Without these improvements the CNN-14 model does

slightly worse than the Perceiver (37.5 mAP). Most previ-

ous methods use spectrograms as input but we find we can

obtain similar performance even when using raw audio.

Audio+video fusion leads to solid improvements over single

modalities (and outperforms specialized fusion optimization

approaches (Wang et al., 2020c)) but is still lower than the

state-of-the-art approach that uses separate models with late

fusion (Fayek & Kumar, 2020). We will investigate this in

future work. We visualize video and audio attention maps

of models in Figs. 7 and 8 (see Appendix Sec. E).

4.3. Point clouds – ModelNet40

ModelNet40 (Wu et al., 2015) is a dataset of point clouds

derived from 3D triangular meshes spanning 40 object cate-

gories. The task is to predict the class of each object, given

the coordinates of ∼ 2000 points in 3D space. ModelNet is

small compared to other datasets used in our experiments:

it has 9,843 training examples and 2,468 testing examples.

To apply our model, we first preprocess point clouds by

zero-centering them. To augment in training we apply ran-

dom per-point scaling (between 0.99 and 1.01) followed by

zero-mean and unit-cube normalization. We also explored

random per-point translation (between -0.02 and 0.02) and

random point-cloud rotation, but we found this did not im-

prove performance.

We used an architecture with 2 cross-attentions and 6 self-

attention layers for each block and otherwise used the same

architectural settings as ImageNet. We used a higher max-

imum frequency than for image data to account for the

irregular sampling structure of point clouds - we used a max

frequency of 1120 (10× the value used on ImageNet). We

obtained the best results using 64 frequency bands, and we

noticed that values higher than 256 generally led to more

severe overfitting. We used a batch size of 512 and trained

with LAMB with a constant learning rate of 1× 10−3: mod-

els saturated in performance within 50,000 training steps.

Note that state-of-the-art methods on this benchmark are

quite small and specialized and typically perform much

more sophisticated data augmentation / feature engineering

procedures, including fitting surfaces to the point clouds

and using face normals as additional points (Qi et al., 2017).

Here we are mostly interested in comparing to more generic

models such as the ImageNet baselines and to assess how

the various models deal with data that does not conform to

a grid. Results of the Perceiver compared to the baselines

are shown in Tab. 4. We arrange each point cloud into a 2D

grid randomly, then feed it through each model. For ViT we

varied the size of the patch size used at input.

5. Discussion

We have presented the Perceiver, a Transformer-based

model that scales to more than a hundred thousand inputs.

This opens new avenues for general perception architec-

tures that make few assumptions about their inputs and that

can handle arbitrary sensor configurations, while enabling

fusion of information at all levels.

With great flexibility comes great overfitting, and many of

our design decisions were made to mitigate this. In future

work, we would like to pre-train our image classification

model on very large scale data (Dosovitskiy et al., 2021). We

obtain strong results on the large AudioSet dataset, which

has 1.7M examples and where the Perceiver performed com-

petitively with strong and recent state-of-the-art entries on

audio, video and both combined. On ImageNet the model

performs on par with ResNet-50 and ViT. When comparing

these models across all different modalities and combina-

tions considered in the paper, the Perceiver does best overall.

While we reduced the amount of modality-specific prior

knowledge in the model, we still employ modality-specific

augmentation and position encoding. End-to-end modality-

agnostic learning remains an interesting research direction.
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