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Abstract 

Background: Artificial intelligence (AI), with its seemingly limitless power, holds the promise to truly revolutionize 
patient healthcare. However, the discourse carried out in public does not always correlate with the actual impact. 
Thus, we aimed to obtain both an overview of how French health professionals perceive the arrival of AI in daily prac‑
tice and the perception of the other actors involved in AI to have an overall understanding of this issue.

Methods: Forty French stakeholders with diverse backgrounds were interviewed in Paris between October 2017 and 
June 2018 and their contributions analyzed using the grounded theory method (GTM).

Results: The interviews showed that the various actors involved all see AI as a myth to be debunked. However, their 
views differed. French healthcare professionals, who are strategically placed in the adoption of AI tools, were focused 
on providing the best and safest care for their patients. Contrary to popular belief, they are not always seeing the 
use of these tools in their practice. For healthcare industrial partners, AI is a true breakthrough but legal difficulties 
to access individual health data could hamper its development. Institutional players are aware that they will have to 
play a significant role concerning the regulation of the use of these tools. From an external point of view, individuals 
without a conflict of interest have significant concerns about the sustainability of the balance between health, social 
justice, and freedom. Health researchers specialized in AI have a more pragmatic point of view and hope for a better 
transition from research to practice.

Conclusion: Although some hyperbole has taken over the discourse on AI in healthcare, diverse opinions and points 
of view have emerged among French stakeholders. The development of AI tools in healthcare will be satisfactory for 
everyone only by initiating a collaborative effort between all those involved. It is thus time to also consider the opin‑
ion of patients and, together, address the remaining questions, such as that of responsibility.
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Introduction
Recently, extremely divergent ideas and points of view 

confront each other when the burning topic of AI is dis-

cussed. The most alarmist individuals, who denounce the 

advent of transhumanism, find themselves in disagree-

ment with the most cautious, who explain that we overes-

timate the abilities of AI. As a consequence, many would 

like to define general principles for AI [1]. However, even 

defining what AI really means is not straightforward; 

the lack of a clear definition is indeed a first obstacle to 

overcome.

According to the definition of Marvin Minsky, the 

father of AI, AI simply means that a machine is able to 

do a task which is considered to be an intelligent one by 
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human beings. Indeed, AI is a discipline for which the 

applications fall into two categories: (1) the attempt to 

reproduce the capabilities of the human mind and 2) the 

creation of tools to carry out tasks which today need a 

human action. AI has been divided into many sub-disci-

plines, focusing on very distinct problems (such as vision, 

problem solving, language comprehension, learning, 

etc.). There is no unified paradigm of research and some 

branches of AI have become places of multidisciplinary 

exchange where philosophers, psychologists, computer 

scientists, and others who are interested in the various 

issues of AI can meet [2]. AI can also be understood as 

a concept, i.e. a general and abstract idea that the human 

mind makes of a concrete or abstract object of thought 

that enables it to associate the various perceptions that it 

has of that object. It was during the Dartmouth Confer-

ence (in 1956) that John McCarthy and Marvin Minsky 

invented AI, not only as a discipline but also as a concept 

[3].

Science has recently witnessed striking advances in the 

ability of machines using AI to understand and manipu-

late data using algorithms. Many fields of activity stand 

to benefit immensely from deep learning, a branch of 

AI which uses neural networks and data. Artificial neu-

ral networks are flexible mathematical models that use 

multiple algorithms to identify complex nonlinear rela-

tionships within large datasets (analytics) [4]. Thus, with 

the increasing amount of data created every day by soci-

ety, AI’s performance has grown using machine learn-

ing techniques. Today, AI is able to offer concrete and 

ingenious applications that have gradually become inter-

twined within our daily lives. We can cite the example 

of targeted ads on the Internet, the proposition of films 

and series which should please us by Netflix according 

to what we have seen before, the identification of credit-

card fraud on the Internet, etc. These applications have 

already proven their efficiency in various areas, leading to 

growing fascination among the public. Thus, many coun-

tries, such as the United States and China, have invested 

rapidly in these techniques [5, 6].

AI seems to have already rapidly inserted itself every-

where into patient healthcare, starting a few years ago. It 

could be argued that this may just be the result of a mere 

passing fad. However, it appears that the will to develop 

its application within the healthcare system is still very 

strong [4, 7–9]. For example, the journal Nature pub-

lished an article in 2017 in which machine learning (an 

AI technique) was able to diagnose skin cancer as effi-

ciently as dermatologists [10]. In 2018, another scien-

tific article claimed that AI was even able to do it better 

than dermatologists [11]. In addition, the FDA (Food and 

Drug Administration) in the USA authorized the first AI 

device to diagnose diabetic retinopathy without a physi-

cian’s help in April 2018 [12].

At the same time, numerous companies in France have 

shown their interest in the applications of AI in health-

care. Consequently, according to key opinion leaders, 

some specialties could be totally replaced by AI devices, 

leading to a professional upheaval for the affected physi-

cians, with the most concerned specialties being radiol-

ogy and pathology [13]. Thus, in France, some of these 

specialists are doing everything they can to be prepared 

for this change, as in many other countries [14, 15].

Although the United States is at the forefront, France is 

now trying to catch up, turning to the immense amount 

of health data gathered by the administration and pub-

lic services in France, the National System of Health 

Data [16]. The amount of data within this system keeps 

increasing and it already includes the data from reim-

bursed healthcare (including health insurance data), the 

medical cause of death (CépiDC), disability data from 

the Independent-Living Support Fund (Caisse Nationale 

de Solidarité pour l’Autonomie—CNSA), and a sample 

of data from supplementary health insurance organiza-

tions. In addition, after the report of Cédric Villani [17], 

the French President, E. Macron, announced the creation 

of a “Health Data Hub” as a strong point of the French 

global AI strategy. It will be a trusted third party between 

health data producers, actors wishing to use such data, 

and citizens or civil-service representatives. The first 

mission of the “Hub” will be to promote the gathering 

of clinical data, which are the data collected during the 

course of care, “in a completely anonymous manner” [18, 

19].

At the same time, new issues arise from the applica-

tion of AI in healthcare, the main ones being difficulties 

with the use of health data (e.g. data liability, privacy con-

cerns) [20], concerns about cybersecurity, the question of 

responsibility, and the integration of AI tools into current 

practice and ethics considerations [21, 22]. For exam-

ple, Google recently published a list of ethical principles 

related to the development of AI in June 2018 [23].

Currently, AI tools and the related above-mentioned 

issues are still within the realm of research and repre-

sentation, but it is commonly accepted that these tools 

will revolutionize medical practice and the medical com-

munity is beginning to take this potential seriously [24]. 

However, medicine has not been integrating the tools as 

quickly as the technology has been advancing. In addi-

tion, without the involvement and cooperation of health 

professionals, AI will never be integrated into current 

practice. Similarly, the legislative and regulatory frame-

works will also have to be included and the public inter-

est bodies concerned involved in this general discussion.
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Thus, our primary objective was to provide an overview 

of how health professionals perceive the arrival of AI in 

their practices and what influences their views. Indeed, 

their perception may condition their future adoption of 

AI tools, which in turn will lead to a revolution in medi-

cal practice [30]. These professionals are, in a sense, the 

gatekeepers who can decide what is good for their prac-

tice and thus their patients.

The secondary objective of this study was to define 

possible barriers from the perspective of the various 

stakeholders, as governments begin to promote AI, 

by identifying points of convergence and divergence 

between them.

No similar study has yet been conducted in France or 

abroad, and it is essential to take these aspects, too often 

ignored, into account. Indeed, despite a rapidly increas-

ing number of scientific publications related to this topic, 

none have focused on and compared the various interests 

and points of view of the main actors about the role of 

AI in medicine and healthcare. This is the first qualitative 

research which gathers and cross-references these differ-

ent points of view [7, 25–29].

Methods
We sought to determine the lie of the land by collecting 

testimonials in a broad manner to obtain an inventory 

of the issues of concern to stakeholders. The goal was 

to obtain a better understanding of the obstacles for the 

development of AI in healthcare. Such an understand-

ing could allow more rational investment in AI. Thus, we 

needed to assemble various points of view. The grounded 

theory method (GTM) appeared to be best suited for 

this study because, with this method, the theory emerges 

from the fieldwork [31].

The study was conducted in Paris (France). First, peo-

ple of interest were identified based on a demonstration 

of their knowledge and strong interest in AI through 

several public symposia about AI or data and health in 

France. Most were directly involved in AI in industry or 

as researchers. They were contacted by email to sched-

ule an appointment to discuss the subject of AI in health-

care. Those that did not answer the first time were sent a 

reminder. The interviews took place mainly face-to-face 

at the participants’ workplace or, if this was not possible, 

they were conducted by telephone. Indeed, stakeholders 

were interviewed by telephone if they were outside Paris 

at the time of the interview or if they were reluctant to be 

interviewed face-to-face, mainly because of their sched-

ule. Semi-directive interviews were then conducted using 

an interview guide built from a bibliographic search so 

that major themes would be discussed, such as changes 

in practice, data security, etc. After a few introductory 

remarks, the interviews were conducted according to the 

guide. The questions were open-ended, allowing the vari-

ous stakeholders to develop their ideas, or even to digress 

and venture into subjects not always directly related to 

the initial question. Memos and field notes were also 

used during the interviews. The participants were free to 

express themselves in a discussion. Depending on their 

role as a stakeholder, some aspects were more devel-

oped than others (cf. Box, which shows an example of the 

questions we asked).

Second, if a topic had not appeared to have been suf-

ficiently covered during an interview or the discussion 

had raised new questions requiring further investigation, 

we sought new stakeholders by Internet to explore fur-

ther the issue; they were chosen based on their experi-

ence in the issues raised by these specific questions and 

were supposed to be concerned by AI because of their 

training or their function. Thus, physicians, institutional 

representatives and other individuals were interviewed 

in the second round. Radiology was the most prevalent 

specialty among the interviewed physicians; radiology is 

indeed one of the medical specialties most involved in AI.

The first data were collected by voice recordings, with 

the agreement of the participants, and the corresponding 

interviews re-transcribed. Then, the transcribed inter-

views were analyzed using the GTM, as revised by C. 

Lejeune [32], respecting the anonymity of the participants.

The data were analyzed using three stages of the coding 

process, according to the methodology described in vari-

ous studies [33–35]: initial (or open) coding, intermedi-

ate (or axial) coding, and advanced (or selective) coding. 

In the initial coding stage, raw data were produced and 

labels (codes) attached to them. In the intermediate cod-

ing stage, significant codes were chosen and assembled to 

form categories. In the advanced coding stage, categories 

were developed from the codes and a core category was 

selected. Finally, a theory was developed that established 

the links between the categories. The interviews were 

no longer conducted when the “categories” which had 

emerged were “saturated”, meaning that the interviews 

did not introduce anything new.

Box. Frame for the question grid

 1. What is AI?

 2.  What is human intelligence? What are the unique 

features of human intelligence?

 3.  Is there a need to set limits on the place of AI place 

in medicine? What impact can physicians have on 

these changes?

 4. Is the profession of imaging physicians changing?

 5. Is further training required for physicians?

 6. On what criteria can we assess such tools?
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 7.  What is the potential impact of AI on the physi-

cian–patient relationship?

 8.  Should AI be anticipated in a context in which it is 

not yet in place? What is the point of anticipating 

and not waiting for legislation, as we often do?

 9.  Health Data and Privacy: Is there reason to be so 

suspicious?

 10.  Concerning the challenges of increasingly personal-

ized medicine (excluding curative), how far can we 

go in prevention?

 11. Do you think of other ethical issues?

 12.  Are there any other changes that would be neces-

sary to prepare for the arrival of AI?

 13.  What are the challenges in terms of responsibilities 

that AI could give rise to (for the doctor, designer, 

industry, etc.)?

Results
Forty people were interviewed between September 2017 

and June 2018, until saturation was observed. They 

consisted of: 13 physicians—5 radiologists, 1 anatomo-

pathologist, 2 surgeons, 1 dermatologist, 1 oncologist and 

radiotherapist, 1 nuclear physician, 1 geriatrician, 1 cadi-

ologist—seven individuals involved in industry—1 con-

sultant specialized in AI, 1 vice-president in charge of the 

AI branch, 1 company founder in AI, and 4 employees 

in a company providing medical imaging solutions using 

AI—five researchers of AI in health; seven members of 

regulatory agencies (institutional representatives) related, 

or not, to health (CNIL, ANSM, Asip santé, HAS, min-

istry of health), and eight people who were not directly 

involved (without any conflict of interest according to 

the definition of Bion et al. [36]) and had thought or writ-

ten about the topics of AI and data. Among them were: 2 

ethicists, 1 retired public health physician, 2 public health 

researchers working on confidentiality issues, 1 repre-

sentative of patients, 1 lawyer, 1 researcher in automation 

in aeronautics working on the comparative advantages 

of using AI. Twenty-four interviews were conducted 

face-to-face and 16 by telephone. The interviews lasted 

between 30 and 70 min.

As expected, the “perception of AI by health profes-

sionals” emerged as a core category on which all others 

depended. These main ideas found in the various iden-

tified categories are presented and classified in Table  1, 

showing the priorities, driving forces, points of vigilance, 

and obstacles identified by them.

The following results exclusively represent the views of 

the interviewees. The opinions of the authors have been 

relegated to the Discussion.

1. Most shared ideas developed during the interviews 

focused on the myth surrounding AI, the need to find 

a balance between access to data and their protec-

tion, and the potential interference with the physi-

cian–patient relationship.

For most of the individuals interviewed, the perception 

of AI benefits, in part, from its representation in popu-

lar culture. There appears to a collective fascination with 

AI. Indeed, the frequently denied myth [37] is still alive 

and with it the hope to achieve the perfect human being. 

Indeed, as many of the interviewees stated, it is very 

important to debunk this myth in people’s minds to allow 

them to have a clearer insight about what it is. Most were 

speaking about “AI” as if they were speaking of an inde-

pendent entity rather than a set of various technological 

applications (tools), thus contributing to the perpetua-

tion of the myth. In addition, the interviews highlighted 

the fuzzy notion of AI. For example, there was confusion 

between “weak AI”1 and “strong AI”.2

Despite such confusion and inaccuracy, all participants 

agreed that an immense amount of individual health data 

were essential to develop reliable AI tools for health. 

However, they also pointed out that a balance still needs 

to be found between widening access to data and ensur-

ing confidentiality and respect for privacy.

Moreover, most of the people interviewed (physicians, 

industrial partners, participants without a conflict of 

interest, and researchers) expressed the opinion that AI 

development is increasing because of international com-

petition. AI tools could have an impact on the organiza-

tion of the healthcare system, as they are not intended to 

be developed only in the care setting. Thus, for them, the 

public could well take advantage of these tools (e.g. self-

screening). AI could also interfere with the physician–

patient relationship. In the case of machine learning, for 

example, the “black box” phenomenon could prevent the 

doctor from providing clear information to his patient, 

depending on the degree of the tool’s independence in 

the final result. These expected developments could 

thereafter cause various ethical problems, depending on 

the type of information provided by the AI tool. At the 

time of this study, all the interviewees agreed that radi-

ologists would likely be the first to work with those new 

tools and thus be confronted with these issues.

2. Healthcare professionals don’t deny the promise of 

AI, but they mostly care about providing the best 

1 “Weak AI” is AI without self-awareness that focuses on a specific task.
2 “Strong AI” is self-conscious and its machine’s intellectual capacity would 
be functionally equal to that of a human.



Page 5 of 13Laï et al. J Transl Med           (2020) 18:14 

care for their patients and highlight the gap between 

public declarations and current practice.

Physicians appeared to have a positive view about 

what AI tools could bring to patients. For many health-

care professionals surveyed, AI tools developed by 

industrialists would be able to save time for the doctor, 

carry out watchful and alert work, better monitor the 

population, alleviate some deficiencies related to medi-

cal deserts, and even improve management difficulties 

in the healthcare sector (especially at the hospital). AI 

could therefore be a means to enter an era of more effec-

tive medicine, improving care and reducing costs, while 

increasing patient safety. For some physicians, AI would 

therefore represent a revolution in their practices and 

patient care, whereas for the others, it would only be a 

continuation of the ongoing improvements in medical 

practice. Nevertheless, all possibilities of working with 

AI tools envisaged during the interviews were based on 

ongoing research. Healthcare professionals then pointed 

out that few of these projects have yet proven to be suc-

cessful in real life and it was clear to the interviewees 

that AI is still in its infancy. Moreover, physicians men-

tioned that there is a discordance between scientific 

advances and the thundering announcements made in 

the media. The buzz, particularly generated by some 

companies, does not correspond to the reality of opera-

tional technological advances, which diverge highly from 

what is currently experienced in hospitals. Yet, to date, 

no healthcare professional appears to be able to visu-

alize what the AI of tomorrow would really change in 

his/her practice, and most of the ideas put forward by 

health professionals were close to the current societal 

discourse. Because giving the best care to their patients 

emerged in the interviews as the primary goal of physi-

cians, they were not opposed to change and were often 

Table 1 Summary of the stakeholders’ interests by category

Related to the Law—Source: [25]

Stakeholders’ common and specific points of view about AI

Stakeholders Health professionals/
Physicians

Health industry Individuals 
without conflict 
of interest

Regulatory agencies Health researchers

General

 Common notions for 
all stakeholders

Fuzzy notion of AI—Issues around health data—International competition—Development of AI—Change in healthcare 
relationship—Radiology as a precursor

Specific

 Priorities Give the best care to 
patients

Be efficient Protect individuals and 
their rights, but also 
improve health

Regulate appropriately 
(legislating or provid‑
ing guidelines)

Generate research results

 Driving forces Will to integrate these 
tools into practice

General will to develop 
AI

None Omnipresence of 
the subjects (some 
actions have already 
been led)

Presence of encouraging 
results (due to big data 
and machine learning)

Possibility of a change 
in medical training

State of the art of AI in 
healthcare

Development of AI’s 
applications

Existence of active work 
on AI

 Points of vigilance Waiting for proof in 
current practice

None Promote population’s 
education/informa‑
tion

Not to succumb to the 
ambient willingness 
to legislate

Not to call everything “AI”

Promote population’s 
informed opinion

Respect privacy

Evaluate issues of social 
justice

 Obstacles (scientific 
and/or legal)

Questions of liability/
responsibility

Questions of liability/
responsibility

Questions of liability/
responsibility

Not feeling able to 
evaluate AI’s software 
yet

Financial context: need 
of funding

Misreading of institu‑
tional support

Regulatory context Difficulty to entirely 
understand the 
subject

Difficulty to access to 
annotated health 
data (need for pro‑
fessionals)
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ready to reconsider their role, as long as it remains cen-

tral. They believe that AI should not become a “consumer 

good” that health professionals would not need. During 

the interviews, some radiologists complained about the 

fact that, too often in radiology, there is a tendency to 

focus on the innovative aspect of a tool and not its util-

ity (what does it bring to the patient?). For the healthcare 

professionals concerned (in particular, radiologists), the 

primary interest of physicians in AI is not just a point-

less desire but comes from the fact that, today, the ability 

of physicians to establish diagnoses is made complicated 

by the massive flow of data. Thus, as they said, they need 

tools to analyze and classify such data. Moreover, some 

physicians believe that they should first ask themselves 

what the needs and possible changes are, rather than go 

directly to the AI tools. Thus, if AI tools become crucial 

in medical decisions, physicians stated that they were not 

prepared (would not agree?) to be held criminally respon-

sible if a medical error was made by an AI tool. Thus, 

if physicians were obliged to use AI tools, they are very 

open to training to better understand how they work. 

They also believe that society will only accept mistakes 

from a machine if it understands why such mistakes may 

occur. For example, there are master’s degrees in the field 

to help future doctors understand how AI tools work.

Finally, physicians remained cautious about the mes-

sage being delivered by those in industry who, depending 

on the context, may or may not have suggested that some 

AI tools will replace physicians (e.g. medical imaging).

3. For healthcare industrial partners, AI is a true break-

through and the real challenge is access to health 

data.

From the point of view of those interviewed who are in 

the health industry, AI is going to revolutionize medical 

practice and be a true breakthrough thanks to the pro-

gress of research in this field. According to them, the real 

challenge they face is access to health data for the pur-

pose of training machine-learning algorithms. Indeed, 

those in industry need health data, and this is the main 

difficulty for them. Above all, however, when it comes 

to “supervised” machine-learning techniques, they need 

data labelled by physicians to obtain results that are as 

precise as possible (e.g. diagnosis, proposed treatment, 

etc.). Another pitfall that was always brought up was the 

sense of excessive regulation concerning health data used 

by private companies in France. However, at the same 

time, they had the impression of there being a legal loop-

hole and a lack of clarity of the legal documents. They 

considered that current laws are able to address the new 

issues that arise with AI, thus triggering a will to legis-

late in the hope of devising a better framework for AI in 

France. Paradoxically, they said that the question con-

cerning responsibility in case of injury was not yet rel-

evant. For them, AI tools are only meant to help doctors 

with their decisions and not to replace them. The rule of 

law should therefore remain unchanged in their view. In 

addition, those in industry were quite clear about their 

not being ready to be held responsible for their AI tools 

if such a tool induced harm to a patient because of an 

unpredictable evolution of the tool due to a “black box” 

phenomenon. They also pointed out that their being con-

sidered to be partially responsible in case of injury would 

hinder the development of health AI tools in France.

Talking about the future role of physicians, the position 

of the industrial partners was not always clear, depend-

ing on the medical specialty. Concerning medical imag-

ing in particular, it was clear to them that AI tools could 

replace radiologists, but that such replacement will not 

happen for a long time because society is not yet ready 

to accept this type of medical care. Indeed, and unlike 

physicians, those in industry did not appear to see why it 

would be meaningful for a physician to understand how 

a new AI tool works. Sometimes during the interviews, 

they mentioned mere superficial learning. For example, 

they believed that radiologists were mainly “here to push 

a button”.

4. Participants without a conflict of interest highlight 

the imprecision of the notions and the need for edu-

cation and have major concerns about the role of AI 

in health, social justice, and freedom.

All the participants without a conflict of interest admit-

ted they were influenced by the discussions surrounding 

the subject. Thus, society appears to have certain precon-

ceived notions, the most widespread being that “more 

automatic” was equivalent to “more secure”, which is 

questionable. Some interviewees said that it was neces-

sary to avoid rejecting AI out of hand. They felt there was 

a need to build an operational definition to help people 

understand what AI can really do for patients. Thus, the 

education of the public has to be considered upstream, 

for example concerning the requirements of data (Which 

data? What standard of quality? etc.), as well as the need 

to step back and understand that AI does not possess the 

absolute truth.

They pointed out the question of data ownership as 

being very difficult, because people believe that their 

data belong to them, whereas this is legally not true. The 

notion of “non-belonging health data” appeared to be 

problematic. Indeed, some participants highlighted that 

this notion did not respond to social reality. Indeed, the 

common belief is that an individual owns his/her health 

data. Moreover, clarification was also needed about the 
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duty to inform or give consent following the application 

of the GDPR.3

Another matter of concern that the population should 

be aware of is the aspect of social justice. Some partici-

pants agreed that the primary motivation for the devel-

opment of AI was financial. Thus, given the intrinsic logic 

of AI, namely the prioritization of the collective above 

the individual, they questioned whether there will remain 

a place in society for individual vulnerabilities.

It is thus necessary to think upstream about the bal-

ance between private life and health gains to define what 

would be acceptable or not for society. An individual 

should then be able to make his/her own choice because 

there is also a question of freedom that arises with this 

subject. In addition, other questions were raised con-

cerning patients: would their choice really be considered, 

knowing it may be biased by the fact he/she is ill? Will 

the government make a choice concerning an individual 

when it comes to public health choices, instead of the 

individual himself/herself? It is therefore the responsi-

bility of the regulatory authorities to also protect indi-

viduals, and the one of physicians to keep valuing the 

individual in order to allow patients to make their own 

choices.

From the point of view of the patient association rep-

resentative, it was also necessary that patient associa-

tions, authorities, and industrial partners agree on what 

AI really means. Indeed, it is very difficult for patients to 

follow the debates and express an informed view on the 

subject as long as industry does not adopt a more respon-

sible posture when talking about AI and promise what 

they cannot deliver to patients (the advantages without 

the disadvantages). Moreover, patients felt that they were 

not sufficiently consulted by industry, especially concern-

ing the evolution of these tools.

5. Members of regulatory agencies are beginning to 

take an interest in the subject but appear to be cur-

rently overwhelmed.

The primary role of the regulatory agencies will be to 

provide recommendations and regulate the implementa-

tion of AI. However, one of the interviewees shortened 

the interview by saying that AI was pure speculation 

and that it has not been a topical issue thus far. AI was 

still a relatively unclear concept for several other inter-

viewees. The posture they adopted could be defined as 

more-or-less informed expectation. It appeared that 

some work groups were emerging, but in the absence 

of concrete integration of AI into care, the regulatory 

agencies appeared to have a relatively poor grasp of the 

subject. However, some participants reported that there 

were already actions underway to facilitate the develop-

ment of AI, even though they were not always visible to 

those in industry, who complained of a lack of proactivity 

from the ministries. Although regulatory agencies were 

not particularly in favor of succumbing to the ambient 

willingness to legislate, some participants suggested that 

regulatory agencies could rely more on soft law, as well as 

guidelines, to be more helpful and visible for both health-

care industrialists and physicians.

Nonetheless, some of members of the regulatory 

agencies expressed that they will likely be the first to be 

involved in the assessment of AI tools concerned by the 

“black box” phenomenon. However, if healthcare pro-

fessionals are to use these tools, the regulatory agencies 

know that it will be necessary for them to be able to trust 

the assessment process, as in the past. This appeared to 

be a fundamental point for integrating AI into the cur-

rent practice of healthcare professionals and health regu-

latory agencies sometimes appeared to be ill prepared to 

take on this huge responsibility.

6. Researchers in AI have a pragmatic vision of what AI 

is and are focused on their own research.

A major reproach of health researchers in AI was that 

the kind of AI media were talking about had nothing to 

do with the kind of AI they were working on, which has a 

much more specific and narrow definition. They appeared 

to be confident about the progress in their research, 

regretting the too-slow translation from research to prac-

tice, even if working with healthcare industry was seen 

as a way to accelerate the translation. They also com-

plained about the difficulties induced by legislation when 

it comes to collecting data for researches. According to 

them, this was the only way to see their research funding 

increase and thus allow effective development of AI and 

a guarantee of its quality. They did not participate in the 

discussion about general concerns and focused on their 

research approach.

Only one person, a researcher working in the aeronaut-

ics field, spoke about the human–computer interaction 

(HCI). For him, even though HCI is not specific to AI, 

questioning the automation of tasks and limits should be 

considered as one of the main goals of the integration of 

AI into healthcare tools. He explained that, in this dis-

cipline, one of the main ideas is to delegate only when 

necessary. If not, there is a risk of deskilling. Deskilling 

is the loss of competence of the human who does not 

know how to carry out a task that he did before because 

he stopped performing it for the benefit of the machine. 
3 The EU General Data Protection regulation. For more information, go to 

https ://eugdp r.org/.

https://eugdpr.org/
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Thus, the research said that before integrating AI into 

medical practice, it would be important to ask ourselves 

what can be transferred, to identify repetitive tasks that 

AI can do without risking the loss of skills by the phy-

sicians. Therefore, the physician interviews often high-

lighted the need to have AI tools which would fit in with 

practice, like any other tool, so that healthcare profes-

sionals could use them.

Discussion
Healthcare applications with embedded AI are currently 

being developed worldwide and bring with them a num-

ber of professional, societal, and ethical questions. Some 

countries are more advanced in this domain than others 

[6] and France is not considered to be a pioneer in the 

“AI for health” landscape. Nevertheless, France is on the 

verge of entering into international competition. Thus, 

interviewing French stakeholders involved in this topic 

was much more than an exercise of moral philosophy, as 

they are enlightened by both their own knowledge of the 

topic and feedback from abroad.

We used GTM, which is a systematic methodology that 

operates inductively. It has the unique feature of not leav-

ing aside any opinion and of not relying on the number 

of times an idea appears. This study was conducted in 

accordance with GTM, as revised by C. Lejeune, which 

refutes the usefulness of the triangulation of both meth-

ods and sources4 if the objective is not to arrive at an 

absolute truth [32]. Our aim was to draw up a “state of 

play”, a type of inventory, and render the points of view 

exchanged during these interviews with the best possible 

accuracy. It is both different from and complementary to 

theoretical studies because it proves the interest of work-

ing together, not theoretically, but using a bottom-up 

approach. In 2016, an English study proved that “study-

ing ethics empirically “from the ground,” within the ethi-

cal landscape provides more plural and differentiated 

pictures”.  This 2016 study concluded:”if […] policymak-

ers want to make defensible decisions they need to make 

them whilst also being responsive to and ideally in con-

versation with other actual agents” [38]. Thus, because 

we present the point of view of the involved actors, 

institutions and others concerned, it is possible to grasp 

the subject in its numerous dimensions and address the 

expressed ethical concerns that a top-down approach 

would never show.

Our results show that all the stakeholders interviewed 

share many concerns, regardless of their role within the 

healthcare system: the fuzzy notion of AI, issues con-

cerning health data, the knowledge that AI is develop-

ing, especially in radiology, the reality of international 

competition, and the upheaval in the doctor-patient rela-

tionship. Moreover, despite the diversity of stakehold-

ers interviewed, and although the French system has its 

own unique features, most of our results are consistent 

with those of the international literature. Thus, the main 

shared idea was that AI tools are expected to change the 

landscape of diagnosis and decision making for both phy-

sicians and patients and to affect all stakeholders in the 

healthcare field [7, 25, 26, 30]. Nonetheless, aside from 

this obvious convergence of opinions, there were many 

divergences among the various categories of stakeholders 

concerning their priorities, driving forces, points of vigi-

lance, and obstacles, corresponding to their specific and 

professional interests and responsibilities (cf. Table 1).

Specific and professional interests of the various 

stakeholders and their interactions

Industrial partners and researchers are driving 

the development of AI tools for health

This study is the first to gather opinions from these dif-

ferent perspectives, providing important insight into 

the point of view of the various stakeholders. Based on 

the Results, Table  2 identifies the sources of motivation 

and pressure for the various stakeholders in the develop-

ment of AI. It reveals a strong interdependence between 

these stakeholders because of their common willingness 

to develop AI tools for health while staying true to their 

values. Industrial partners are clearly driving the devel-

opment of AI in healthcare, through interactions with all 

Table 2 Relationships between the stakeholders concerning their sources of motivation and pressure to develop AI

Physicians Industrial partners Individuals 
without conflict 
of interest

Members 
of regulatory 
agencies

Health researchers

Sources of motivation Patients’ needs Health researchers Patients Physicians Industrial partners

Industrial partners Regulatory agencies Industrial partners

Sources of pressure Industrial partners Physicians Industrial partners Industrial partners Regulatory agencies

Regulatory agencies

4 Triangulation is a procedure for the validity of knowledge produced by 

research. Triangulation of methods involves using more than one methodo-

logical approach to analyze “data”. Triangulation of sources means that data 

are collected from several different sources.
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the other interviewed stakeholders. They play a key role 

in the rapid growth of AI and appear to be committed 

to developing AI tools to meet physicians’ needs. Their 

commitment to AI is sometimes considered by other 

stakeholders as a source of motivation and sometimes 

as a source of pressure. At the same time, the industrial 

partners need the physicians’ cooperation, not only to 

access reliable data, but also to integrate these tools into 

current practice. They also need regulatory agencies to 

create a more permissive regulatory framework. Finally, 

although industrial partners are very proactive, they 

gauge their level of investment with their level of respon-

sibility. Indeed, if they are held responsible, they fear it 

would slow down their initiatives in the field of AI. Simi-

larly, researchers appear to be highly motivated and opti-

mistic about the capacities of AI. According to them, the 

two essential factors shaping the development of AI for 

health are access to data and the development of success-

ful algorithms. Thus, they campaign for accessing health 

data and, together with industry, their commitment to AI 

is very strong and can be a source of pressure for the oth-

ers. Once again, these results are consistent with those of 

previous studies, as some US scientists recently predicted 

a three-level impact for these tools: “for clinicians, pre-

dominantly via rapid, accurate image interpretation; for 

health systems, by improving workflow and the potential 

for reducing medical errors; and for patients, by enabling 

them to process their own data to promote health” [27].

Among physicians, radiologists appear to be the least 

reluctant to integrate AI tools into practice

In this study, the most prevalent specialty among inter-

viewed physicians was radiology, which is the most 

advanced specialty in terms of AI tool development. They 

are not opposed to integrating AI tools into practice and 

to promoting a change in medical training to make the 

adoption of those tools more natural. However, for physi-

cians, AI tools have to be useful. These results are consist-

ent with previously published statements of radiologists. 

Indeed, these health professionals have been the first to 

be exposed to the AI revolution and they already agree 

that AI could be a useful assistant; this positive attitude is 

perceptible both in France [14] and abroad [28]. The gen-

eral practitioners’ (GPs) view of AI may be more skep-

tical, as suggested by a UK study in which GPs claimed 

they would only expect AI to improve the efficiency of 

their work and reduce the administrative burden [29].

Members of regulatory agencies feel that they will 

have a significant role to play in the management 

of the healthcare system

Members of regulatory agencies appear to be aware 

of their responsibilities in the process of evaluating AI 

software. Their position concerning the question of 

lawmaking is consistent with that of the US Food and 

Drug Administration (FDA), which does not establish 

new requirements or any official policy regarding AI 

in healthcare, but rather has taken the first step toward 

developing a draft guidance [39]. It attempts to develop 

“an appropriate framework that allows the software to 

evolve in ways to improve its performance, while ensur-

ing that changes meet the [FDA’s] gold standard for safety 

and effectiveness throughout the product’s lifecycle” [40, 

41]. Moreover, certain AI tools could alter the organiza-

tion of the healthcare system in France. Indeed, in France, 

physicians are still the gatekeeper of the healthcare sys-

tem by law, whereas it has begun to change abroad, espe-

cially with direct-to-consumer health AI tools. Thus, in 

England, the Babylon Diagnostic and Triage System AI 

tools have started to slip out of the doctors’ hands to be 

used directly by individuals, although GPs consider the 

performance of these tools in terms of clinical evaluation 

is not yet sufficient to ensure confidence in patient safety 

[42] [43]. Therefore, the question of regulation must be 

considered to avoid chaotic evolution of the healthcare 

system. French regulatory agencies show a strong willing-

ness to not be pinned down by the development of AI, 

especially as they admit they have difficulties to entirely 

grasp the subject of AI in healthcare. Currently, the inter-

viewees may misread the level of institutional support, 

some actors complaining about their lack of proactivity 

and their so-called obstructive attitude. Moreover, laws 

are a means of protecting the individuals from excesses. 

People are looking for guarantees of protection since they 

are not completely at ease with the fact that an intelligent 

tool could decide when healthcare is involved [44]. Thus, 

laws are a way to provide people with a guarantee that 

their values will be respected, especially when it comes to 

a complex subject such as AI in healthcare.

A strong need to define the responsibilities of each 

stakeholder

Unsurprisingly, responsibility appeared as a core ques-

tion, and four of the five categories of stakeholders (phy-

sicians, industrial partners, institutions, and individuals 

without a conflict of interest) highlighted it as a potential 

obstacle to the development of AI in the field of health. 

Clearly, none wanted to be held responsible in the event 

of an injury due to the use of an AI tool. Indeed, physi-

cians are ready to take the blame in case of injury, but 

only if they can understand the choices made by the 

AI tool. For those in industry, this core concern of who 

should be held responsible in case of an error caused by 

an AI-driven medical device could even hinder the devel-

opment of AI. This issue of accountability, and more 

largely of responsibility, resonates in many countries, 
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including China [25, 45–47], and also concerns the mem-

bers of French regulatory agencies who clearly want to 

be able to evaluate AI software before going forward. In 

the US, from the physician’s perspective, this issue could 

even reduce the level of medical innovation if “the “saf-

est” way to use medical AI from a liability perspective is 

as a confirmatory tool to support existing decision-mak-

ing processes, rather than as a source of ways to improve 

care” [48]. For individuals without a conflict of interest, 

the main concern is to protect the population, for exam-

ple, by creating a victim compensation fund if necessary. 

Opinion pieces published in various countries also con-

cern this burning topic [49]. Legal protection of individu-

als may become necessary as healthcare professionals 

cannot entirely fulfil the role of protector.

Ethical values are driving physicians and individuals 

without conflict of interest

This study is the only to gather and study the values and 

perceptions of various actors concerning AI tools for 

healthcare. It will help us to define the values and prin-

ciples to respect to facilitate the adoption of AI. Respon-

sibility was a value shared by many stakeholders, but it is 

not the only one that emerged from this study. Similarly, 

the question of the values driving the various stakehold-

ers have equally been addressed in the French and inter-

national medical literature [14, 22, 50]. French physicians 

have an ethical imperative as they first want to provide 

the best possible care to patients. Despite their enthu-

siasm for AI, they remained pragmatic, as they speci-

fied that they were still waiting for proof of efficiency 

in current medical practice. This result is aligned with 

those of an online cross-sectional survey conducted in 

the UK about point-of-care tests, in which many GPs 

declared that they were reluctant to use available point-

of-care tests (for diagnosis, reducing referrals, monitor-

ing, management) in their current practice because of, 

among other things, the potentially misleading results 

and the limited usefulness of the tools [51]. Individuals 

without conflict of interests also have an ethical impera-

tive to protect individuals while keeping them in good 

health. They have a unique position among stakeholders. 

Unlike the others, they have no direct involvement and so 

speak with more detachment. They were deemed by the 

other stakeholders to be neither a source of motivation 

nor a source of pressure (cf. Table 2). They represent one 

of the most concerned groups of stakeholders, although 

they usually do not participate in the development of AI 

(lawyers, patient representatives, ethicists, etc.) and thus 

their opinion is poorly known. In our study, they did not 

mention any drivers for AI development. This is probably 

because they see themselves more as a “watchdog”, and 

thus they have a strong desire to protect individuals from 

potential risks driven by AI. The same tendency can be 

observed in several international scientific publications: 

individuals without a conflict of interest more actively 

focus on areas of tension rather than on drivers [49, 52]. 

In our study, French individuals without a conflict of 

interest were the actors who provided the largest number 

of ideas concerning points of vigilance. They believe the 

population should be educated to be able to express an 

informed view on the subject. In the guidelines proposed 

by the European Union to favor trustworthy AI, the focus 

on education is even wider: they propose to educate all 

stakeholders and raise awareness “to foster an ethical 

mind-set”. This means educating not only those involved 

in making the products but also the users and other 

affected groups [53]. French individuals without a con-

flict of interest also mentioned another point of vigilance. 

They believe the population will be more in favor of AI 

tool development if it preserves their private life. For 

them, the entry into force of the GDPR on May 25, 2018 

is not a sufficient guarantee of such protection at a time 

when governments encourage data sharing without being 

able to entirely protect these data. Nonetheless, they have 

ideas about how AI should be developed to protect indi-

viduals and, most of all, they are able to speak about AI 

in healthcare for everyone. This highlights the interest of 

involving a third party in collective decisions. This is con-

sistent with the principles of democracy in public health.

To develop AI, it will be necessary for people to collaborate 

using a translational approach

It is regrettable that no patient’s opinion was collected 

in this study, but at the time of the interviews, they had 

not yet formulated an opinion on the subject and did not 

want to express themselves, despite attempts to collect 

their opinion. We also regret the absence of GPs among 

the physicians interviewed. A unique feature of this study 

is that it gathered the opinion of industrial partners in 

France, which has not been done before. Even if it is dif-

ficult to know the opinion of those in industry abroad, 

all the companies concerned in this study had an inter-

national scope. Similarly, this study collected the opin-

ions of both individuals without a conflict of interest and 

regulatory agencies. This study was conducted in 2017 

and 2018, a period not always covered in recent articles, 

and thus provides information about the latest evolution 

of the topic [54]. It allows us to compare our results to 

what is currently occurring in other countries, making 

it not just an “exercise in experimental moral philoso-

phy”. It throws a spotlight on what we could gain by these 

actors working together in France. This is not the first 

time that this conclusion has emerged. The same analysis 

appeared in theoretical studies carried out in other coun-

tries, such as China, Australia, and England [25, 43, 55]. 
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For example, an opinion paper published in 2019 con-

cluded that “we must bring together diverse expertise, 

including workers and citizens, to develop a framework 

that health systems can use to anticipate and address 

issues” [43]. In our study, French physicians mentioned 

the need to integrate AI tools into practice. Similarly, a 

study in China stated that what they call “the productiza-

tion process of AI in medicine” requires its “integration 

into complex existing clinical workflows” [25]. Nonethe-

less, neither study, nor those interviewed, elaborated on 

this aspect, although it appears to be considered essen-

tial. The only person who could talk about integrating 

AI tools in the medical workflow in our study was not 

part of the healthcare system. He was a researcher work-

ing on human–computer interaction in aeronautics, but 

he could provide some information about the subject. 

Human–computer interaction is not specific to AI; it is 

a discipline that examines the automation of tasks and 

the limits which should be imposed in this area. Indeed, 

aeronautics is particularly aware of the difficulties related 

to AI and the automation of systems. Thus, this work 

shows the added value of translational research and the 

need to use a transdisciplinary approach. The definition 

of translational research appears to be an ever-evolving 

phenomenon. “Nowadays it is defined by a process that 

starts with fundamental research (genes, molecular pro-

cesses, biochemical pathways) and ends at a macro level 

(social healthcare, access to healthcare, access to educa-

tion, and so on)” [56]. We must therefore be able to work 

together and interact with other disciplines to foster a 

translational approach to develop AI.

Conclusion
AI tools are reaching the medical field. It is now a real-

ity that we must face to facilitate their arrival. While a 

certain level of hyperbole seems to have taken over the 

discussion of AI in healthcare, we also found that diverse 

considerations and knowledge have emerged among each 

category of stakeholder. On the one hand healthcare 

industrials and researchers highlight the need for high-

quality health data; on the other hand, physicians are 

still waiting for evidence of the usefulness of these tools, 

and wonder if they will be held responsible in case of an 

injury due to an AI tool that they do not fully understand. 

Members of regulatory agencies would like to be able to 

play their role as regulators both in the development of 

AI tools and in the race towards health data. Individuals 

without conflict of interest wonder how collective and 

individual interests will be balanced as the development 

of AI for the benefit of patients will result in part from 

this balance.

Combining big data and AI in healthcare could lead 

to an important breakthrough for both patients and 

professionals. However, although we identified many of 

the driving forces for the development of AI in health-

care, the above-mentioned obstacles could also hinder 

it, especially if the values of the stakeholders are not 

respected. AI and big data must be integrated and used 

in an ethical manner if we want to develop AI tools that 

are going to be satisfactory for all actors. Thus, in the 

coming years, society will have to be vigilant concern-

ing the place given to big data and AI. Since AI con-

tinues to move forward, it is up to all actors involved 

to define the essential points for a fair form of health-

care consistent with their values as we identified in this 

work. Thus, we will have to “cross the valley of death” 

[57] to ensure that everyone communicates and col-

laborates in a way that avoids missing any essential 

points. Ethical considerations will play a significant 

role by helping us circumvent potential obstacles in the 

adoption of AI tools in healthcare. Thereby, the remain-

ing questions that still tears them apart, such as ques-

tion of the sharing of responsibilities, will have to be 

addressed. We will have to join a conversation among 

all stakeholders concerned, without exception. Thus, 

it seems all the more important to focus on patient 

voices. Their opinions on AI in healthcare were difficult 

to gather at the time this study was conducted and are 

still largely unknown. Further work will therefore have 

to address their expectations so that the development 

of AI is for the benefit of patients and not in spite of 

them.
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