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!BSTRACT

)N THIS PAPER WE INVESTIGATE THE CODED BIT
ERROR RATE IN AN ORTHOGONAL FREQUENCY
DIVISION MUL

TIPLEXING �/&$-	 SYSTEM� 4HE SYSTEM USES A PILOT
BASED CHANNEL ESTIMATOR AND THE EdECTS OF
NON
IDEAL CHANNEL KNOWLEDGE AND NON
IDEAL INTERLEAVING ARE ANALYSED� 4HE RESULTING CODED BIT

ERROR RATE IS CALCULATED WITH AN ANALYTICAL METHOD PROPOSED BY #AVERS AND (O� 4HIS METHOD
AVOIDS TIME
CONSUMING SIMULATIONS� WHICH IS IMPORTANT WHEN DESIGNING A COMMUNICATION SYS

TEM� 4HE THEORETICAL RESULTS ARE COMPARED WITH SIMULATIONS AND A GOOD AGREEMENT IS ACHIEVED�
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#HAPTER �

)NTRODUCTION

/RTHOGONAL FREQUENCY
DIVISION MULTIPLEXING �/&$-	 IS AN EMERGING TECHNIQUE FOR WIRELESS
COMMUNICATION� )T IS USED IN %UROPE IN DIGITAL AUDIO BROADCASTING �$!"	 ;�= AND IS PROPOSED
FOR DIGITAL VIDEO BROADCASTING ;�=� )TS RESISTANCE TO MULTIPATH FADING HAS SHOWN IT TO BE USEFUL
IN BROADCASTING APPLICATIONS AND IT IS CURRENTLY ALSO CONSIDERED FOR MULTIUSER SYSTEMS ;�� �=� )N
THOSE SYSTEMS� A HIGH SPECTRAL EbCIENCY IS NEEDED TO USE THE AVAILABLE BANDWIDTH� (ENCE� MUL

TIAMPLITUDE MODULATION SCHEMES MAY BECOME NECESSARY TO USE� 4HESE CAN BE MADE DIdERENTIAL
;�=� WHICH� SINCE EXPLICIT CHANNEL ESTIMATION IS NOT NECESSARY� SIMPLIçES THE RECEIVER� (OWEVER�
A PENALTY IN THE FORM OF INCREASED NOISE POWER IS INTRODUCED� WHICH IS AVOIDED BY COHERENT DE

MODULATION� )N THAT CASE CHANNEL ESTIMATION BECOMES AN IMPORTANT PART OF A COMMUNICATION
SYSTEM�

#HANNEL ESTIMATORS ARE USUALLY EVALUATED BY THEIR MEAN
SQUARED ERROR PERFORMANCE� (OW

EVER� IN A COMMUNICATION SYSTEM THE AVERAGE BIT
ERROR RATE �"%2	 IS A MORE RELEVANT MEASURE�
4HE "%2 CAN BE OBTAINED BY SIMULATIONS BUT THAT IS TIME CONSUMING AND OdERS LITTLE OR NO
INSIGHT TO THE DESIGN PROBLEM OF A CHANNEL ESTIMATOR� !NALYSIS TOOLS FOR CODED SYSTEMS HAVE
EXISTED FOR SOME TIME ;�� �= BUT THESE USUALLY ASSUME PERFECT CHANNEL KNOWLEDGE AND ARE NOT
APPLICABLE IN THIS CASE� )N ����� #AVERS AND (O ;�= DERIVED A NEW METHOD FOR CALCULATING THE
BIT
ERROR RATE OF A CODED SYSTEM THAT ASSUMES IDEAL INTERLEAVING BUT ALLOWS FOR NON
IDEAL CHANNEL
KNOWLEDGE� )N ���� AND ����� NON
IDEAL INTERLEAVING WAS ANALYZED IN ;�� ��=�

4HE PURPOSE OF THIS REPORT IS TO APPLY THE GENERAL TECHNIQUES MENTIONED ABOVE TO A CODED
/&$- SYSTEM� WHERE WE INVESTIGATE THE IMPACT OF CHANNEL ESTIMATION IN THOSE SYSTEMS� 4HE
EdECTS OF INTERLEAVING AND CHANNEL ESTIMATOR COMPLEXITY ARE ANALYZED AND VERIçED WITH SIMULA

TIONS� 4HIS ANALYSIS WILL BE IMPORTANT IN THE DESIGN OF A CHANNEL ESTIMATOR IN A /&$- SYSTEM
SINCE THE "%2 CURVES CAN BE OBTAINED VERY QUICKLY� (ENCE IT IS EASY TO VARY CERTAIN PARAMETERS
AND ALMOST IMMEDIATELY SEE THE RESULT WITHOUT LENGTHY SIMULATIONS�

4HE SYSTEM MODEL OF THE /&$- SYSTEM WE ARE CONSIDERING IS DESCRIBED IN 3ECTION �� 4HE
CHANNEL ESTIMATOR STRUCTURE AND THE CODE USED ARE ALSO EXPLAINED THERE� )N 3ECTION � THE ERROR
ANALYSIS METHOD IS DESCRIBED FOR BOTH THE CHANNEL ESTIMATOR AND THE DECODER� )N 3ECTION � THE
RESULTS FROM THE ANALYTICAL METHOD ARE COMPARED WITH SIMULATIONS� AND IN 3ECTION � THE RESULTS
ARE DISCUSSED�
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#HAPTER �

3YSTEM DESCRIPTION

��� /&$- MODEL

&IGURE ���A DEPICTS THE /&$- BASE
BAND MODEL USED IN THIS PAPER� 7E ASSUME THAT THE USE OF A

&IGURE ���� /&$- SYSTEM� �A	 "ASE
BAND MODEL� �B	 EQUIVALENT MODEL�

CYCLIC PREçX �#0	 ;��= BOTH PRESERVES THE ORTHOGONALITY OF THE TONES AND ELIMINATES INTERSYMBOL
INTERFERENCE �)3)	 BETWEEN CONSECUTIVE /&$- SYMBOLS� &URTHER� THE CHANNEL F�~ � S� IS ASSUMED
TO BE SLOWLY FADING� SO IT IS CONSIDERED TO BE CONSTANT DURING ONE /&$- SYMBOL� 4HE NUMBER
OF TONES IN THE SYSTEM IS - � WHICH MAKES THE EdECTIVE SYMBOL LENGTH 3 � -3

R
� WHERE 3

R
IS

THE SAMPLING PERIOD OF THE SYSTEM� 4HE LENGTH OF THE CYCLIC PREçX IS 3
&
� +3

R
AND THE TOTAL

SYMBOL LENGTH IS 3 
3
&
� )F THE DURATION OF THE IMPULSE RESPONSE OF THE CHANNEL IS SHORTER THAN

THE CYCLIC PREçX� WE CAN DESCRIBE THE SYSTEM AS A SET OF PARALLEL 'AUSSIAN CHANNELS ;��=� SHOWN
IN &IGURE ���B� WITH CORRELATED CHANNEL ATTENUATIONS G

J
� 4HE RECEIVED SIGNAL ON SUBCHANNEL J

�



CAN THUS BE DESCRIBED AS
X
J
� G

J
W
J

 M

J
� ����	

WHERE

G
J
� &

t
J

-3
R

u
� J � � � � � - ` ��

IS THE ATTENUATION AT SUBCARRIER J AND & �a� IS THE FREQUENCY RESPONSE OF THE CHANNEL F �S� ~�
DURING THE /&$- SYMBOL� (OWEVER� IT SHOULD BE NOTED THAT INTERCARRIER INTERFERENCE �)#)	
OCCURS IF THE CHANNEL FADES DURING AN /&$- SYMBOL ;��� ��=� 4HIS )#) INCREASES WITH THE
FADING RATE AND FOR FAST FADING ENVIRONMENTS� THIS SHOULD BE TAKEN INTO CONSIDERATION� )N
;��=� IT IS SHOWN THAT )#) CAN BE MODELLED AS 'AUSSIAN ADDITIVE INTERFERENCE IF THE NUMBER OF
SUBCARRIERS IS LARGE� 4HIS INTERFERENCE IS UNCORRELATED WITH THE FREQUENCY RESPONSE G

J
� &OR A

2AYLEIGH
FADING CHANNEL THE SIGNAL
TO
INTERFERENCE RATIO �3)2	 IS ;��=

3)2
)#)

�

�
�` �

- �

�
- 
 �

-`�8
J��

�- ` J�)�

t
�{E

#
J

-

u��`�
� ����	

WHERE E
#
IS THE MAXIMUM $OPPLER FREQUENCY �RELATIVE TO THE INTERTONE SPACING	 AND )� �a� IS

THE ZEROTH ORDER "ESSEL FUNCTION OF THE çRST KIND ;��=� )N THIS REPORT THE 2(1 IS LARGE ENOUGH
TO IGNORE INTERSYMBOL FADING� SEE NEXT SECTION� AND WE USE THE SIMPLE MODEL ����	 WITHOUT
CONSIDERING THE )#)�

��� 3CENARIO
4HE SYSTEM WE ARE CONSIDERING IS A WIRELESS MULTIUSER SYSTEM� E�G� A THIRD GENERATION MOBILE
TELEPHONE SYSTEM� )T IS OPERATING AT THE ��� '(Z
BAND WITH A BANDWIDTH OF � -(Z AND ����
SUBCARRIERS� 4HIS MEANS THAT THE INTERTONE SPACING IS � a �������� � ���� K(Z AND THE SYMBOL
DURATION �EXCLUDING THE CYCLIC PREçX	 IS ������ a ��� � ���xS� 4HE LENGTH OF THE CYCLIC PREçX IS
CHOSEN TO BE �� SAMPLES� WHICH MAKES THE OVERHEAD EQUAL TO ������� � � � AND THE EdECTIVE
/&$- SYMBOL LENGTH ��� a ���� � ���xS� )N THIS REPORT WE ASSUME PERFECT SYNCHRONIZATION
BETWEEN TRANSMITTER AND RECEIVER� 7E WILL ONLY DEAL WITH THE DOWNLINK� WHERE SYNCHRONIZATION
IS EASIER� ALTHOUGH THE METHODS ARE GENERAL AND ARE APPLICABLE TO THE UPLINK AS WELL� 4HE
ENVIRONMENT THE SYSTEM IS WORKING IN IS ASSUMED TO BE A MACROCELL WHICH CAN BE CHARACTERIZED
BY A 2AYLEIGH
FADING CHANNEL WITH A $OPPLER FREQUENCY OF ��� (Z �CORRESPONDING TO ��� KM�H	
AND A MAXIMUM TIME DISPERSION OF �� xS� .ORMALIZED TO THE INTERTONE SPACING AND SAMPLING
INTERVAL RESPECTIVELY� THIS MEANS E

#
� ���

�a��
�
�����

{ �� AND ~
MAX

� ��a��
`�

���a��
� � �� SAMPLES� 4HIS

$OPPLER RATE GIVES US A 2(1 OF �� D"� SEE ����	� 3INCE WE EVALUATE THE SYSTEM FOR 2-1 � ��
D"� THIS INTERFERENCE BECOMES NEGLIGIBLE AND WE IGNORE THE )#) CAUSED BY CHANNEL FADING WITHIN
AN /&$- SYMBOL�

4HE IMPULSE RESPONSE OF THE CHANNEL AT TIME S IS MODELLED AS ;��=

F �~ � S� �
,8
L��

m
L
�S�p �~ ` ~

L
� � ����	

WHERE THE FADING AMPLITUDES m
L
�S� ARE INDEPENDENT� COMPLEX 'AUSSIAN RANDOM VARIABLES AND

THE DELAYS ~
L
ARE UNIFORMLY DISTRIBUTED BETWEEN � AND ~

MAX

� 4HIS DISPERSION IS SHORTER THAN

�



THE CYCLIC PREçX AND HENCE )3) IS AVOIDED� 4HE POWER SPREAD PROçLE IS EXPONENTIALLY DECAYING
WITH A ROOT
MEAN
SQUARE �2-3	 WIDTH OF ��� xS � �� SAMPLES� I�E�

$
S

hJF �~ � S�J�i � | "D`~�~RM S � � ~ � ~
MAX

� OTHERWISE
�

WHERE $
S
IS THE EXPECTED VALUE OVER S AND " IS A NORMALIZATION CONSTANT�

��� #HANNEL ESTIMATION

0ILOT
SYMBOL ASSISTED MODULATION ;��= HAS BEEN PROPOSED AS AN EbCIENT WAY OF COMBATING FAD

ING� 0ILOT SYMBOLS� KNOWN TO THE RECEIVER� ARE MULTIPLEXED INTO THE TRANSMITTED SYMBOL STREAM
AND WITH THE AID OF THESE� THE FADING CHANNEL IS ESTIMATED BY INTERPOLATING BETWEEN THE PILOT
SYMBOLS� &OR /&$- THIS INTERPOLATION CAN BE DONE IN TWO DIMENSIONS �TIME AND FREQUENCY	�
BUT THIS USUALLY LEADS TO ESTIMATORS WITH A HIGH COMPLEXITY� 4HEREFORE� SEPARATING THE CHAN

NEL ESTIMATOR INTO TWO ONE
DIMENSIONAL ESTIMATORS HAS BEEN PROPOSED ;��=� &IRST THE CHANNEL
ATTENUATIONS ON ALL SUBCARRIERS ARE ESTIMATED IN ONLY THOSE /&$- SYMBOLS THAT CONTAIN PILOT
SYMBOLS� SEE &IGURE ���� 4HEN ALL CHANNEL ATTENUATIONS ARE ESTIMATED USING THESE ESTIMATES�

&IGURE ���� 0ILOT SYMBOLS� MARKED IN GRAY� USED FOR CHANNEL ESTIMATION� 4HE CHANNEL ATTENUA

TIONS ARE çRST ESTIMATED IN THE FREQUENCY DIRECTION ��	 AND THEN IN THE TIME DIRECTION ��	�

4HE SEPARATE CHANNEL ESTIMATORS CAN BE &)2
çLTERS ;��= OR LOW
RANK ESTIMATORS ;��= THAT ARE
DESIGNED TO MINIMIZE THE MEAN
SQUARED ERROR �-3%	� )N THIS REPORT WE WILL CONSIDER ONLY THE
&)2 çLTERS� .OMINAL VALUES OF THE CHANNEL CORRELATION AND SIGNAL
TO
NOISE RATIO �3.2	 ARE USED
IN ORDER TO KEEP THE ESTIMATOR çXED� WHICH SIMPLIçES THE IMPLEMENTATION� $ESIGN FOR THE WORST
CASE HAS SHOWN TO BE ROBUST AND BENEçCIAL WITH REGARD TO THE MAXIMUM ERROR LEVEL ;��� ��� ��=�
)N THIS REPORT WE WILL DESIGN THE ESTIMATORS FOR A UNIFORM POWER
DELAY PROçLE �FOR � � ~ � ~

MAX

	�
2-1 � �� D" AND E

#
� ��� )F-

E
AND -

S
DENOTE THE NUMBER OF TAPS IN THE FREQUENCY AND TIME

�



çLTERS� THE AVERAGE NUMBER OF MULTIPLICATIONS PER ATTENUATION IS -
E
�� 
 -

S
� SINCE ONLY EVERY

FOURTH /&$- SYMBOL NEEDS TO BE ESTIMATED IN THE FREQUENCY DIRECTION ;��=� 7E ANALYZE TWO
ESTIMATORS WITH DIdERENT COMPLEXITIES� ONE WITH �� TAPS IN THE FREQUENCY DIRECTION AND � TAPS
IN THE TIME DIRECTION AND ONE WITH � AND � TAPS� RESPECTIVELY� 4HESE TWO ESTIMATORS HAVE AN
AVERAGE COMPLEXITY OF ����� AND ���� MULTIPLICATIONS PER ESTIMATED ATTENUATION� RESPECTIVELY�

��� #ODING

&OR ERROR PROTECTION� A CONVOLUTIONAL CODE IS USED� 4O MAKE THE ANALYSIS TRACTABLE WE USE A
RATHER SMALL CODE WITH CONSTRAINT LENGTH �� WHICH HAS BEEN FOUND TO BE VERY EdECTIVE ON FADING
CHANNELS ;��=� 4HE IN
PHASE AND QUADRATURE SIGNALS ARE ENCODED SEPARATELY WITH A RATE ���
CODE WITH GENERATOR POLYNOMIALS ;��=�

F
���

�
�#� � � 
# 
#�

F
���

�
�#� � � 
#��

4HE ENCODER IS DEPICTED IN &IGURE ���� 4HE ENCODED OUTPUTS ARE MODULATED USING �
0!- AND

&IGURE ���� 4HE CONVOLUTIONAL ENCODER�

CONCATENATED TO A ��
1!- SYMBOL� &OR A FADING CHANNEL THE DIVERSITY ORDER OF A CODE IS NOT
THE FREE DISTANCE BUT THE LENGTH OF THE SHORTEST ERROR EVENT ;�=� 4HE LENGTH OF AN ERROR EVENT�
+� IS THE NUMBER OF SYMBOLS ON AN ERRONEOUS PATH THAT DIdER FROM THE CORRECT PATH� &ROM THE
TRELLIS OF THE CODE� &IGURE ���� IT CAN BE SEEN THAT THE SHORTEST ERROR EVENT IS +

MIN

� �� 4HE
RECEIVER çRST EQUALIZES THE RECEIVED SIGNAL X

J
USING THE CHANNEL ESTIMATE BG

J
AND THEN SEPARATES

THE SIGNAL INTO ITS IN
PHASE AND QUADRATURE PARTS

Y
J
�

X
JBG
J

� Y
�(�

J


 IY
�0�

J

�

4HE DECODING IS PERFORMED SEPARATELY WITH THE DECODING METRIC

, �EW� �8
J

nnnBGJnnn� JEYJ ` EWJJ� � ����	

�



&IGURE ���� 4RELLIS FOR THE RATE ��� CONVOLUTIONAL CODE USED� 4HE BOLD PATH IS THE SHORTEST ERROR
EVENT�

WHERE EW
J
IS THE SEQUENCE FOR WHICH THE METRIC IS COMPUTED AND EY

J
IS EITHER Y�(�

J

OR Y�0�
J

� 5SING
THE 6ITERBI ALGORITHM� THE SEQUENCE BW

J
WHICH MINIMIZES THIS METRIC IS FOUND� I�E�

BW � @QFLHM
EW

, �EW� �
)T SHOULD BE NOTED THAT THE METRIC IN ����	 IS NOT THE MAXIMUM
LIKELIHOOD METRIC WHEN MULTI

AMPLITUDE MODULATION IS USED ;�=� BUT WE WILL NEVERTHELESS USE IT FOR SIMPLICITY�

)N ORDER TO OBTAIN DIVERSITY IN THE SYSTEM FROM THE CHANNEL CODE� INTERLEAVING MUST BE USED�
)NTERLEAVING BREAKS UP THE CHANNEL CORRELATION AND� IN THE IDEAL CASE� PROVIDES THE DECODER
WITH UNCORRELATED SYMBOLS� )N THIS REPORT WE WILL USE FREQUENCY INTERLEAVING ON A SYMBOL LEVEL�
I�E� INTERLEAVING IS PERFORMED AFTER THE BITS HAVE BEEN ASSIGNED TO CONSTELLATION POINTS� 4HE
SYMBOLS ARE BLOCK INTERLEAVED WITH DEPTH #

E
SUBCARRIERS ACROSS THE TONES� 4HE INTERLEAVING IS

ILLUSTRATED IN &IGURE ��� WITH #
E
� ��

&IGURE ���� )NTERLEAVING IN FREQUENCY ACROSS THE TONES�

�



)N THIS REPORT WE ASSUME A , � �� PATH CHANNEL WHICH ALLOWS THE CODE TO USE ITS FULL
DIVERSITY OF ORDER � ;��=� "Y CHOOSING #

E
� ���� WE HAVE �������� � � SYMBOLS WHOSE DISTANCE

FROM EACH OTHER IS LARGE ENOUGH TO MINIMIZE THE EdECTS OF CORRELATION� )N &IGURE ��� THE
FREQUENCY CORRELATION OF THE CHANNEL IS DEPICTED FOR THE SCENARIO IN THIS REPORT� SEE 3ECTION ��� FOR
PARAMETERS� 4WO CONSECUTIVE CHANNEL SYMBOLS INTO THE DECODER HAVE THE CORRELATION COEbCIENT
J$ FG�L�Gc�L` ����GJ �}�

G

� ������ WHICH IS SMALL ENOUGH NOT TO DEGRADE THE PERFORMANCE
SIGNIçCANTLY�

&IGURE ���� &REQUENCY CORRELATION FOR THE MULTI
PATH CHANNEL� 4HE CORRELATIONS FOR THE INTER

LEAVED SYSTEM �#

E
� ���	 ARE MARKED WITH ÚOÚ�

�



#HAPTER �

0ERFORMANCE ANALYSIS

��� #HANNEL ESTIMATION

)N ORDER TO EVALUATE A CODED /&$- SYSTEM� WE WILL NEED FOUR COVARIANCES FROM THE SYSTEM�
SEE 3ECTION ����

Q
GG
�J� � $ FG�L�Gc�L` J�G

Q
G
B

G

�J� � $
N
G�L�BGc�L` J�

O
Q
B

G
B

G

�J� � $
NBG�L�BGc�L` J�

O
Q
M
B

G

�J� � $
N
M�L�BGc�L` J�

O
�

.OTICE THAT WE ASSUME THE CHANNEL AND THE ADDITIVE NOISE TO BE UNCORRELATED� $ FM�L�Gc�J�G �
�� �L� J� (OW TO DERIVE EXPLICIT EXPRESSIONS FOR THE ABOVE CORRELATIONS IS DESCRIBED IN !PPENDIX
"�

��� #ODING

4O EVALUATE THE PROBABILITY OF ERROR FOR A CODE� ONE USUALLY STARTS WITH THE ERROR EVENT PROBA

BILITY� !N ERROR EVENT IS DEçNED AS A PATH IN THE TRELLIS WHICH STARTS AT THE SAME NODE AS THE
CORRECT PATH� DIVERGES AND RE
EMERGES SOME STAGES LATER WITH THE CORRECT PATH� 4HE PROBABIL

ITY OF SUCH AN ERROR EVENT CAN BE UPPER BOUNDED WITH� E�G�� THE #HERNOd BOUND ;�� �=� 4O
OBTAIN THE AVERAGE BIT
ERROR RATE� A UNION BOUND OVER ALL ERROR EVENTS MAY BE APPLIED� 4HIS
ENUMERATION OF ALL ERROR EVENTS CAN BE CALCULATED WITH THE TRANSFER FUNCTION OF THE ERROR
STATE
DIAGRAM ;�� �= OF THE CODE� 4HIS TECHNIQUE� HOWEVER� ASSUMES PERFECT KNOWLEDGE OF THE CHANNEL
SO IT IS NOT SUITABLE FOR THIS REPORT� 7E ARE INVESTIGATING THE IMPACT OF CHANNEL ESTIMATION� I�E��
WHEN WE DO NOT HAVE PERFECT CHANNEL KNOWLEDGE� )NSTEAD� WE WILL USE THE ANALYSIS INTRODUCED
BY #AVERS AND (O ;�� ��=� 4HIS TECHNIQUE IS APPLICABLE TO A MORE GENERAL DESCRIPTION OF THE
SYSTEM� WHICH INCLUDES NON
IDEAL CHANNEL KNOWLEDGE�

�



����� 0AIRWISE ERROR PROBABILITY

4HE EXACT PROBABILITY OF AN ERROR EVENT WAS FOUND IN ���� BY #AVERS AND (O ;�=� !SSUME THAT
THE DECODER CHOOSES THE SEQUENCE WHICH MINIMIZES THE METRIC

, �B
H
� �
8
J

nnnXJ ` BGJBHJnnn� � ����	

WHERE B
H
IS A POSSIBLE SEQUENCE OF CODEWORDS AND J LABELS THE SYMBOLS AFTER INTERLEAVING� I�E�

THE ORDER IN WHICH THEY INPUT TO THE DECODER� 4HE SEQUENCE WHICH MINIMIZES ����	 CAN BE
FOUND WITH THE 6ITERBI ALGORITHM� 4HE PROBABILITY OF AN ERROR EVENT� I�E� THAT THE TRANSMITTED
SEQUENCE B

H
IS DECODED AS B

I
CAN BE WRITTEN AS

/Q �B
H
� B

I
� � /Q �, �B

H
� � , �B

I
�� � /Q �# � �� � ����	

WHERE # � , �B
I
�`, �B

H
� IS THE METRIC DIdERENCE FOR THE TWO SEQUENCES� 4HE PROBABILITY IN

����	 CAN BE WRITTEN AS ;��=

/Q �# � �� � `
8

2ESIDUE
v
h
#
�R�

R

w
2(0 POLES

� ����	

WHERE THE SUM IS OVER THE POLES OF h
#
�R��R WHICH LIES IN THE RIGHT HALFPLANE OF THE COMPLEX

PLANE �1D � �	 AND h
#
�R� IS THE TWO
SIDED ,APLACE TRANSFORM OF THE PROBABILITY DISTRIBUTION

FUNCTION OF #� "Y REWRITING # AS

# � , �B
I
�`, �B

H
�

�
8
J

JX
J
J� ` X

J

BGc
J
Bc
IJ
` Xc

J

BG
J
B
IJ


nnnBGJnnn� JBIJJ� `8

J

JX
J
J� ` X

J

BGc
J
Bc
HJ
` Xc

J

BG
J
B
HJ


nnnBGJnnn� JBHJJ�

�
8
J

X
J

BGc
J

`
Bc
HJ
` Bc

IJ

a

 Xc

J

BG
J
�B
HJ
` B

IJ
� 

nnnBGJnnn� `JBIJJ� ` JB

HJ
J�a � ����	

WE NOTE THAT IT IS A QUADRATIC FORM IN THE COMPLEX 'AUSSIAN VARIABLES
r
X
J
�BG

J

s
� 5SING MATRIX

NOTATION AND DENOTING THE LENGTH OF THE SEQUENCES B
H
AND B

I
BY +� ����	 CAN BE WRITTEN AS

# �

�"""""""" 

X�
���
X
+BG�
���BG
+

�########!

'
�"""""""" 

� a a a � B
H� ` B

I� a a a �
���

� � �
���

���
� � �

���
� a a a � � a a a B

H+
` B

I+

Bc
H�
` Bc

I�
a a a � JB

I�J� ` JB
H�J� a a a �

���
� � �

���
���

� � �
���

� a a a Bc
H+
` Bc

I+
� a a a JB

I+
J� ` JB

H+
J�

�########!
\ [Z ]

,

�"""""""" 

X�
���
X
+BG�
���BG
+

�########!
\ [Z ]

Y

� Y',Y�

"Y USING A LINEAR TRANSFORMATION AND AN EIGENVALUE DECOMPOSITION� SEE !PPENDIX $� # CAN BE
WRITTEN AS ;��=

# �
�+8
J��

w
J
JP
J
J� �

��



WHERE P
J
ARE INDEPENDENT COMPLEX 'AUSSIAN RANDOM VARIABLES� w

J
ARE THE EIGENVALUES OF 1

YY
,

AND 1
YY

� $
h
YY'
i
IS THE AUTOCOVARIANCE MATRIX OF Y� 3INCE # IS A SUM OF INDEPENDENT

VARIABLES� THE ,APLACE TRANSFORM h
#
�R� IS FOUND AS ;�� ��=

h
#
�R� �

�+9
J��

�

� 
 w
J
R
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.OTE THAT THE POLES OF h
#
�R� ARE `��w

J
� (ENCE� TO çND THE PROBABILITY OF A GIVEN ERROR EVENT

IN ����	� WE çND THE EIGENVALUES w
J
OF THE MATRIX 1

YY
, AND CALCULATE THE RESIDUES OF h

#
�R��R

AT THE POLES� `��w
J
� WHO LIE IN THE RIGHT HALFPLANE�

)N THE CASE OF NON
IDEAL INTERLEAVING� THE CORRELATION MATRIX 1
YY

IS NON
TRIVIAL BUT CAN BE
CALCULATED AS ;��=
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4HE ELEMENTS OF THIS MATRIX ARE
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AND DEPEND ON THE CHANNEL ESTIMATOR USED�

����� "IT
ERROR PROBABILITY

4O çND THE AVERAGE BIT
ERROR PROBABILITY WE CAN SUM UP ALL THE ERROR EVENTS �EACH ASSOCIATED
WITH A NUMBER OF INFORMATION BITS	 TO CONSTRUCT A UNION BOUND� 4HIS CAN BE DONE WITH THE
TRANSFER FUNCTION OF THE CODE ;�=� (OWEVER� THE ERROR EVENT PROBABILITIES ����	 ARE NOT IN A FORM
SUITABLE TO USE THE TRANSFER FUNCTION� 7E WILL TRUNCATE THE SUM AND ONLY CONSIDER ERROR EVENTS
OF SMALL LENGTHS ;�=� 4HIS WILL NOT BE AN UPPER BOUND TO THE BIT
ERROR RATE ANYMORE� (OWEVER�
TRUNCATING THE UNION BOUND CAN BE A GOOD APPROXIMATION AS ARGUED IN ;�=�

4HE AVERAGE BIT
ERROR PROBABILITY IS APPROXIMATED BY

/
A
{ �

M

8
I

L
HI
/Q �B

H
� B

I
� �

��



WHERE M IS NUMBER OF INPUT BITS PER ENCODING INTERVAL AND L
HI
IS THE AVERAGE NUMBER OF BIT


ERRORS ASSOCIATED WITH EACH ERROR EVENT ;�=� 4HE SUM IS TRUNCATED TO CONTAIN ONLY ERROR EVENTS OF
LENGTH + � +

MAX

� 4HE MAXIMUM LENGTH +
MAX

IS CHOSEN AS IN ;��=� $EçNE /
A
�J� AS THE ESTIMATED

"%2 WHEN ERROR EVENTS OF LENGTH + v J ARE CONSIDERED� 7HEN THE INCREMENT /
A
�J
��`/

A
�J�

IS MUCH SMALLER THAN THE INCREMENTS FOR SMALLER J� WE CHOOSE +
MAX

� J� )N OUR CASE WE FOUND
+
MAX

� � TO BE A SUITABLE CHOICE� SINCE CONSIDERING LONGER ERROR EVENTS DID NOT CHANGE THE
ESTIMATED "%2 SIGNIçCANTLY� 4HE ERROR EVENTS CAN BE ENUMERATED USING THE TRANSFER FUNCTION
OF THE ERROR STATE DIAGRAM ;�=� 4HE OUTPUT BITS OF THE �� 
# 
#�� � 
#��
CODE ARE MAPPED
TO A �
0!- CONSTELLATION� 4HE TRELLIS FOR THIS CODE ALONG WITH THE BIT MAPPING FOR THE �

0!- CONSTELLATION ARE SHOWN IN &IGURE ���� .OTE THAT WE ENCODE THE IN
PHASE AND QUADRATURE

&IGURE ���� 4RELLIS OF THE CONVOLUTIONAL CODE AND THE �0!- CONSTELLATION USED IN THE /&$-
SYSTEM�

DIMENSIONS SEPARATELY� SO FOR A CODED ��
1!- SYMBOL� WE HAVE TWO INPUT BITS AND TWO OUTPUT
BITS� "ECAUSE WE ENCODE THE IN
PHASE AND QUADRATURE SEPARTELY� WE CAN ALSO ANALYZE THE TWO
SYSTEMS SEPARATELY� 4O ENUMERATE ALL ERROR EVENTS� WE USE THE TECHNIQUE DESCRIBED IN ;�� #HAP�
�����=� &ROM THE �
0!- CONSTELLATION� WE CAN ASSOCIATE EACH ERROR WITH A DISTANCE

6 ���� � �

6 ���� � p�

6 ���� �
�

�
�p� 
 p��

6 ���� � p��

��



&IGURE ���� %RROR
STATE DIAGRAM FOR THE CONVOLUTIONAL CODE �� 
# 
#�� � 
#��
CODE WITH
�0!- MODULATION�

4HE DISTANCE 6 ���� MAY DERIVED AS FOLLOWS� WHEN THE ERROR �� OCCURS� THE ASSOCIATED DISTANCE
WILL BE p� WHEN �� OR �� IS TRANSMITTED AND p� WHEN �� OR �� IS TRANSMITTED� (ENCE WE CAN
DENOTE 6 ���� BY �

�
�p� 
 p�� � WHICH CAN BE INTERPRETED AS p� HALF OF THE TIME AND p� HALF OF THE

TIME� &IGURE ��� DISPLAYS THE ERROR
STATE DIAGRAM FOR THIS IMPLEMENTATION OF THE CODE� %ACH
BRANCH IN THE ERROR
STATE DIAGRAM IS LABELED BY 6 �a�(Q+� WHERE6 �a� IS THE %UCLIDEAN DISTANCE
ASSOCIATED WITH THE ERROR� Q DENOTES THE NUMBER OF INFORMATION BIT ERRORS AND + ENUMERATES THE
BRANCHES� 5SING A STATE
SPACE DESCRIPTION OF THE ERROR
STATE DIAGRAM� THE ERROR EVENTS SHOWN
IN 4ABLE ��� CAN BE DERIVED �SEE !PPENDIX # FOR THE DETAILS	�

%RROR EVENT � !CTUAL LENGTH %dECTIVE LENGTH L
HI

p� p� p�
� � � ��� � � �
� � ��� � � �
� � � � � � �
� � � ��� � � �
� � � � � �
� � ��� � � �
� � ��� � � �
� � ��� � � �

4ABLE ���� $ESCRIPTION OF THE DOMINATING ERROR EVENTS� 4HE EdECTIVE LENGTH IS THE NUMBER
OF SYMBOLS THAT DIdERS FROM THE TRANSMITTED CODEWORD� L

HI
IS THE AVERAGE NUMBER BIT ERRORS

ASSOCIATED WITH THE ERROR EVENT� AND p
H
ARE THE %UCLIDEAN DISTANCES OF THE CODEWORD SYMBOLS�

SEE &IG� ����

4HE EdECTIVE LENGTH OF A CODE AS DEçNED IN SECTION ����� DENOTES THE NUMBER OF CHANNEL
SYMBOLS THAT DIdER IN THE TRANSMITTED AND DECODED SEQUENCE� 4HE SMALLEST EdECTIVE LENGTH
DETERMINES THE DIVERSITY ORDER OF SYSTEM ;�=� (ENCE� FOR THE CODE CONSIDERED HERE WE HAVE A
DIVERSITY ORDER OF ��

��
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#HAPTER �

3IMULATION

��� 0ERFECT CHANNEL ESTIMATION
4O EVALUTE THE EdECT OF NON
IDEAL INTERLEAVING ON OUR /&$- SYSTEM� WE APPLY THE TECHNIQUES
DESCRIBED IN SECTION ��� FOR THE CASE OF IDEAL AND NON
IDEAL INTERLEAVING WITH PERFECT CHANNEL
ESTIMATION� 4HE IDEAL INTERLEAVING ASSUMES THAT ALL CHANNEL ATTENUATIONS ARE UNCORRELATED AND
THE NON
IDEAL INTERLEAVING IS DONE AS DESCRIBED IN 3ECTION ���� 4HE CODING AND MODULATION IS
DONE WITH THE �� 
# 
#�� � 
#��
CODE AND �
0!-� RESPECTIVELY� SEPARATELY ON THE INPHASE
AND QUADRATURE SIGNALS� 4HEY ARE THEN COMBINED TO FORM A ��
1!- SYMBOL� )N THE ANALYSIS
ALL ERROR EVENTS OF LENGTH � AND SHORTER ARE CONSIDERED� )N &IGURE ��� THE ANALYTICAL BIT
ERROR
RATE CURVE IS SHOWN TOGETHER WITH SIMULATIONS� !S CAN BE NOTED FROM THE çGURE� THE DIdERENCE
BETWEEN IDEAL AND NON
IDEAL INTERLEAVING IS VERY SMALL� 4HUS THE RESULTING CHANNEL CORRELATION
AFTER INTERLEAVING DOES NOT DEGRADE THE PERFORMANCE IN ANY SIGNIçCANT WAY�

��� #HANNEL ESTIMATION
4HE CHANNEL ESTIMATION IN THESE SIMULATIONS IS AS DESCRIBED IN 3ECTION ���� 7E çRST USE AN
&)2 çLTER TO ESTIMATE THE CHANNEL ATTENUATIONS ON ALL TONES IN A GIVEN /&$- SYMBOL THAT
CONTAIN PILOT SYMBOLS� 7E THEN USE AN &)2 çLTER IN THE TIME
DOMAIN TO OBTAIN ESTIMATES OF ALL
TONES� 4HUS THE CHANNEL ESTIMATOR IS A SEPARABLE TWO
DIMENSIONAL LINEAR çLTER THAT INTERPOLATES
BETWEEN THE INITIAL ESTIMATES OBTAINED AT THE PILOT POSITIONS� 4HE çRST ESTIMATOR USES A �
TAP
çLTER IN THE FREQUENCY DIRECTION AND A �
TAP çLTER IN THE TIME DIRECTION� WHICH GIVES AN AVERAGE
OF ���� MULTIPLICATIONS PER ATTENUATION� 4HE SECOND ESTIMATOR USES �� AND � TAPS� RESPECTIVELY�
WHICH RESULTS IN ����� MULTIPLICATIONS PER ATTENUATION� 4HE THEORETICAL BIT
ERROR RATE FOR THESE
TWO ESTIMATORS IS SHOWN IN &IGURE ��� TOGETHER WITH THE SIMULATIONS� !S A REFERENCE THE BIT
ERROR
RATE WITH PERFECT CHANNEL KNOWLEDGE IS INCLUDED�

4HE DEGRADATION COMPARED TO PERFECT CHANNEL KNOWLEDGE IS APPROXIMATELY � D" FOR THE LOW
COMPLEXITY ESTIMATOR AND ��� D" FOR THE HIGH COMPLEXITY ESTIMATOR� 4HE THEORETICAL RESULTS
SHOW GOOD AGREEMENT WITH THE SIMULATIONS� EXCEPT FOR LOW 3.2� &OR THOSE LOW 3.2 VALUES� THE
ANALYTICAL METHOD OVER
ESTIMATES THE BIT
ERROR RATE�

��



&IGURE ���� "IT
ERROR RATE WITH KNOWN MULTI
PATH FADING CHANNEL� 3IMULATIONS FOR IDEAL AND NON

IDEAL INTERLEAVING ARE MARKED WITH ÚOÚ AND ÚXÚ� RESPECTIVELY� 4HE SOLID LINES ARE THE ANALYTICAL
RESULTS �INDISTINGUISABLE FOR THE TWO CASES	�

&IGURE ���� "IT
ERROR RATE FOR THE MULTIPATH FADING CHANNEL� &ROM BOTTOM TO TOP� KNOWN
CHANNEL� ESTIMATOR ! ������ MULT��TONE	 AND ESTIMATOR " ����� MULT��TONE	�

��



#HAPTER �

#ONCLUSIONS

)N THIS REPORT WE HAVE APPLIED A GENERAL ANALYSIS METHOD TO A CODED /&$- SYSTEM� 4HIS
METHOD IS MOST USEFUL IN THE DESIGN OF A SYSTEM� WITH RESPECT TO CHANNEL ESTIMATOR COMPLEXITY�
INTERLEAVING SCHEMES ETC�� SINCE IT DOES NOT REQUIRE ANY TIME
CONSUMING SIMULATIONS� &URTHER

MORE� IT IS GENERAL AND ALLOWS THE ANALYSIS TO CONSIDER SYSTEMS WITH NON
IDEAL CHANNEL ESTIMATION
AND INTERLEAVING� 7E HAVE INVESTIGATED TWO VERSIONS OF A CHANNEL ESTIMATOR WITH DIdERENT COM

PLEXITIES� 4HE LOWER COMPLEXITY ESTIMATOR IS ABOUT � D" FROM THE KNOWN CHANNEL� WHILE THE
DEGRADATION FOR THE HIGHER COMPLEXITY ESTIMATOR IS ABOUT ��� D"� 4HE THEORETICAL RESULTS AGREE
WELL WITH SIMULATIONS� EXCEPT AT LOW 3.2S WHERE IT OVER
ESTIMATES THE BIT
ERROR RATE� (OWEVER�
FOR THESE LOW 3.2S� THE DIdERENCE BETWEEN THE DIdERENT ESTIMATORS IS NOT INTERESTING FROM A
DESIGN POINT OF VIEW AS ALL THE ESTIMATORS GIVE APPROXIMATELY THE SAME BIT
ERROR RATE� 4HUS
THE INVESTIGATED METHOD SHOWS A HIGH POTENTIAL FOR USE IN THE DESIGN PHASE OF CODED /&$-
SYSTEMS� SINCE IT IS FAST� SIMPLE AND ACCURATE� )N THIS REPORT WE HAVE ONLY CONSIDERED THE EdECT
OF CHANNEL ESTIMATION� BUT OTHER PARAMETERS CAN ALSO BE INVESTIGATED� SUCH AS PILOT DENSITY�
CHOICE OF CODE� ETC�
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!PPENDIX !

#HANNEL CORRELATION

4HE FREQUENCY RESPONSE OF THE CHANNEL MODEL IN ����	 IS

G �E � S� �
,8
L��

m
L
�S� D`I�{E~L

AND THE FREQUENCY CORRELATION BETWEEN TWO ATTENUATIONS SPACED K SUBCARRIERS APART IS
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WHERE THE NORMALIZATION COEbCIENT " IS CHOSEN SUCH THAT 1
FREQ

��� � �� 4HE CHANNEL ESTIMATOR
IS DESIGNED FOR A UNIFORM POWER DELAY PROçLE� WHICH CAN BE OBTAINED WHEN ~

RMS
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4HE TIME VARIATION OF THE CHANNEL FOLLOWS *AKESÚ MODEL ;��=� WHOSE TIME CORRELATION IS
1 �S� � )� ��{%#S� � WHERE )� �a� IS THE ZEROTH ORDER "ESSEL FUNCTION OF THE çRST KIND AND %

#

IS THE MAXIMUM $OPPLER FREQUENCY� 4HUS THE CORRELATION BETWEEN TWO ATTENUATIONS WITH A
DISTANCE OF L /&$- SYMBOLS IS
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WHERE E
#
IS THE RELATIVE �TO THE INTERTONE SPACING	 MAXIMUM $OPPLER FREQUENCY�
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!PPENDIX "

#HANNEL ESTIMATOR

4HE CHANNEL ESTIMATOR USED HERE IS A SEPARABLE 7IENER çLTER ;��=� #ONSIDER çRST THE CHANNEL
ESTIMATION IN THE FREQUENCY DIRECTION� )N THOSE /&$- SYMBOLS WHERE THERE ARE PILOTS� THESE
ESTIMATES ARE EG�H� �J� K� �8

L

m�H�

L

BG
LS

�J `L-
E
` H� K� � H � �� � � � � -

E
` ��

WHERE �J� K� DENOTES SUBCARRIER J AT SYMBOL K� SUPERSCRIPT �H� INDICATES THAT THE ESTIMATED
ATTENUATION LIES H SUBCARRIERS FROM A PILOT AND -

E
IS THE DISTANCE BETWEEN PILOT SYMBOLS� .OTE

THAT PILOTS ARE PLACED AT H � � AND THAT WE NEED -
E
DIdERENT ESTIMATORS m�H�

L
SINCE THE ESTIMATED

ATTENUATIONS ARE PLACED DIdERENTLY RELATIVE TO THE PILOTS� 4HESE PRELIMINARY ESTIMATES ARE THEN
USED FOR THE ESTIMATION IN THE TIME DIRECTION�

BG�H�I�
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(ERE THE SUPERSCRIPT �I� DENOTES THE DISTANCE BETWEEN THE ESTIMATED ATTENUATION AND AN /&$-
SYMBOL WITH PILOTS� "Y PLACING ALL THE USED PILOTS IN A VECTOR O� THE ESTIMATOR MAY BE EXPRESSED
AS BG�H�I�

J�K

� F3
H�I
O
J`H�K`I

�
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&ROM THIS DESCRIPTION IT IS STRAIGHTFORWARD TO OBTAIN THE CORRELATIONS NEEDED FOR THE ANALYSIS�
$UE TO THE PERIODIC PATTERN OF THE PILOTS THERE WILL BE -

E
-
S
DIdERENT ESTIMATORS� ALL WITH DIdER


ENT PERFORMANCE� (ENCE WE AVERAGE OVER ALL ESTIMATED ATTENUATION TO GET A SCALAR PARAMETER�

��



&OR INSTANCE� THE CROSS
CORRELATION BETWEEN THE CHANNEL AND THE CHANNEL ESTIMATE IS SET TO BE
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BG�H�I�
J
�
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4HIS CAN BE JUSTIçED IN THAT THERE IS ONLY A SMALL VARIATION AMONG THE ESTIMATED ATTENUA

TIONS AND THEY HAVE ALL APPROXIMATELY THE SAME PROPERTIES� .OTE THAT THE CORRELATIONS SHOULD
BE CALCULATED AFTER DE
INTERLEAVING AND THAT THE INDICES OF THE VARIABLES SHOULD BE ADJUSTED
ACCORDINGLY�
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!PPENDIX #

%RROR EVENT ENUMERATION

4HE ERROR
STATE DIAGRAM FOR THE �� 
# 
#�� � 
#��
CODE WITH �
0!-MODULATION CONSIDERED
IN THIS REPORT IS DEPICTED IN &IGURE ���� 4O CALCULATE THE TRANSFER FUNCTION OF THE ERROR
STATE
DIAGRAM WE USE A STATE
SPACE DESCRIPTION ;�=�� z�
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4HE TRANSFER FUNCTION IS

z
OUT

z
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� " �(` �`�!

"Y NOTING THAT �(` �`� �0�

J��
 J� AND THAT ALL MATRICES CONTAIN THE SCALAR +� THE TRANSFER

FUNCTION CAN BE WRITTEN AS
z
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z
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�
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WHERE  � +E � ! � +E! AND " � +E"� (ENCE� z
OUT

�z
IN

IS A POLYNOMIAL IN + AND ALL ERROR
EVENTS OF LENGTH J
� CAN BE FOUND AS E"E J E!� 4HIS CAN NOW BE USED TO çND ALL DOMINANT ERROR
EVENTS�
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!PPENDIX $

,APLACE TRANSFORM h#�R�

4HIS DERIVATION OF THE ,APLACE TRANSFORM OF THE QUADRATIC FORM # FOLLOWS 4URIN ;��= AND -AZO
AND 3ALZ ;��=� 4HE QUADRATIC FORM

# � Y',Y

IS EASIER TO WORK WITH IF WE MAKE THE ELEMENTS IN Y UNCORRELATED� I�E�� O � 1
`���

YY
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ARE INDEPENDENT COMPLEX 'AUSSIAN VARIABLES WITH UNIT VARIANCE� 3INCE THE REAL AND IMAGINARY
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