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 The problem of denoising iris pictures for iris identification systems will be 

discussed, as well as a novel solution based on wavelet and median filters. 

Different salt and pepper extraction algorithms, as well as Gaussian and 

speckle noises, were used. Because diverse sounds decrease picture quality 

during image collection, noise reduction is even more important. To reduce 

sounds like salt and pepper, Gaussian, and speckle, filtering (median, 

wiener, bilateral, and Gaussian) and wavelet transform are utilised. Provide 

better results as compared to other ways. A study of several efficiency 

indicators such as peak signal-to-noise ratio (PSNR) and mean squared error 

will be used to demonstrate the superiority of the proposed technique (MSE). 
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1. INTRODUCTION 

Noise is unwelcome data that tarnishes a picture. The kind of noise present in the original picture 

plays an important role in the image filtering process. According to him, a decent picture denoising model 

should reduce noise as thoroughly as possible while maintaining edges. Denoising refers to the process of 

eliminating noise from a damaged picture. Denoising aims to reduce noise while preserving crucial visual 

properties. Amplifier noise (Gaussian noise), salt-and-pepper noise (impulse noise), poisson noise (shot 

noise), quantization noise (uniform noise), and speckle noise are some of the several forms of noise that may 

be seen in photographs (multiplicative noise). A linear low-pass filter may be sufficient if the input data 

includes a lot of noise but the magnitude is modest. A median filter, on the other hand, may be more suited if 

a picture has a little quantity of noise but a large magnitude. In each scenario, the filter process alters the 

image's overall frequency content. For denoising salt and pepper noise, Gaussian noise, and speckle noise, 

several filters such as median filter, ideal filter, butterworth filter, and bilateral filter were used. To evaluate 

the performance of filters, peak signal-to-noise ratio (PSNR) and mean squared error (MSE) are utilised. 

They determined that bilateral filters performed somewhat better than other filters in reducing Gaussian white 

noise based on the results. However, the denoised photos were still fuzzy. The median filter has a greater 

PSNR and better visual quality for retaining edges in pattern recognition. Based on decreased MSE values, 
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the median filter approach outperformed the other three methods. It was able to recover a lot more 

information from the original picture and was a rather effective method of image denoising [1]-[5]. The 

wavelet transform is a useful tool for distinguishing between noisy and image signals. Because the wavelet 

transform is so good at compressing energy, the low coefficient is usually due to noise, whereas the high 

coefficient is due to important signal characteristics. These insignificant coefficients may be utilised as 

thresholds without affecting the images' essential characteristics. A filter pair is a wavelet transform. The 

filter bank is a technique for calculating the wavelet transforms by iteratively integrating and differentiating 

coefficients, one of which is a low pass filter (LPF) and the other a high pass filter (HPF). A model that 

filters a noisy image using a median filter and wavelet transform, then another median filter and wavelet 

transform. They got to the conclusion that if the image is impacted by Gaussian noise and speckle, the 

wavelet domain denoising approximation section should be filtered again using the median filter.  

Individual wavelet domain and special domain filtering may provide superior results. For picture 

compression, they tested various wavelets [6]-[10]. The input image is initially classified as either genuine or 

fake in this example. After that, a thorough result was achieved employing several mother wavelets. For both 

natural and manufactured images, the Haar wavelet maintains more energy and has a greater number of 

zeros, according to the research. It shows that information is lost less often, resulting in increased efficiency. 

A wavelet model using Symlet wavelet and Wiener filters approach is used to decrease speckle noise in 

ultrasound images. This strategy surpasses earlier solutions by reducing mean square error. The wiener filter 

decreases the average mean square error in the inverse filtering and noise smoothing approach. The original 

signal is linearly estimated using Wiener filtering. In this model, the MSE value is 0.2359, and the elapsed 

time is 5.669997 seconds. We studied several varieties of Coif let's wavelet family by compressing a 

fingerprint image using wavelet and wavelet packet transformations at three different threshold settings 

throughout the decomposition step. According to the findings of the experiment, the Coiflet5 is considerably 

stronger than other Coiflet-type wavelets for fingerprint photo compression for wavelet transform. The 

Bayesshrink technique and discrete wavelet transformations are used in this current methodology. Two 

noises, namely salt and pepper, and Gaussian noise, were effectively reduced from a single picture employing 

this strategy, and the results were found to be better than wiener and median filters due to a superior PSNR 

ratio and coefficient of correlation (COC) meaning. The suggested approach produces superior outcomes on 

ultrasound images [11]-[15]. 

 

 

2. EXISTING METHOD 

An efficient approach for noise denoising addresses the problem of image denoising, which is still a 

challenging problem to solve in terms of devising algorithms to minimise the noise that is inherent in all 

visual images. This project provides a useful way for removing image noise. Some noise reduction 

techniques are well-known in the area of picture processing. The purpose of this study is to explain salt-

pepper, Gaussian, and Poisson sounds, as well as blends of two or three kinds of noises or noise in an image. 

Filtering techniques such as the median filter (MF), adaptive wiener filter (AWF), and adaptive median 

wiener filter (AMWF) are used for denoising. After that, a threshold-based denoising algorithm was built 

utilising a hard thresholding approach, and other filtering and thresholding techniques were added at the same 

time. The output is assessed using PSNR, MSE, and visual perception. The suggested technique delivers 

exceptional performance consistency for any kind of noise. Some linear and non-linear filtering, such as MF 

and AWF, is used on noisy data, and the effects are quantified using PSNR and visuality [16]-[20]. 

The median filter's value is denoised again using SWT hard thresholding if (PSNR) med > (PSNR) 

wien. The adaptive wiener filter's performance is denoised again by SWT rough thresholding if (PSNR) med 

> (PSNR) wien. To remove the salt and pepper, Gaussian, and Poisson noise from the image and gather the 

denoised image. Examine the rituals as well. If the visual quality is poor, the process starts with a noisy file 

that is then denoised using the AMWF, which utilises a noise reduction approach that leverages varying 

window sizes. The window becomes bigger and bigger until the proper median value is determined. An 

adaptive filter estimates statistical information of every pixels' grey value, such as the local mean and local 

variance. SWT hard thresholding is then used to denoise the AMWF output. After that, the image is 

denoised. As a consequence, the image's noise combination (Gaussian + salt and pepper) and (Poisson and 

Gaussian) may be readily disregarded in this circumstance. [21]-[25], the suggested approach is utilised to 

reduce noise from a picture. 

 

 

3. PROPOSED DENOISING METHODOLOGY 

Wavelet-dependent denoising techniques (using soft or hard thresholding) give smoothness and 

improved edge retention, hence the suggested methodology leverages the wavelet domain as a major 

technique. A wavelet domain with a noise-reduction and efficiency-improving filter is shown in Figure 1. 
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There are many different spatial filters and wavelets from which to pick. In the first level, the proposed 

approach uses a median filter, and in the second, a symlet wavelet. The discrete wavelet transform (DWT) is 

a method for encoding pictures at different resolutions as a series of approximations (low pass version) and 

information (high pass version). The image is low pass filtered to create an approximation image and high 

pass filtered to create detail images that represent the lost features while going from a higher to a lower 

resolution. A wavelet model using the Symlet wavelet and Wiener filters approach is used to reduce speckle 

noise in ultrasound images. This method surpasses prior methods by reducing the mean square error. Step 1: 

filter type 1 (spatial filter): non-linear filters like median (good for eliminating salt and pepper noise) and 

linear filters like Weiner (good for removing speckle noise) were used for filtering. Stage 2 (filter type 2) 

wavelet transform. 

The wavelet transform (WT) is a signal and image processing method that has been effectively 

employed in a variety of scientific domains including signal processing, image compression, computer 

graphics, and pattern recognition. WT is a concise representation of image energy that aids in the 

determination of the threshold between noisy and essential image components. The continuous WT (CWT) 

approach extends the signal using basis functions formed by expanding, reducing, and shifting a single 

prototype function, known as the mother wavelet that was particularly chosen for the signal under 

consideration. The signal is decomposed into many scales with varying degrees of precision using this 

technique. The outcome of the transform appears as a time-scale representation because a scale parameter 

decreases or extends the mother wavelet in CWT. When considering the centre frequency of the mother 

wavelet, the scale parameter has an indirect relationship with frequency. A mother wavelet has a zero mean 

value, which necessitates the wavelet transform's transformation kernel to compactly support localization in 

time, allowing for the capturing of spikes that occur quickly. A wavelet expansion is a representation of a 

signal in terms of an orthogonal collection of real-values produced by performing appropriate 

transformations on the original wavelets. The primary distinction amongst mother wavelet functions like 

haar, daubechies, symlets, coiflets, and bi-orthogonal is the way their scaling signals and wavelets are 

defined. 

Compression is a technique for lowering the amount of data needed to describe a particular image. 

Data redundancy is a major concern in digital picture compression. Techniques for data compression may be 

divided into two categories. Error free compression, also known as lossless compression, and error 

compression, sometimes known as lossy compression, are two types of compression. In this research, an 

experiment is presented to determine the optimal image compression strategy by computing and analysing 

PSNR values for different subimage sizes and quality parameters. PSNR is primarily intended for lossy 

compression methods; hence an experiment with different transform codes for lossy compression techniques 

is conducted. This software modified all transform coding approaches for this purpose. This research 

determines the PSNR value for each transform since several transform coding algorithms are utilised for 

digital picture compression. Because PSNR values are the performance metric of the transform coding 

schemes, they may be used to do a performance study. Digital filtering methods are used in DWT to produce 

a time-scale representation of the digital signal. The signal to be studied is routed through filters with various 

cutoff frequencies and scales. The discrete wavelet transform in two dimensions is basically a one-

dimensional analysis of a two-dimensional signal. It only analyses the rows and columns of a picture in a 

separable manner, and it only works on one dimension at a time. The picture is initially decomposed into 

areas using the Haar wavelet filter, with one region containing big numbers and the other region containing 

little numbers. This results in the creation of two new photos. H denotes rows and columns that have been 

evaluated using a high pass filter. Similarly, rows and columns evaluated using a low pass filter are labelled 

L. Following that, analysed filters are applied to the columns of each new picture, resulting in four distinct 

images known as subbands. 

Wavelets are mathematical functions that split data into different frequency components and then 

explore each component with a resolution that is proportional to its size. They outperform ordinary Fourier 

algorithms in practical situations when the signal has discontinuities and abrupt spikes. The DWT is a 

method for expressing pictures at different resolutions as a series of approximations (low pass version) and 

information (high pass version). The image is low pass filtered to create an approximation image and high 

pass filtered to create detail images that represent the lost features while going from a higher to a lower 

resolution. The wavelet representation is then constructed using information coefficients at all resolutions and 

approximation coefficients at the lowest resolution. Linear and nonlinear filtering procedures are available in 

the wavelet domain. In recent years, there has been a lot of study on wavelet thresholding and threshold 

selection for signal de-noising, since wavelet gives an efficient basis for differentiating noisy signals from 

image signals. The mother wavelet selection and number of decomposition stages are the only differences 

between the de-noising approaches. In this scenario, the compression ratio was used to choose the mother 

wavelet for wavelet domain filtering. Symlet and coiflet have an 84.4013% compression ratio in natural 
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pictures. The ratio is 83.8222 for both wavelets in manufactured images. As a consequence, denoising is done 

using the Symlet wavelet. HH, HL, LH, and LL are the four subbands of the image produced by filter 1 is 

shown in Table 1. The HH subband represents the image's diagonal details, the HL subband represents 

horizontal features, the LH subband represents vertical structures, and the LL subband represents the low-

resolution residual, which is further separated at higher levels of decomposition as illustrated in Figure 2. 

Where H stands for high frequency bands, L stands for low frequency bands, and 1, 2, and 3 stands for 

decomposition levels. The comparison of the PSNR values for the different wavelets is shown in Figure 3 

and Table 1. The peak signal-to-noise ratio (PSNR) is an engineering term that refers to the ratio of a signal's 

greatest achievable strength to the power of corrupting noise that affects the representation's quality. PSNR is 

measured in logarithmic decibel units because many signals have a large dynamic range. 

PSNR is the most frequent metric for assessing the quality of lossy compression reconstruction. The 

signal represents the original data, while the noise represents the compression fault. PSNR is an 

approximation to human perception of picture reconstruction quality when comparing compression codecs. 

As a result, the greater the PSNR value, the better the picture reconstruction quality. The validity range of 

this measure must be carefully considered; it is definitively valid when used to compare results from the 

same codec and material. C was used to write the code. 

 

 

 
 

Figure 1. Original IRIS image 

 

 

 
 

Figure 2. Decomposed image 

 

 

Table 1. Comparison of PSNR values 
Sl. No Technique PSNR salt and pepper noise PSNR gaussian noise PSNR speckle noise 

1 Median Filter 27 24 27 
2 COIFLET 1 21 27 30 

3 SYMLET 22 26 29 
4 WEINER 23 24 28 

5 SYMLET+WEINER 23 24 28 

6 COIFLET+WEINER 24 24 27 
7 SYMLET+MEDIAN 23 24 26 

8 COIFLET+MEDIAN 23 24 26 
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Figure 3. Comparison graph of PSNR values of different wavelets 

 

 

4. CONCLUSION 

The wavelet and median filters are used to solve the issue of denoising the iris picture for the Iris 

recognition system. Various denoising processes are used to remove salt and pepper, Gaussian, and speckle 

sounds, and the picture clarity is improved, allowing the Iris detection mechanism to work properly. About 

the fact that different noises such as salt and pepper, Gaussian, and speckle disturb iris images during image 

acquisition, the suggested technique, which combines the wavelet system with an adaptive Wiener approach 

dependent on statistics estimated from a local neighbourhood of each pixel, essentially removes the noises. 

Filtering approaches such as median, wiener, wavelet transform (symlet, coiflet, and biorthogonal) and 

principle part analysis are used to eliminate various noises. As opposed to other approaches, the proposed 

approach produces improved performance. Proposing alternative approaches would increase the PSNR 

performance of the proposed technique in the future. The proposed approach needs fewer memory, performs 

quickly, and is well suited for hardware execution with low power consumption and high processing 

performance. 
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