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 Sentiment analysis is a current research topic by many researches using 

supervised and machine learning algorithms. The analysis can be done on 

movie reviews, twitter reviews, online product reviews, blogs, discussion 

forums, Myspace comments and social networks. The Twitter data set is 

analyzed using support vector machines (SVM) classifier with various 

parameters. The content of tweet is classified to find whether it contains fact 

data or opinion data. The deep analysis is required to find the opinion of the 

tweets posted by the individual. The sentiment is classified in to positive, 

negative and neutral. From this classification and analysis, an important 

decision can be made to improve the productivity. The performance of SVM 

radial kernel, SVM linear grid and SVM radial grid was compared and found 

that SVM linear grid performs better than other SVM models. 
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1. INTRODUCTION  

Sentiment analysis [1] is a current ongoing research in the field of text mining analysis. Many 

people post their views, opinion and ideas in unstructured format. The views are taken from the views of 

public, customer, social media, entertainment, sports, climate analysis and Industrial organization. Millions 

and billions of people and public are using social network websites such as Facebook, Twitter, Google plus 

and so on. The social media [2] generates a huge volume of sentiment data in the various forms such as tweet 

id, status updates, reviews, author, content, tweets type and tweets status update. As the data size is going 

larger and larger, it is necessary to analyze and categorize the sentiment reviews or opinion of the various 

people to predict. Machine learning techniques [3] is one of the frequently used techniques in sentiment data 

analysis to classify the tweets or author comments in the form of positive, negative and neutral based on the 

tweet data. SVM is a classifier algorithm which separates hyperplane [4-6]. It is defined as; 

 

𝑓(𝑥)  =  𝑤𝑡𝑇𝑥 +  𝑏 (1) 

 

where 𝑤𝑡 is the weight factor and 𝑏 denotes bias of the function. 

The optimal hyperplane of SVM is defined as; 

 

https://creativecommons.org/licenses/by-sa/4.0/
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|𝑤𝑡𝑇𝑥 + 𝑏| = 1 (2) 

 

In (2), x is a training set. The distance is calculated as; 

 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = |𝑤𝑡𝑇𝑥 + 𝑏|/||𝑤𝑡|| (3) 

 

The margin is represented as M, is the distance with closeness. 

 

𝑀 = 2/||𝑤𝑡|| (4) 

 

The SVM kernel is a function defined as a dot product of data inputs. The frequently used kernel 

functions are; 

 Linear  

 Polynomial 

 RBF and  

 Sigmoid  

The linear kernel function is; 

 

𝐾𝑒𝑟𝑛𝑒𝑙 (𝑋𝑖  , 𝑋𝑗)  =  𝑋𝑖  . 𝑋𝑗 (5) 

 

The research paper is prepared and organized as: The detailed background study was discussed in 

section 2. Section 3 focuses methodology used in this work, section 4 provides the experimental results and 

conclusion is given in section 5. 

 

 

2. REVIEW OF LITERATURE  

Nadia et al. [7] developed a method which classifies the sentiment of Twitter data with the use of 

lexicons and classifier groups. Different public Twitter sentiment data are experimented using SVM, Naive 

Bayes, Random Forest, multinomial Naive Bayes and logistic regression to expand the classification 

accuracy. Medhat et al. [8] survey the recent techniques used in analysis of sentiments and 54 articles were 

classified and summarized. By analysing the article, author was given clear picture about sentiment 

classification and feature selection were used in the field of research. To solve the sentiment classification 

SVM and Naive Bayes were commonly used in the machine learning algorithms. 

Ramasamy et al. [9] discusses the responsibility of text cleaning or pre-processing in sentiment 

analysis data, and the experimental results were done using support vector machines (SVM) with appropriate 

feature selection. Bifet et al. [10] describes the usage of Twitter data provided by Firehouse API, provides all 

messages user which are publicly available in internet or real-time. The author analyzed the data set with the 

algorithms  

 Multinomial Naive Bayes  

 Stochastic gradient descent and  

 Hoeffding tree. 

Nurulhuda et al. [4] developed a method to classify the Twitter based sentiment using PCA. This is 

combined with SentiWordNet lexicon based method and included with SVM. Shiyang [11] proposed a 

sophisticated neural network approach for analyzing Twitter data to perform sentiment analysis. Abinash et al. [5] 

compares the experimental result of Naive Bayes and SVM on polarity movie dataset. The training and 

testing data is classified based on positive and negative review by applying the algorithms. Albert and eibe, 

[12] discuss the challenges faced during the sentiment classification of Twitter dataset flow and the author 

proposed the method called sliding window based kappa value statistics to evaluate the time changing based 

data streams. Tan [13] performed the sentiment classification on Chinese documents by applying the 

numerous feature or attribute selection techniques such as IG, CHI, DF, and MI and other classification 

techniques KNN, SVM, Naive Bayes, and centroid classifier. Ahmed proposed [6] the variable selection 

method entropy by using weighted genetic algorithm (EWGA) and the experimental result was done with the 

benchmark movie dataset. The results were compared with SVM and EWGA to indicate the raise in the level 

of performance. The author worked [14] with the data mining classification algorithms such as; 

 SVM  

 Maximum entropy  

 Naive Bayes 
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And achieved the accuracy of 80% and above and experiment was done using tweets with emoticon 

data. The pre-processing is must in order to increase the accuracy. The author [15] proposed the method to 

repeatedly detect the sentiment analysis of Twitter data and the experimental result shows the more abstract 

features are captured, in the removal of noisy and more robust about biased. The author [16] observed the 

sentiment using Twitter dataset and used the POS specific prior polarity features and tree kernel. 

The author [17] contributed the novel investigation of stacked SVM based classification techniques 

to categorize the some of the user attributes and they performed the complete analysis of components and 

features. The author proposed [18] the technique to take out the Twitter data related to influenza using 

Twitter API and classify the influenza patients using the support vector machine. The author portrays the 

Twitter data which shows the real world, and natural language processing methods was applied. The author 

extracted tweets which has most needful information. The author proposed [3] the sliding window kappa 

statistic to estimate the time-changing data flow and survey the Twitter dataset using the machine algorithms 

for various data flows. 

The author [19] presented the machine learning to analysis the sentiment data based review. Blog 

and forum texts data available in the WWW. The dataset is manually classified based on the tweet statements 

as the negative, positive and neutral. The author [2] investigates the responsibility of text pre-processing in 

sentiment analysis and experimental result explain with the suitable feature selection and demonstration 

using SVM. The author proposed [20] a new methodology for sentiment analysis for Facebook dataset to 

mine the user’s sentiment categories and to notice major emotional modification. The author presents [1] the 

experimental result by comparing the SVM algorithm and ANN concerning for the document-level to 

analyze sentiment. The author contributes [21] the use of two different classifier approaches such as neutral-

polar classifier and positive negative or polarity classifier for the experimental analysis 

 

 

3. METHODOLOGY  

Support vector machines (SVM) is a supervised machine learning method. This is associated closely 

with learning algorithms which analyze data in the data set used for classification. SVM model separates and 

constructs hyper plane. This hyper plane can be used for classification. SVM is a maximum margin classifier. 

The mapping is done through kernel functions. Some of the kernel functions used in this work are given. The 

linear kernel functions is used to deal large space data vectors and it is represented as; 

 

𝑘(𝑥, 𝑥’) = (𝑥, 𝑥’) (6) 

 

The Gaussian radial basis function is a general purpose kernel which is; 

 

𝑘(𝑥, 𝑥’) = 𝑒𝑥𝑝(−𝑠𝑖𝑔𝑚𝑎||𝑥 − 𝑥2) (7) 

 

The radial basis function is denoted as; 

 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝(−𝛾|𝑥𝑖 − 𝑥𝑗|2) (8) 

 

An important issue of SVM classifier is the selection of various parameters. The parameter tuning 

influences the effectiveness and the efficiency of the classifier. The cost parameter C finds the penalty for 

misclassifications. The frame work of proposed work is given in Figure 1. 

 

 

 
 

Figure 1. Proposed frame work 
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4. EXPERIMENTAL RESULTS  

There are three different classes of sentiments in the Twitter data set. They are:  

 Positive 

 Negative  

 Neutral  

Positive sentiments refers to positive thinking nature of the person. The positive emotion sentiments 

are surprise, love, affection, happiness, joy and smile. The positive tweet reviews, opinions and sentiments 

will create a happy environment and good for individual as well as for the society and country. Negative 

Sentiments reflects negative nature of the individual. The negative sentiments will provide sadness, worry, 

jealous, and hate. The negative sentiments of person will not be happy and it affects the society. Neutral 

Sentiments reflects no participation. The person is not satisfied and could not take any decision. This is also 

very important for analysis. This emotion will also affect the society without creating more impacts.  

The Twitter data is obtained from publically available internet. The 1000 tweets were taken for 

analysis and split into 70% Training set and 30% test set. The Twitter dataset is in the form of CSV file. CSV 

file is looking like a table structured spreadsheet program of Microsoft Excel. A tweet is a user’s opinion and 

is expressed emotionally by different people. The Twitter dataset used in this work is labelled into three 

classes viz. neutral, negative and positive. The data may be redundant, inconsistent, unwanted blank spaces, 

special characters and non-related information. The pre-processing is essential to clean the data and bring 

into structured one. The pre-processing [19] was performed; 

 Removed all punctuations, @, _ symbols and numbers 

 Removed sequence of repeated characters  

 Replaced all the emotions with their Sentiment value. 

 Replaced all missing values with NAN 

 Removed stop words 

 Removed unnecessary white spaces 

The machine learning algorithms is used in sentiment analysis for the purpose of classification. The 

supervised machine learning classification is made for sentiments in the data set. The data set is divided into 

training set and test set in machine learning algorithms, there are many algorithms which acts main role in 

sentiment analysis. 

 Naive Bayes  

 Maximum entropy  

 Support vector machines  

SVM and RBF kernel support vector machine is no probabilistic statistical analysis algorithm which 

is used to separate data linearly and nonlinearly. Here dataset is a set of attributes with its values. 𝐷𝑎𝑡𝑎𝑠𝑒𝑡 =
{𝑋𝑖, 𝑌𝑖}, Xi is set of data present in the dataset as tuple and Yi is class label of data in the form of tuples. 

Class labels are 0, 2 and 4 for neutral, negative and positive category respectively. The objective of SVM is 

to classify or separate the sentiments as neutral, negative and positive training by finding 𝑛 − 1 hyper plane. 

Quadratic programming (QP) problem is essential to solve linear data using SVM model. A classifying hyper 

plane is written as: 𝑤𝑡 ∗ 𝑥 + 𝑏 = 0, w being weight vector of n number of attributes, x is set of data present 

in the dataset as tuple and b is bias. A linear classifier has the form 𝑓(𝑥) = 𝑤𝑡𝑇𝑥 + 𝑏. 

Feature selection is a selection of relevant variable or feature available in the dataset. It is also 

known as attributing selection. This is the initial process that is carried out before model construction. 

Identifying relevant feature using feature selection technique simplifies the task. The strongly correlated 

attribute provides the idea of classification on what basis. Like feature selection, feature extraction can also 

be used. Feature extraction generates new features from existing features, whereas feature selection creates 

and returns a new subset of the existing features. If the dataset contains many features and few samples, then 

there is a necessary to select features. The boruta feature selection method was performed in this work. The 

advantage of feature selection is 

 Models can be simplified  

 Training time is minimized 

 The dimensionality nuisance is minimized 

 Over fitting is reduced 

Boruta is a feature selection method was proposed to find whether the feature is either strong or 

weak. Gsub() function was used to replace any unwanted expression into wanted one. Missing values were 

checked and are replaced by NAN. Blank spaces are cleaned. The format of boruta package is same as the 

format of linear regression lm method. Boruta provides a well significant call of variables in a data set. There 

are 5 attributes, 3 attributes were rejected and 2 attributes were confirmed. Some tentative attributes will be 

created by boruta package which is also having importance when the original features are not able to take any 
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decision. Plotting of the boruta variable is shown in importance chart. The attributes of data set were given in 

x axis and its importance in y axis. The minimum average score and maximum Z score of attributes are 

tentative attributes generated by boruta feature selection package. The tentative attributes will be categorized 

as either confirmed or rejected by comparing the median Z score of the feature attributes. The feature 

selection of attributes is shown in Figure 2. 

The random forest feature selection algorithm is functioning through rfFuncs option was performed. 

The top one attribute out of five attributes was selected by this method. The rfetrain was plotted and is shown 

in Figure 3. The order of importance of attributes in feature selection by boruta is shown in Figure 4. 

 

 

 
 

Figure 2. Feature selection of attributes 

 

 

 
 

Figure 3. Random forest selection 

 
 

Figure 4. Random forest selection of attributes 

 

 

SVM model linear kernel was implemented to classify the sentiments in the Twitter data set. Feature 

selection was performed by boruta and two attributes confirmed important which are tweetid and sentivalue. 

SVM model was plotted with linear kernel method and is shown in Figure 5. The confusion matrix is used to 

calculate the accuracy and summarize the performance of data. It gives clear idea about the efficiency of the 

model. It provides user with how much is achieved and how much went wrong. The confusion matrix of 

above model is shown in Figure 6.  

The performance of the above model was not satisfied, the improper prediction was performed in 

the SVM model, and therefore the minimum accuracy of 15% was achieved. So, the tuning of parameter is 

necessary for improving the performance. The next SVM model of c classification with radial based kernel 

was implemented. SVM model c classification with radial kernel was applied for the same 1000 tweets in the 

Twitter data set with c type classification. This model classifies the data set sentiment value as 578 negative 

sentiments, 247 neutral sentiments and 175 positive sentiments which are shown in Table 1. This model has 

701 training samples and 299 testing samples with four predictors and three classes. The 10 fold cross 

validated was performed for three times for the sample sizes 631. The tuning parameter c made constant with 

an assigned value of 1. The accuracy and kappa values are shown in the Table 2. 
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Figure 5. SVM classification 

 
 

Figure 6. Confusion matrix of SVM 

 

 

Table 1. Classification table with radial kernel 
Pred Negative Neutral Positive 

 578 247 175 
 

Table 2. Classification prediction accuracy 
Accuracy Kappa 

0.8497393 0.7063484 
 

 

 

Kappa processes the % of data set values in the diagonal element of the table. These diagonal values 

are adjusted for the agreement either accept or reject. Kappa value is calculated by the observed level of 

agreement Table 3; 

 

𝐾0 = 𝐾11 + 𝐾22  (9) 

 

This value needs to be compared to the value that you would expect if the two raters were totally 

independent, 

 

Ke=K1K1+K2K2 (10) 

 

The Kappa value is defined to be; 

 

Kappa=K0–Ke/1-Ke (11) 

 

The kappa result can figure out. The predicted accuracy of three classes sentiment counts were given 

in the table and are shown in Table 4. 

 

 

Table 3. Kappa agreement 
Range Agreement 

< 0.20 Poor 
0.20-0.40 Fair 

0.40-0.60 Moderate 

0.60-0.80 Good 
0.80-1.00 Very good 

 

 

Table 4. Prediction accuracy 
Pred 0 2 4 

Neutral 78 0 0 
Negative 0 168 45 

Positive 0 1 7 

 

 

The predicted accuracy of repeated cross validation and cost is shown in Figure 7. The accuracy is 

84% and the kappa is 70%. The kappa value indicates that there is a good agreement between individuals. 

SVM_linear_grid is another model performed to increase the accuracy with 76 samples, 4 predictors and 3 

classes. The resampling of dataset is cross-validated with 10 fold and repeated 3 times with of sample sizes 

69, 67 and 68. The accuracy and kappa values of SVM_linear_grid is shown in Table 5 and Figure 8. 
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Accuracy is normally used to identify the optimal model using the high score value. The final and 

last value used for the model was 𝑐 = 0.01. The accuracy is improved from 84% to 89%. The accuracy for 

various c values and cross validation is shown in figure. SVM linear grid plot was applied in the same data 

set. The accuracy of predicted classification with SVM linear grid method is 89%. 

 

 

Table 5. Prediction accuracy of SVM_linear_grid 
C Accuracy Kappa 

0.00 NaN NaN 

0.01 0.8936508 0.7973095 

 

 

 
 

Figure 7. SVM radial kernel classification accuracy 

 
 

Figure 8. SVM linear grid accuracy 

 

 

The setup for implementing support vector machines with radial basis function kernel uses 76 

samples, 4 predictors and 3 classes of resampling of 10-fold cross validation and is repeated 3 times was 

applied for varying cost value. The Tuning parameter 'sigma' was held constant at a rate of 0.003044357. The 

final values used in this model were 𝑠𝑖𝑔𝑚𝑎 = 0.003044357 and c=2. The accuracy obtained was 84%. The 

accuracy was plotted and is shown in Figure 9. 

SVM_radial_grid Figure 10 method is applied with 76 samples of 4 predictors and 3 classes. SVM 

with radial basis function kernel summary sample size is 69, 68, 69, 68 and 68. The prediction Accuracy of 

SVM radial grid is shown in Tables 6 and 7. The values used for the model were sigma as 0.01 and c as 1.5. 

The accuracy 84% was maintained. The performance of various SVM model Statistics by three Classes is 

given in the Table 8. 

 

 

 
 

Figure 9. SVM radial basis function kernel accuracy 

 
 

Figure 10. SVM radial grid accuracy 
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Table 6. Prediction accuracy of SVM radial grid 
prediction 0 2 4 

0 7 0 0 

2 3 16 5 
4 0 0 0 

 

 

Table 7. Prediction accuracy of svm_linear_grid 
Accuracy Kappa 

0.8419 0.5108 

 

 

Table 8. Comparative analysis of SVM models 
Pred 0 2 4 

Sensitivity 

SVM radial kernel 
SVM linear grid 

SVM Radial Grid 

 

1.0000 
0.7000 

0.7000 

 

1.0000 
1.0000 

1.0000 

 

0.13462 
0.20000 

0.0000 

Specificity 

SVM radial kernel 

SVM linear grid 

SVM Radial Grid 

 
1.0000 

1.0000 

1.0000 

 
0.6538 

0.5333 

0.4667 

 
0.99595 

1.00000 

1.0000 

Pos Pred Value 

SVM radial kernel 

SVM linear grid 
SVM Radial Grid 

 

1.0000 

1.0000 
1.0000 

 

0.7887 

0.6957 
0.6667 

 

0.87500 

1.00000 
NaN 

Neg Pred Value 

SVM radial kernel 
SVM linear grid 

SVM Radial Grid 

 

1.0000 
0.8750 

0.8750 

 

0.9884 
1.0000 

1.0000 

 

0.84536 
0.86667 

0.8387 

Prevalence 

SVM radial kernel 

SVM linear grid 

SVM Radial Grid 

 
0.2609 

0.3226 

0.3226 

 
0.5652 

0.5161 

0.5161 

 
0.17391 

0.16129 

0.1613 

Detection Rate 

SVM radial kernel 

SVM linear grid 
SVM Radial Grid 

 

0.2609 

0.2258 
0.2258 

 

0.5619 

0.5161 
0.5161 

 

0.02341 

0.03226 
0.0000 

Detection Prevalence 

SVM radial kernel 
SVM linear grid 

SVM Radial Grid 

 

0.2609 
0.2258 

0.2258 

 

0.7124 
0.7419 

0.7742 

 

0.02676 
0.03226 

0.0000 

Balanced Accuracy 

SVM radial kernel 

SVM linear grid 

SVM Radial Grid 

 
1.0000 

0.8500 

0.8500 

 
0.8240 

0.7667 

0.7333 

 
0.56528 

0.60000 

0.5000 

 

 

True positive rate is test sensitivity and true negative rate is test specificity. Sensitivity measures the 

correctly identified positives. Specificity measures the correctly identified true negatives. The performance 

analysis of the algorithms can be estimated by using two measures sensitivity S and positive predictive value 

(PPV). They are very much useful for estimation of performance [22-25]. Sensitivity S is calculated and 

measured by;  

 

𝑆 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁), (12) 

 

Specificity S is measured as; 

 

𝑆𝑃 = 𝑇𝑁/(𝑇𝑁 + 𝐹𝑃) (13) 

 

 TP is a number of really and truly identified relevant features recognised by an algorithm; 

 FN is a number of attributes not identified by an algorithm  

 FP is a number of not relevant attributes that are not correctly recognised 

 Positive predictive value PPV is measured and calculated as  

 

𝑃𝑃𝑉 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) (14) 
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Negative predictive value NPV is calculated and measures measured by; 

 

𝑁𝑃𝑉 = 𝑇𝑁/(𝑇𝑁 + 𝐹𝑃) (15) 

 

The SVM classifier with SVM kernel, SVM linear grid, SVM radial grid were performed for 

Twitter data set and performance was analyzed with various tuning parameters. SVM linear grid achieves 

better performance than the other. The basic SVM model without parameter tuning achieves minimum level 

accuracy. The overall performance is presented in Table 9. From the experimental results, it is observed that, 

the performance of SVM linear grid model shown better results which is shown in Figure 11. 

 

 

Table 9. Comparative analysis of accuracy of SVM models 
Model Accuracy Kappa 

SVM 0.15 0.12 

SVM radial kernel 0.8497393   0.7063484 

SVM linear grid 0.8936508   0.7973095 
SVM Radial Grid 0.8419 0.5108  

 

 

 
 

Figure 11. Accuracy of SVM models 

 

 

The performance measures were selected to compare the SVM classifier with various parameter 

tuning model, the highest accuracy of 89.36% of SVM linear grid, 84.97% of SVM kernel, 84.19 of SVM 

radial grid was achieved. In SVM, the values of c and gamma were selected using 5-fold cross validation and 

10-fold cross validation. 

 

 

5. CONCLUSION 

The experimental results of SVM classifier attains satisfied results in the classification when 

compare with previous researches. There are many performance measures of SVM model is available. In this 

work, the parameter tuning of various SVM model was proposed. SVM model Cross Validated with 10 fold 

and looping through 3 times with of mean sample sizes 69, 67 and 68 out performs than the other models. 

The accuracy achieved was satisfied because Twitter posts are emotional one. The people post their emotions 

when they are not feeling comfort. Neutral data plays more important role, because the people could not take 

any decision. The concentration towards the neutral people will reflect either positive or negative. This idea 

is suit for election when the people are not ready to vote for any particular option. The future work will focus 

on implementing different algorithms with different dataset. 
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