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Abstract-The performance of a number of slotted ring protocols 
supporting integration of synchronous and asynchronous traffic in 
HSLAN’s is evaluated in this paper as follows: the Cambridge Fast 
Ring, a variant of the Cambridge Fast Ring, and Orwell. The perfor- 
mance of their basic access mechanisms is compared and contrasted to 
the multiple token ring. The effect of a uniframe scheme for supporting 
synchronous traffic is examined. The influence of system parameters 
and performance of the integrated services slotted ring protocols is 
evaluated. 

I. INTRODUCTION 

HE slotted ring protocols originate from the Cam- T bridge Ring [8]. They are suitable for high speed 
LAN’s (HSLAN’s) because of their good performance at 
high transmission rates [20]. Furthermore, the synchro- 
nous transmission scheme makes the implementation at 
high transmission rates in fiber optics easier. In this pa- 
per, the performance of the following MAC layer proto- 
cols or access mechanisms (AM’s) for slotted rings is 
evaluated: the Cambridge Fast Ring (CFR) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ 171, Orwell zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
[4], and a variant of the CFR (CFRV) [25]. Similar pro- 
tocols can be found in other slotted rings, e.g., FXNET 

[3] and Upperbus 161. Our analysis is applicable to these 
systems as well. Transmission rates in excess of 100 
Mbits / s are assumed. 

The performance of the basic slotted ring AM’s is ana- 
lyzed. This includes an analysis of the sensitivity to the 
configuration and workload parameters, and a comparison 
to the multiple token ring protocol and the uniframe 
scheme. Furthermore, integration of synchronous (e.g., 
voice, video) and asynchronous traffic (e.g., file transfer) 
is studied. The influence of the system parameters under 
both symmetric and asymmetric loads is evaluated. The 
performance analysis is conducted using simulation and 
analytical models. In the analytical modeling, the MAC 
service provider is regarded as a multiple cyclic server 
system with a limited or-exhaustive service discipline. 

The performance of slotted ring protocols in high speed 
networks has been studied in [4], [5], [12], and [13]. 
However, except for [ 131, these analyses concern tele- 
phone traffic only. Furthermore, no comparison of the 
various slotted ring protocols except for a limited study 
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in [13] is available yet. In this paper, we present such a 
comparative analysis for both synchronous and asyn- 
chronous traffic. The sensitivity to configuration and load 
parameters, the influence of the system parameters, and 
the effect of asymmetric loads is also studied. The ana- 
lytical models and the stability conditions for the slotted 
rings on which the analysis is mainly based have recently 
been developed by ourselves in [22], [24], and [25]. 

The paper is organized as follows. Protocols are de- 
scribed in Section 11. Issues related to the integration of 
synchronous and asynchronous traffic are presented and 
an introduction to the performance analysis is given in 
Section 111. Notation is introduced in Section IV. The 
workload model is presented in Section V. Configuration 
and system parameters are chosen in Section VI. A sen- 
sitivity analysis and a comparison to the token passing 
AM and a study of the uniframe scheme is done in Section 
VII. The influence of the system parameters is examined 
in Section VIII. A comparative performance analysis of 
the slotted ring protocols supporting integrated services is 
presented in Section IX. Section X contains the conclu- 
sions. 

11. SLOTTED RING PROTOCOLS 

The ring is partitioned into equal length slots (Fig. 1). 
We assume that this is achieved by introducing a latency 
register located in a monitor station to virtually lengthen 
the ring to a multiple of the slot length. Let us call a 
LLC-PDU a packet and a MAC-PDU a minipacket. 

Slots circulate around the ring and can be empty or full. 
A full slot is occupied by a minipacket. Stations are ac- 
tively coupled to the ring: they repeat or modify the slots. 
A sending station may fill an empty slot by a minipacket. 
A full slot circulating around the ring reaches the desti- 
nation station which reads it and passes it on to a higher 
layer. 

There are two classes of basic slotted ring AM’s de- 
pending on which station empties a full slot: the source 
station or the destination station. Furthermore, after emp- 
tying the slot there are two possibilities: the slot can be 
used by the station that empties it or it must be passed to 
the next downstream station. 

If the source station releases a slot which was full (Fig. 
2), there are two variants of this AM depending on the 
maximum number of slots that can be used by one station 
at a time. Either at most one slot at a time can be occupied 

by a station or more than one slot at a time can be carrying 
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Fig. 1. The slotted ring structure. 

empty slot zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApassed 
to Si+l 

U 
Fig. 2. Path of a minipacket sent from zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS, to Sj in the CFR and the CFRV 

basic zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAM. 

minipackets from the same source. An example of the for- 
mer protocol can be found in the CFR. Examples of the 
latter protocol are the CFRV, FXNET, and Upperbus. In 
all these protocols, the source station after emptying the 
slot has to release it and pass it on to the first downstream 
station. An exception are the channel slots in the CFR and 
in the CFRV which can be reused by the source. 

If the destination station releases a slot which was full 
(Fig. 3) typically more than one slot at a time can be car- 
rying minipackets from the same source. An example of 
such a protocol can be found in Orwell. After emptying 
the slot a destination station has to pass it on to the next 
station. Fairness is not guaranteed and precautions have 
to be taken to prevent a station from hogging the ring. 

In the case of source release, an acknowledgment from 
the destination to the source station is provided using the 
same slot. If only one slot at a time can be used by a 
station an immediate retransmission of an erroneous 
minipacket is possible. In the case of destination release, 
no acknowledgment is provided at the MAC layer. In this 

paper, we do not study acknowledgment or retransmission 
mechanisms. We assume that each station is capable of 
using every empty slot that arrives and of reading every 
slot destined to itself. 

Let us now describe the AM’s of the CFR, the CFRV, 
and Orwell. 

The CFR distinguishes two types of slots: normal and 
channel slots. Both kinds of slots are subject to source 
release. A normal slot must be passed by the source to the 
first downstream station. This way a periodical access of 
each station to this slot is ensured. A channel slot, on the 
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Fig. 3. Path of a minipacket sent from S, to Sj in the Onvell basic AM. 

other hand, can be reused by the source. Channel slots are 
intended for large bandwidth or bursty sources. In the 
CFR, only one slot at a time can be used by a station. 
When we relax this condition and permit that more than 

one slot at a time can be used by a station, we obtain the 
CFRV. The CFR is a relatively inexpensive and simple 
LAN which has been designed for short ring lengths and 
moderate transmission rates, e.g., up to 100 Mbits/s. We 
compare it to the other slotted rings working at high trans- 
mission rates. 

In Orwell, slots are released by the destination. It offers 
two service classes: class 1 for delay sensitive services, 
requiring a guaranteed bandwidth, e.g., synchronous 
traffic, and class 2 for delay tolerant services, e.g., asyn- 
chronous traffic. Access is organized in cycles to ensure 
fairness. Each station Si in the ring has a counter zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADi [4], 
indicating the number of packets allowed to be sent during 
a so called reset interval or a cycle. During a cycle each 
station can send up to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADi-Dmi, packets of class 1 (we de- 
note this value by Di, l ) where Dmin provides a guaranteed 
(safeguard) bandwidth for class 2 packets (we denote this 
value by Di ,2 ) .  Since each station has independent 
counters, the throughput can be regulated according to the 
station’s needs. After all the stations have used their 
counters or have nothing to send, a reset is issued which 
resets all the counters to their initial value and starts a new 

reset interval. 
We distinguish three basic AM’s which correspond to 

cases where in the CFR and in the CFRV only normal 
slots are used, and in Orwell it is assumed that reset in- 
tervals do not exist, i.e., Di, and are infinite. 

111. SCOPE OF THE PERFORMANCE ANALYSIS 

The main characteristics of slotted rings in HSLAN’s 
compared to their use in medium speed LAN’s (transmis- 
sion rate around 10 Mbits /s ,  e.g., IEEE P802.3, P802.4, 
and P802.5), which are relevant for modeling and perfor- 
mance analysis, are the following ones: 1) synchronous 
traffic sources and large bandwidth sources create most of 

the load [l 13; such sources create a different type of load 
than the smaller bandwidth sources in medium speed 
LAN’s, 2) the information field of a slot contains more 
bits in a HSLAN than in a medium speed LAN, so the 
number of slots per packet is typically smaller in 
HSLAN’s than in medium speed LAN’s for the same ap- 
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plication, and 3) typically, there are more slots in a 
HSLAN than in a medium speed LAN given the same 
configuration. 

Synchronous traffic also demands a different quality of 
service (QoS) than asynchronous traffic. Small packet de- 
lays and a regular access to the medium have to be pro- 
vided. There are two basic ways in which synchronous 
and asynchronous traffic can be integrated in a LAN: 1) 
by packetizing the synchronous traffic (e.g., a 64 kbit / s  
source produces 512 bit packets every 8 ms), and 2) by 
sending the synchronous traffic using a PCM-like trans- 
mission, i.e., one byte every 125 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAps. The former solution 
demands an upper bound on the delays for the synchro- 
nous traffic at the MAC layer and the latter one called a 
“uniframe scheme, ” requires a frame structure to support 

both PCM-like circuit switched channels and asynchro- 
nous traffic packet switching. 

The CFR, CFRV, and Orwell implement the former 
way of integration. In Orwell, access is organized in 
cycles to provide fairness and ensure fulfillment of the 
QoS requirements for synchronous traffic. In the CFR and 
the CFRV, such a mechanism does not exist at the MAC 
layer. However, in these protocols there is a minimum 
bandwidth available to each station so the QoS given to 

the synchronous traffic can be guaranteed, provided syn- 
chronous traffic uses less than this minimum bandwidth 
and provided that it is given priority over asynchronous 
traffic at transmit time. 

Examples of a uniframe scheme are FDDI I1 [14], zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAC 
Network [7], and FXNET [3]. Let us now briefly describe 
it. In a frame of duration 125 ps, there are a number of 
bytes used for synchronous transmission. Some are also 
used for (protocol) control information. Other bytes are 
available for asynchronous traffic using a LAN protocol: 

in our case, a slotted ring protocol or a token passing pro- 
tocol. If a slotted ring AM is used, we assume as it has 
been done in FXNET that an integer number of slots fit 
into the remaining part of the frame. 

In this paper, we first study the performance of the basic 
slotted ring AM’s. Then we study the first type of inte- 
gration of the two traffic classes in more detail and com- 
pare it to the uniframe method. A reason to study in detail 
the first type of integration is that the slotted ring proto- 
cols perform very well with short packets which are typ- 
ical and desirable for synchronous traffic. Note that the 
merits of the two integration schemes depend not only on 
the performance of the MAC layer, but also on the tech- 
nical and economical feasability . 

Only a few papers concerning performance analysis of 
slotted ring protocols in HSLAN’s are available in the lit- 
erature. In [4], it has been shown that the delays in Orwell 
are much smaller than in the token ring for voice only 
traffic. In [5], the performance of the Cambridge ring, 
used also only for telephony, has been evaluated. In [12], 
the blocking probability in Orwell for telephone traffic has 
been approximated. A scheme for integration of voice and 
data based on the Orwell basic AM has been proposed in 
[9]. The scheme has not been described in enough detail 

to be used as a basis for further study. A limited perfor- 
mance comparison in [13] of the CFR, the CFRV basic 
AM’s, and a simple (not a multiple) token passing ring 
operating at 100 Mbits / s  shows that the slotted rings per- 
form well with short packet lengths. 

We define packet delay as the duration of the MAC 
layer service per packet, i.e., the packet delay from ar- 
rival at zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS, till its complete delivery at the destination. We 
obtain the estimates of the expected packet delay at S,. 
Simulations provide also the maximum packet delay which 
is the maximum packet delay observed during a simula- 
tion. 

Let us now introduce the simulation and analytical 
models. 

The simulation models are detailed models of the MAC 
protocols. They are written in SIMULA and are docu- 

mented in [ 101 and [ 181. Ninety-five percent level confi- 
dence intervals have been obtained on estimates of the 
expected delay except when the correlation between the 

batches was too large (see [18] and [2]). 
The analytical models have been developed and tested 

by us in [22] for Orwell, in [24] for the CFR, and in [25] 
for the CFRV. An overview of analytical models is given 
in [21]. They provide exact stability conditions (though 
without a proof) and approximations of the expected 
packet delays. The accuracy of the models has been tested 
by comparing to simulation results for a number of cases 
thought to be representative of HSLAN’s. The analytical 
models provide estimates that have a deviation up to 20 
percent of the point estimates obtained by the simulations 
over a range of utilizations which go from 0.4 to 1.3 for 
Orwell, from 0.0 to 0.8 for the CFRV, and from 0.0 to 
0.7 for the CFR (deviation even less than 10 percent for 
the CFR). At high utilizations the errors are larger, how- 
ever, the approximations are sufficiently good and indic- 
ative for a comparative analysis. The exact solution of the 
token ring model as a cyclic server system with an ex- 

haustive service discipline has been given in [16]. The 
same models are used for uniframe schemes. The load due 
to synchronous traffic and uniframe control information is 

accounted for by decreasing the available capacity for 
asynchronous traffic. This has been done by decreasing 
the transmission rate in the model. The error in delay es- 

timates caused by this is less than a uniframe duration, 
i.e., 125 ps. 

IV. NOTATION 
Let us introduce the following notation: n-number of 

stations minus one; S, 4 t h  station in the ring, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi = 0, 1, 
. . .  , n; w-transmission rate (Mbits /s ) ;  a-duration of 
a slot ( p s ) ;  s-number of slots in the ring; A,-packet 

arrival rate at station S,( 1 I p s ) ,  i = 0, , n; ?,-the 
expected number of minipackets a packet is split into at 
S,, i = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0, - - , n; p-relative load, or the expected num- 
ber of minipackets arriving in the system during a time 

units; such that 
n 

P = i = O  c Aiyia; 



1014 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 6, NO. 6, JULY 1988 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
p lJ  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA-an element of the packet communication source- 
to-destination matrix, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA)I p, ,  I l n  + I + which represents the 
relative traffic intensity from source S, to destination S,, 
and 

0 I p,, I 1 and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc p,, = 1, 
n 

J = o  

i , j = O ,  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA9 n; (2)  

7, , -propagation time from S, to S, including the latency 
at station S, ( p s ) ,  i ,  j = 0 ,  - - , n; T-slot rotation time 
or T , ,  for all i ( p s ) ,  such that zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

7 = SCJ. (3 )  

V. WORKLOAD MODEL 

Let us now specify a workload model representative for 
a HSLAN. It includes the arrival process of packets and 
of minipackets, the distribution of their lengths and the 
load specification. 

Packets are segmented and MAC protocol control in- 
formation (PCI) is added to form a number of minipack- 
ets. The information field of a minipacket in a slotted ring 
protocol has a constant length. The length of a minipacket 
is a constant and equals U x w (bits) i.e., a slot length. 

A study of the scenarios and workload models for a 
HSLAN conducted in [ 111 shows that it can be expected 
that in an office environment a great deal of the total load 
consists of synchronous traffic. We assume that synchro- 
nous traffic represents 80 percent and asynchronous traffic 
20 percent of the total offered load at each station. Let us 
now specify the arrival process and the packet length dis- 
tribution for synchronous and asynchronous traffic. 

1) Synchronous Traflc: We denote this traffic by TO. 
If synchronous traffic is sent using a uniframe scheme, only 
a specification of the intensity is needed. If synchronous 
traffic is packetized, we use the following model. We as- 
sume that each packet has a constant length and fits into 
one slot. In our case, packet lengths are 512 bits and are 
equal to the slot information field length. Use of a Poisson 
arrival process for synchronous traffic cannot be justified 

(see [23]). We assume a bulk deterministic amval process 
where the interarrival times are constant and determined 
according to the total load. In reality, the arrivals of syn- 
chronous traffic packets have a random but a periodic be- 
havior, i.e., given a number of connections, the number 
of packets arriving in a packetization interval is a constant 
(possibly with small deviations). The deterministic arrival 
process has been chosen to model the regularity of the 
arrival process of synchronous traffic. The bulk arrival 
process represents in a conservative way the fact that not 
all the arrivals are equidistant in time. The bulk size is 
chosen to be 4 which is a realistic value but could be sub- 
ject to discussion. 

2) Asynchronous Traflc: We assume a Poisson arrival 
process and a bimodal packet length distribution which 
has been argued to be a good one for LAN’s [ 191. So we 
distinguish two packet lengths. We denote packets be- 
longing to the group with shorter average packet length 

by T1 and those belonging to the group with longer aver- 
age packet length by T2. T2 represents, e.g., file trans- 
fers and T1 , e.g., management messages, electronic mail, 
etc. We assume the following packet lengths: 1024 bits 
for T1, and 8192 bits for T2. The relative load (in terms 
of offered bits per time unit) is taken as follows: 13 per- 
cent of T 1 , and 87 percent of T2. 

Two load types and traffic patterns have been used: a 

symmetric and an asymmetric one. In the symmetric case, 
the load intensity at each station Si, i = 0 ,  * * e ,  n, is the 
same and 

In the asymmetric case, one station So is taken to be dif- 
ferent from the others. In this case, the load at So is 1 / 3  

, n  
it is equal. p i j  take the following values: 
of the total load. At all other stations Si, j = 1 ,  

and 

- Lo, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAj = 0 

This asymmetric load has been taken as a representative 
of such type of load, not as a model of a particular appli- 
cation. However, So could represent, e.g., a high 
throughput gateway. 

VI. CONFIGURATION AND SYSTEM PARAMETERS 

Configuration and system parameters typical for 
HSLAN’s have been taken as follows: conjiguration: ca- 
ble length = 5 km, number of stations = 40 or 10, system 
parameters: transmission rate = 140 Mbits /s,  slot infor- 
mation field length = 512 bits, overhead in slot = 48 bits, 
and latency register at each station = 24 bits. An equal 
distance between the neighboring stations has been as- 

sumed, so + = T ~ ,  + 1, i, j = 0, - - , n. We assume 
that the preamble and the MAC-PCI length in a token 
ring add up to 200 bits. We assume that the length of the 
overhead in a uniframe scheme equals 84 bits. 

A common slot information field length of 512 bits has 
been chosen for all the slotted rings. In the CFR [17], the 
slot information field is 256 bits and in Orwell [4] 128 
bits. We do a comparative performance analysis of these 
protocols and take the same information field length for 
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all the protocols. The overhead (MAC-PCI) length is 
taken to be 48 as in the original protocols. 

An analysis concerning the system parameters has been 
done for the case with 10 stations. The reason is that the 
protocols are more sensitive to the values of system pa- 
rameters if the number of stations is smaller (see [22 ] ,  
[ 24 ] ,  and [25 ] ) .  However, the case with 40 stations is a 
more realistic one for the office environment. A delay 
analysis and a sensitivity analysis for the configuration 

and workload parameters of these protocols have been 
done for the case with 40 stations. 

VII. A COMPARATIVE ANALYSIS OF THE BASIC 
SLOTTED RING AM's AND THE TOKEN RING 

The basic slotted ring AM's can be modeled as multiple 
cyclic server (Fig. 4 ) ,  as has been done in [22 ] ,  [24 ] ,  and 

[25 ] .  A slot corresponds to a server. The service disci- 
pline is limited, so only one minipacket can be served per 
visit to the queue. The switchover time is constant and 

equals zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA7i, i  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA+ 1. The service time in the CFR and CFRV is 
also constant and equals 7 .  The Orwell basic AM has been 
studied in [22] under a symmetric load only, i.e., for 

A, =A, ,  y, =y,, i , j = O ,  , n .  ( 7 )  

In Orwell, the service time is a random variable X, such 
that 

In Orwell, the order of visiting the queues by the servers 
is random and in the CFRV it is a regular one. In the 
CFR, the service is performed only if there is no other 
server serving the same queue. 

Let us present now the exact stability conditions which 
have been proposed in [22 ] ,  [24 ] ,  and [25 ] .  We will use 
them to compare the capacity of the protocols. They are 
independent of the interarrival time and packet length dis- 
tributions except for their first moments. For the CFR, it 
has been shown [24] that the system may have a few sta- 
ble patterns when all the queues are instable. The neces- 
sary and the sufficient condition for all queues to be stable 
are different. The necessary condition is the following 
one: 

X,y,u < 1 - p ,  i = 0 ,  - , n, ( 8 )  

A,y,7 < 1 - p ,  i = 0 ,  , n. (9) 

and the sufficient one is 

For a symmetric load relations, (8) and (9) become, re- 
spectively, 

1 
p < l - -  

n + 2  

and 

( 1 1 )  
S 

p < l -  
s + n + l '  

J 
serving/ serving + 

I 

1 
CYCllC 
servers zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI 

Fig. 4. A multiqueue multiple cyclic server model of a slotted ring 

For the CFRV relations, (8) or (10) represent both a nec- 
essary and a sufficient stability condition. For the Orwell 
basic AM under a symmetric load, the following neces- 
sary and sufficient stability condition holds: 

Relation (12) shows that under a symmetric load the ca- 
pacity of Orwell is close to twice the transmission rate. It 
is also about two times larger than the one of the CFRV 
[see ( l o ) ] .  As expected, the CFRV is more efficient than 
the CFR. This is apparent from the fact that the sufficient 
stability conditions are different. Note that the stability 
conditions depend on p and n but not on s except for the 
sufficient condition of the CFR. 

Let us now do a comparative sensitivity analysis of the 
delays of the basic slotted ring AM's by means of the 
analytical models developed in [22 ] ,  [24 ] ,  and [25 ] .  The 
results are compared to the multiple token ring with an 

exhaustive service discipline, i.e., the target token rota- 
tion time is infinite. Exact results from [16] have been 
used for the token ring modeling. A comparative analysis 
of a uniframe integration scheme will also be presented. 

The workload introduced in Section V yields an aver- 
age packet length of 621 bits. If we choose the packet 
length of the synchronous traffic equal to the slot infor- 
mation field length, no bits are wasted. Synchronous traffic 
represents 80 percent of the total load. So, we determine 
the average packet length as the average packet length 
observed on the medium, i.e., it is calculated starting from 
the number of minipackets appearing in the ring. An ex- 
ponential packet length distribution is assumed and a con- 
figuration with 40 stations is assumed. 

The packet delay versus load is depicted in Fig. 5 .  The 
Orwell basic AM has the best performance. The CFRV 
basic AM performance is the next best and has very low 
delays at loads < 80 Mbits /s.  The CFR basic AM has 
larger delays than the CFRV due to the fact that only one 
slot at a time can be used by a station which increases the 
waiting times for access to the medium. The token ring 
has the worst performance. We attribute this to its effi- 
ciency for short packet lengths, e.g., less than 1000 bits 
(see also Fig. 9). 

The packet delay versus the number of slots, or the ring 
length, is shown in Fig. 6 .  The load is 80 Mbits/s. The 
delay increase for the CFRV and the Orwell basic AM is 
linear and equals the increase in the propagation delay. 
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Fig. 5 .  Packet delay versus load in the basic AM’s. 
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Fig. 6. Packet delay versus number of slots and ring length in the basic 
AM’s. 

So, these two AM’s perform well with different numbers 
of slots. The token ring has a nonlinear and much larger 
increase in the delays than the CFRV and Orwell because, 

in addition, longer ring delays cause longer switchover 
times. In the slotted rings, these are compensated by in- 
troducing new slots which increase the capacity (i.e., the 

number of servers). The CFR has a degradation of perfor- 
mance if the number of slots increases (i.e., the ratio be- 

tween the number of stations and the number of slots de- 
creases) due to the fact that only one slot at a time can be 
used by a station. 

The zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApacket delay versus the number zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof stations is pre- 
sented in Fig. 7. The load is 80 Mbits /s .  The ring delay 
is kept constant. So, the addition of a new station does 
not introduce extra latency. The CFR is the most sensitive 
to the number of stations. This is because of the change 
of the ratio between the number of stations and the num- 
ber of slots. The others are sensitive only for a small num- 
bers of stations, e.g., less than 15. All delays converge 
to horizontal asymptotes. This is a property of cyclic serv- 
ers systems (see [16], [22], 1241, and [25]). In the slotted 

rings, the packet delays decrease with an increasing num- 
ber of stations and in the token ring they increase. We 
attribute this to the different service disciplines, namely, 
the limited discipline in the slotted rings and the exhaus- 
tive discipline in the token ring. If the number of stations 
is smaller, the probability that the server is serving the 

queue where a packet arrives is larger and the expected 
waiting time is smaller in case of an exhaustive discipline. 
With a limited service discipline a more regular service is 
provided resulting in smaller delays for a larger number 
of stations. 

The packet delay versus transmission rate is shown in 
Fig. 8. The relative load is held constant at 0.625, e.g., 
80 Mbits / s  load at 140 Mbits / s  transmission rate. Above 
200 Mbits / s ,  the CFR has increasing delays, mainly due 
to the increase of the number of slots. In the CFRV, Or- 
well and the token ring delays decline. The Orwell and 
the CFRV basic AM’s have much smaller delays than the 
token ring in the case studied. The delay curves for the 
CFRV and Orwell eventually have the same asymptote at 
the expected propagation time from source to the desti- 
nation, i.e., ~ / 2  in the limit. The token ring converges 
to an asymptote which equals the sum of the expected 
propagation time from source to destination and a nonzero 
waiting time for the token. In case of the slotted ring, 
increasing the transmission rate implies more slots in the 
ring, i.e., more servers. In a token ring, the service time 
(i.e., transmission time) of a packet tends to zero, how- 
ever, due to a constant relative load the token is held for 
a nonvanishing time at each station. 

The packet delay versus average packet length is shown 
in Fig. 9. The load is 80 Mbits/s. The increase in the 

delays of the CFRV and Orwell is caused by longer trans- 
mission times. The transmission time is dependent on the 
number of minipackets per packet (i.e., on the packet 

length and the slot information field length) and on the 
slot duration. Note that the queueing delays (packet de- 
lays excluding the transmission delay) are the same for 
short and long packets given the load intensity and the 
average packet length. The CFR has much larger delays 
than the CFRV if the packet lengths are larger because in 
addition to the effect of longer transmission times only 
one slot at a time can be used by a station. The delays in 
the token ring decrease with increasing packet length till 
about 1300 bits and then they increase. If the average 
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Fig. 7 .  Packet delay versus number of stations in the basic AM’s. 
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Fig. 8. Packet delay and offered load versus transmission rate in the basic 
AM’s. 

packet length is short then the token passing AM has a 
small throughput and a bad performance. This can be il- 

lustrated as follows. Assume that all the packets have a 
constant packet length and a layout which is the same as 
for the minipackets. The token passing AM with an ex- 
haustive service discipline is worse than the CFRV pro- 
vided that on the average the transmission at a station is 
shorter than the ring latency. In addition to this, if the 
packet length is short the ratio between the preamble and 
PCI length (assuming an asynchronous transmission 
scheme) and the data information field length in a 
MAC-PDU is large and the token passing AM inefficient. 
On the other hand, if the average packet length grows, the 
transmission time also grows and so do the delays. The 

expected delay [rns] 

ring length = 5 krn 
transmission rate = 140 Mbit/s 
no. of stations = 40 

/ 

average packet length [lo3 bits] 
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Fig. 9. Packet delay versus average packet length in the basic AM’s. 

token ring has a worse performance than the CFRV if the 
average packet length is small relative to the slot infor- 
mation field length, e.g., in our case less than about 2300 
bits. If the average packet length is large relative to the 
slot information field length, e.g., 15 000 bits in Fig. 9, 
the delays inthe token ring are comparable to those in the 
Orwell basic AM. This demonstrates that in typical 
HSLAN’s (without a uniframe) which are expected to 
carry a lot of synchronous traffic in short packets, slotted 
rings have an advantage in terms of throughput and ex- 
pected delay over a token ring. This advantage is very 
pronounced for the CFRV and Orwell. 

If a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAuniframe scheme is used, very small and constant 
delays are ensured for synchronous traffic. The delays of 
the asynchronous trafic versus asynchronous trafic load 
are depicted in Fig. 10. An average packet length of 4319 
bits has been taken. This is according to the workload of 
Section V. An exponential packet length distribution is 
assumed. Again, we determine the average packet length 
as the average packet length observed on the medium, i.e., 
it is calculated starting from the number of minipackets 
appearing in the ring. The synchronous traffic load is 80 
Mbits /s if full duplex connections are assumed. The de- 
lays in the CFR basic AM are much larger than in the 
other protocols. This is because the CFR performs badly 
for large packet lengths. The token ring performs better 
than the CFRV basic AM because of the relatively long 
average packet length. An additional reason is that some 
capacity is wasted in the slotted ring protocols since an 
integer number of slots must fit in a frame leaving some 
unused capacity. In token passing rings this does not oc- 
cur. At low loads delays of the token ring are larger than 
in the CFRV due to waiting for access to the medium, 
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Fig. 10. Packet delay asynchronous traffic versus asynchronous traffic load 
in the basic AM’s with a uniframe scheme. 

i.e., waiting for a token. The maximum capacity of Or- 
well stays approximately the same, i.e., 242 Mbits/s. 
This is mainly because of the destination release of the 
slots in the Orwell basic AM which already almost pro- 
vides a full duplex connection if the number of stations is 
large relative to the number of slots. Note that if the num- 
ber of stations is small, e.g., 4 the usage of uniframe over 
Orwell may improve the performance significantly [26]. 
For all the other basic AM’s when a uniframe is used the 
maximum camed load increases, e.g., 162 versus 124 
Mbits/s for the CFRV and 175 vesus 107 Mbits/s for 
the token ring (see also Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 ) .  Hence, usage of a uni- 
frame does improve performance both for synchronous 
and asynchronous traffic for the token ring and the slotted 
ring protocols. It has the most effect on the token ring. 

The price for using a uniframe scheme is protocol com- 
plexity since it has to integrate both PCM-like circuit 
switched channels and a MAC protocol for data. 

The slotted ring protocols are clearly advantageous if 
the average packet length is small and that happens when 
synchronous traffic is packetized. We present further on a 
performance analysis of these protocols for that case. 

VIII. INFLUENCE OF THE SYSTEM PARAMETERS 

In this section, we study by means of simulation the 
three slotted ring protocols under both symmetric and 
asymmetric loads in the cases when 1) the number of nor- 
mal and channel slots changes in the CFR and the CFRV 

and 2) the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADi allocation changes in Orwell. We use a con- 
figuration with 10 stations which implies seven slots in 
the ring. A queue prioritizing the synchronous traffic has 
been assumed. 

A. Number of Normal and Channel Slots 

Normal slots can be viewed as cyclic servers with a 
limited service discipline meaning that after carrying a 
minipacket from a particular station another station must 

be offered the service. Channel slots can be viewed as 
cyclic servers with an exhaustive service discipline. So, 
they serve a queue until it becomes empty. Only then the 
service is offered to another station. The fairness of the 
limited service discipline is provided at the expense of 
ceasing the service at a queue which is not empty. On the 

other hand, an exhaustive service discipline permits an 
unlimited possession of a server by a station and thus hog- 
ging of the ring. This property is undesirable. Since a 
queue is served exhaustively, this discipline, for a Pois- 
son arrival process, provides smaller expected packet de- 
lays than the limited service discipline (see, e.g., [ 161 for 

a single cyclic server system). At low relative loads, 
smaller maximum packet delays are expected, but at larger 
relative loads, the unfairness of the service may result in 
too large maximum delays. 

A symmetric load of 100 Mbits / s  has been chosen. Re- 
sults of the simulations for the CFR are presented in Table 
I and for the CFRV in Table 11. 

Let us analyze the CFR. With an increasing number of 
channel slots in the ring, the expected packet delays of 
the three traffic types (TO, T1, and T2) decrease. The 
maximum packet delays also decrease for all traffic types 
except for T1 if the number of channel slots equals 7 
where it gets slightly larger again. Let us analyze the 
CFRV. With an increasing number of channel slots in the 
ring both the expected and the maximum packet delays 
for T1 and T2 decrease. The number of channel slots does 
not influence the performance of TO very much. The rea- 
son for the observed behavior is the same as was given 
in the introductory paragraph of this section. 

All the expected and maximum packet delays are 
smaller in the CFRV than in the CFR. The only excep- 
tions concern the maximum packet delays which are larger 
in the CFRV for T1 and T2 in the case of 0 channel slots, 
and for TO in the case of 7 channel slots. The ratio be- 
tween the expected packet delay and its maximum can be 
used as an indication of the variance of the delays. For 
example, a larger expected value but a smaller maximum 
value of the packet delay in the CFR than in the CFRV, 

indicates that the variance of the deIay in the CFR is much 
smaller. Both in the CFR and the CFRV under a sym- 
metric load and if the number of channel slots equals 4,  
the performance is very good for all traffic types. Intro- 
ducing more channel slots does not improve it. More 
channel slots increase the risks associated with unfair- 
ness. 

The delays are much larger under an asymmetric load 
for the CFR than for the CFRV, so we take different load 
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95% 
coni. 
inr. 
Imsl 

0.003 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
0.001 
0.001 

- 

. 
0.010 
0.009 
0.009 

- 
0.010 
0.008 
0.008 

TABLE I 
PACKET DELAYS VERSUS NUMBER OF CHANNEL SLOTS IN THE CFR UNDER A 

SYMMETRIC LOAD OF 100 Mbits / s zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
max 

packei 
delay 
[msl 

1.052 
0.921 
0.842 
0.549 

4.131 
1.744 
1.488 
1.507 

3.481 
1.866 
1.843 
1.798 

TABLE IV 
PACKET DELAYS VERSUS NUMBER OF CHANNEL SLOTS IN THE CFRV UNDER 

AN ASYMMETRIC LOAD OF 100 Mbits / S  

- 
- 
- 
- 

0.100 
0.097 
0.092 

0.938 
0.634 
0.715 
0.783 

0 544 
0 526 
0 508 

TABLE I1 
PACKET DELAYS VERSUS NUMBER OF CHANNEL SLOTS IN THE CFRV UNDER 

A SYMMETRIC LOAD OF 100 Mbits / s  

- 
TI 

- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
R 

- - 
no of 
chan 
SlOU 

- 
0 
3 
4 
7 

0 
3 
4 
7 

0 
3 
4 
7 

- 

- 

- 

0.087 
0.062 
0.067 
0.072 

I I I 

0.273 I - 14.840 I 
0.137 0.013 1.364 
0.119 0.008 1.257 

TABLE I11 
PACKET DELAYS VERSUS NUMBER OF CHANNEL SLOTS IN THE CFR UNDER 

AN ASYMMETRIC LOAD OF 40 Mbits / s  

i ' 1 '  ' 1  

so 

i 
0.602 1.8% 
0.595 

values. We take a 40 Mbit/s load for the CFR and 100 
Mbits / s for the CFRV. Results of the simulations for the 
CFR are given in Table I11 and for the CFRV in Table 
IV. Note that the delays at the lightly loaded stations zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASi, 
i =  1, e . .  , n, do depend on the position of the station 
with respect to the heavily loaded station So. The results 
are given for station So which has a heavy load and for 
station S, which has a light load. 

Let us examine the CFR. The delays are large already 
at a load of 40 Mbits / s. The different traffic types expe- 
rience different delays, e.g., both the expected and the 
maximum delays are even 10 times larger for T1 at S, 
than at So and the expected delays for T 2  are about 1.1- 
1.5 times larger. Having 3-7 channel slots improves the 
performance. 

Let us now analyze the CFRV. The delays are smaller 
at So than at S, except for T2 in 4 and 7 channel slot 
configuration. For the same traffic types the performance 
is even better under the same total load (see also Table 11) 

in the asymmetric case than in the symmetric case, except 
for the case with zero channel slots. The performance im- 
proves if the number of channel slots increases. The per- 
formance is much better already with 3 channel slots com- 
pared to zero. 

Under an asymmetric load, the performance in both the 

CFR and in the CFRV is the best if the number of channel 
slots equals 7, but having, e.g., 4 channel slots already 
improves the performance significantly. 

Both in the CFR and in the CFRV the delays are larger 
at a lightly loaded station than at a heavily loaded station, 

except for the case with 7 channel slots in the CFRV. In 
a single cyclic server case with an exhaustive service dis- 
cipline, the delays are smaller at the heavily loaded sta- 
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tion [16]. This property is attributed to the large proba- 
bility that customer arriving to the heavily loaded queue 
finds the server serving that very queue. It has been shown 
in zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 1  that this property also holds for a single cyclic server 
system with a limited service discipline and zero 
switchover times. For nonzero switchover times, no con- 
clusions concerning this property could be deduced. The 
results of the simulations in Tables I11 and IV show that 
this property also holds with a large difference in the de- 
lays for the case with only normal slots. This property 
does not hold in the CFRV with only channel slots but the 
differences in the delays are not large. 

B. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADi Allocation zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAin Orwell 

Let us now study the influence of Di allocation. The 
analysis of the Orwell basic AM corresponds to a Di value 
of infinity. The intent is not to give a complete analysis 
of the sensitivity to the Di value, but to merely demon- 
strate that the Di values have indeed a large impact on the 
performance of all traffic types. A number of experiments 
have been done. First a symmetric load of 140 Mbits / s  
has been used. 

In the first set, the ratio Di, / D i , ,  is kept constant at 4 ,  
corresponding to the share of synchronous and asynchro- 
nous traffic, and Di , I  is varied. The packet delays are 
shown in Table V and the reset intervals in Table VI. The 

performance of TO improves if Di, = 8. Larger values 
do not improve the performance of TO but T 1 and ,T2 get 
better performance. The reset intervals increase with in- 
creasing Di. 

Next Di, is kept constant at 8 and Di,2 is changed. Re- 
sults are shown in Tables VI1 and VIII. Table VI1 shows 
that the expected and the maximum delays of T1 and T2 
decrease with increasing Di,,. The delays of the synchro- 
nous traffic increase in that case. Di, = = 8 provides 

a good compromise for all traffic types. The expected du- 

ration of the reset intervals does not change with Di,2 con- 
trary to Table VI, but the maximum does. 

Results for D,, / Q 2  = 1 and different Di, values are 
shown in Tables IX and X. Di, > 5 yields small delays. 
For Di,l = 4 the performance for TO is bad. The reset 
intervals also increase a lot if Di, is changed from 4 to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 .  

The performance for an asymmetric load of 120 
Mbits/s is shown in Table XI and Table XII. D i , l / D i , 2  
= 1 , i = 0 , ~ ~ - , n a n d D o , j / D i , j = 5 , j = 1 , 2 , i = l ,  
. . .  , n.  The expected and the maximum packet delays 
are smaller if Di , ]  and Di,, are larger, e.g., 20 at So and 
4 at other stations. If Di is infinite, the delays at the heav- 
ily loaded station So are smaller than at the lightly loaded 
station zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS,, which is the property also noticed for the CFR 
and the CFRV. 

We can conclude that if the reset interval has to be small 
with respect to the total load, the Orwell protocol is very 
sensitive to the Di values. If inadequately chosen they can 
degrade the performance strongly. In these cases, sudden 
changes of the loads can strongly influence the perfor- 
mance. On the other hand, if the reset intervals do not 
have to be small relative to the load, the performance is 
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TABLE V 
PACKET DELAYS VERSUS D,, I IN ORWELL UNDER A SYMMETRIC LOAD OF 1 4 0  

M b i t s / s  W H E R E D ~ . ~  = 4 * D , . l  

exp. 
packet 
delay 
Imsl 

0.086 
0.092 
0.116 
0.123 
0.135 
0.176 

27.188 
0.702 
0.167 
0.112 
0.101 
0.076 

24.405 
1.806 
0.563 
0.494 
0.438 
0.177 

TABLE V I  
RESET INTERVAL DURATION VERSUS D;, I IN ORWELL UNDER A SYMMETRIC 

LOAD OF 1 4 0  Mbits / s WHERE Di,2 = 4 * Di, I 

0.349 

95% maa 
coni. packet 
in!. delay 
[msl Imsl 

0.001 0.404 
0.002 0.458 
0.010 0.860 
0.010 0.892 
0.012 0.921 
0.021 1.344 

- 86.743 
0.138 7.526 
0.146 2.607 
0.009 1.798 
0.006 1.579 
0.003 0.383 

19.191 87.120 
- 9.097 

0.018 2.730 
0.013 2.104 
0.010 1.693 

- 0.544 

TABLE V I 1  
PACKET DELAYS VERSUS D i . 2  IN ORWELL UNDER A SYMMETRIC LOAD OF 140 

M b i t s  / s WHERE D , ,  I = 8 

TABLE VI11 
RESET INTERVAL DURATION VERSUS D , . z  IN ORWELL UNDER A SYMMETRIC , 

LOAD OF 1 4 0  Mbits / s WHERE D , ,  I = 8 
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TABLE IX 
PACKET DELAYS VERSUS D;, I IN ORWELL UNDER A SYMMETRIC LOAD OF 140 

Mbits / s WHERE zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAD,, = D8. I 

1.059 0.036 3.512 
0.155 0.005 0.635 

TABLE X 
RESET INTERVAL DURATION VERSUS Di, I I N  ORWELL UNDER A SYMMETRIC 

LOAD OF 140 Mbits / s WHERE D,, = Di. I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
reset wnf. reset 
int. int. int. 
[msl [msl [msl 

0.349 - 2.216 
16 0.739 - 2.970 

TABLE XI 
PACKET DELAYS VERSUS D,, I IN ORWELL UNDER AN ASYMMETRIC LOAD OF 

120 Mbits/s WHERED, ,~  = D,, I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

very good both under symmetric and asymmetric loads, 
and the Orwell basic AM also has a very good perfor- 
mance and a low sensitivity to the system and configura- 
tion parameters. This indicates that another way of inte- 
gration of synchronous and asynchronous traffic may be 
needed to provide a better performance in these cases. 
Some attempts in that direction are proposed in [9]. The 
problems reported here concerning the Di allocation are 
comparable to the problems of selecting values of certain 
system parameters which regulate the fairness of the ac- 
cess protocol in other LAN’s. For example, it has been 
reported in [ 151 that the choice of TTRT in FDDI also has 
a large influence on the performance of FDDI. 

IX. DELAY ANALYSIS OF THE INTEGRATED SERVICES 
SLOTTED RINGS 

Let us now examine the integration of synchronous and 
asynchronous traffic. We assume a configuration with 40 
stations implying 8 slots and we limit ourselves to sym- 
metric cases. 

TABLE XI1 
RESET INTERVAL DURATION VERSUS Do. I IN ORWELL UNDER AN 

ASYMMETRIC LOAD OF 120 Mbits/s WHERE D,,2 = D,, I, 
AND Do,, = 5 * D,,,, k f 0 

45.707 96.884 
0.609 3.335 

0.177 
0.267 

0.115 

2.412 
2.178 
1.948 
1.549 

0.708 0.087 2.287 I 1: I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA:E I : I ::;::I 
The share of each traffic type is varied. In accordance 

with the results of Section VIII, 6 channel and 2 normal 
slots are used for the CFR and the CFRV. In Orwell, the 
total Di allocation per station is 10. This ensures that the 
total Di allocation is not too small, so reset intervals do 

not appear too often. Di, /Di,* is chosen equal to the ratio 
of synchronous and asynchronous traffic. Although this 
ratio is not the optimal one, it has been used since it pro- 

vides a fair share of capacity to all traffic types and, on 
the other hand, obtaining the optimal ratio is difficult. 

The delays of different traffic types versus asynchro- 
nous traffic load are shown in Fig. 11 for the CFR, in Fig. 
12 for the CFRV, and in Fig. 13 for Orwell. The syn- 
chronous traffic load is used as a parameter. The results 

have been obtained by simulations. 
In the CFR and the CFRV the delays increase rather 

slowly with the load until the utilization is about 0.8. 

From there on they rise sharply. Random fluctuations in 
load intensity may cause a sudden degradation of perfor- 
mance by significantly increasing the delays. If the load 
intensity of both synchronous and asynchronous traffic in 
the CFRV is controlled, bounded delays and a good QoS 
for both traffic classes can be provided. A guaranteed syn- 
chronous service can also be provided by merely control- 

ling the amount of synchronous traffic itself (given 
queueing priority). However, this would not be sufficient 
when a large share, e.g., 80 percent of the load consists 
of synchronous traffic. The performance of the CFR is 
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1 -  

c zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

J -  95% conf tnt 
*= simulations 

as. tr. load [Mbivsj as. tr. load [Mbiffs] as. tr. load [Mbiffs] 
1 1 ,  

40 80 120 40 80 120 40 80 120 

a) Delays of TO. D) Delays of T1 c) Delays zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAol T2 

Fig. 11. Packet delays versus asynchronous traffic load given a synchro- 
nous traffic load in the CFR. 

10 expected delay of TO [ms] 
1 

1. 

0.1 

b = simulations 
I = 95% conf int 

r 
i o .  expected dela) of T2 [rns] 

E 

I = 95% conf. int. 
b = simulations 

as. tr. load [Mbitls] as. tr. load [Mbitls] as. tr. load [Mbitls] 
I , , , ,  

40 80 40 80 120 40 80 120 

a) Delays of To. b) Delays of T1. c) Delays of T2 

Fig. 12. Packet delays versus asynchronous traffic load given a synchro- 
nous traffic load in the CFRV. 

worse than the CFRV. In the CFR and the CFRV, the 
delays increase if the share of asychronous traffic in- 
creases given a constant total load. This is because of the 
following two reasons: the larger variance of the packet 
length distribution of asynchronous packets, and the larger 
variance of the asynchronous traffic interarrival time due 
to a Poisson arrival process. The dotted lines in Figs. 11 
and 12 represent a constant total load curve of 120 

Mbits/s. The delays of T1 and T2 vary by a factor 4 in 
the CFR and by a factor 3 in the CFRV when the share 
of asynchronous traffic changes from 20 to 120 Mbits/s. 

In Fig. 12(a), a counterintuitive behavior of the CFRV 
appears: if there is no asynchronous traffic, the expected 
delay decreases when the load increases. This is due to 
the regularity of the deterministic arrival process of syn- 
chronous traffic. Note, however, that the difference in the 
delays due to this is small, less than zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 p s .  

Orwell exhibits a sharp increase of the asynchronous 
traffic delays already starting at a utilization of about 0.5 
while the increase of the synchronous traffic delays is 
much slower. The difference is due to the Di allocation. 
The delays in Orwell do not increase smoothly because of 
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Fig. 13. Packet delays versus asynchronous traffic load given a synchro- 
nous traffic load in Orwell. * zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

the high sensitivity to the choice of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADj:  the Di, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA/Di, ratio 
does not follow exactly the ratio of synchronous and asyn- 
chronous traffic. Note that the delays for synchronous 
traffic are small. This happens at the expense of the asyn- 
chronous traffic delays. This is in agreement with the re- 
sults in Table v .  

X. CONCLUSION 

Slotted ring protocols are suitable for optical fiber 
HSLAN’s because of their efficiency at high transmission 
rates and the synchronous transmission scheme. How- 

ever, packet segmentation and reassembly may impose 
large processing demands if the packet lengths are large 
relative to the slot information field size. Let us now sum- 
marize the performance analysis results we obtained for 
these protocols. The multiple token passing ring has been 
used in this paper for comparison to the slotted ring basic 
AM’s. 

The Orwell and the CFRV basic AM’s perform very 
well with respect to the number of slots and the number 
of stations. Their performance also improves if the trans- 
mission rate increases. The Orwell basic AM has the larg- 
est capacity due to the destination release of slots. Its ca- 

pacity is almost twice the transmission rate under a 
symmetric load. The CFRV has about half of that capac- 
ity. The CFR basic AM has a much larger sensitivity to 
the system parameters and a much worse performance than 
the other two slotted ring protocols. Token passing is in- 
ferior to the CFRV and the Orwell basic AM’s unless the 
average packet length is much larger than the slot length 
(e.g., >2300 bits). The performance of the token pass- 
ing is improved most of all by the uniframe scheme. This 
scheme also improves the performance of the CFRV. It 

does not improve the performance of the Orwell basic AM 
in a configuration with a large number of stations relative 

to the number of slots. The asynchronous traffic delays in 
the CFR with a uniframe are large, e.g., > 1 ms. 

The CFR has larger delays than the other slotted rings. 
So, the CFR has worse performance than the CFRV and 
Orwell with either long cable lengths, a small number of 
stations, or asymmetric loads. By increasing the trans- 
mission rate to more than, e.g., 200 Mbits/s the perfor- 
mance does not improve. This is the price for MAC layer 
acknowledgment and the possibility of immediate retrans- 
mission of erroneous minipackets. 

The CFRV can be used successfully over a wide range 
of parameters. Combining the normal and the channel 
slots improves its performance especially under asym- 
metric loads. This corresponds to combining two service 
disciplines: limited and exhaustive. It performs very well 
under asymmetric loads. If the load intensity of both syn- 
chronous and asynchronous traffic on the network is con- 
trolled, bounded delays and a good QoS for both traffic 
classes can be provided. Furthermore, the CFRV allows 
for an acknowledgment at the MAC layer. 

The good properties of the Orwell basic AM indicate 
that it can be used successfully over a wide range of pa- 
rameters. Some improvement of the performance of Or- 
well is achieved if a larger & *  allocation is taken for 
asynchronous traffic than what corresponds to the share of 
asynchronous traffic. The performance is good under 
asymmetric loads. 

Because of the very good performance of Orwell and 
the CFRV protocol with long cable lengths and a large 
number of stations, they are suitable for metropolitan area 
networks, as well. 
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