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A B S T R A C T   

Existing water quality index (WQI) models assess water quality using a range of classification schemes. Conse
quently, different methods provide a number of interpretations for the same water properties that contribute to a 
considerable amount of uncertainty in the correct classification of water quality. The aims of this study were to 
evaluate the performance of the water quality index (WQI) model in order to classify coastal water quality 
correctly using a completely new classification scheme. Cork Harbour water quality data was used in this study, 
which was collected by Ireland’s environmental protection agency (EPA). In the present study, four machine- 
learning classifier algorithms, including support vector machines (SVM), Naïve Bayes (NB), random forest 
(RF), k-nearest neighbour (KNN), and gradient boosting (XGBoost), were utilized to identify the best classifier for 
predicting water quality classes using widely used seven WQI models, whereas three models are completely new 
and recently proposed by the authors. The KNN (100% correct and 0% wrong) and XGBoost (99.9% correct and 
0.1% wrong) algorithms were outperformed in predicting the water quality accurately for seven WQI models. 
The model validation results indicate that the XGBoost classifier outperformed, including accuracy (1.0), pre
cision (0.99), sensitivity (0.99), specificity (1.0), and F1 (0.99) score, in order to predict the correct classification 
of water quality. Moreover, compared to WQI models, higher prediction accuracy, precision, sensitivity, speci
ficity, and F1 score were found for the weighted quadratic mean (WQM) and unweighted root mean square 
(RMS) WQI models, respectively, for each class. The findings of this study showed that the WQM and RMS 
models could be effective and reliable for assessing coastal water quality in terms of correct classification. 
Therefore, this study could be helpful in providing accurate water quality information to researchers, policy
makers, and water research personnel for monitoring using the WQI model more effectively.   

1. Introduction 

The management policy of water resource is a critical and systematic 
process that is associated with diverse components like as policy, law 
and regulations, institutional framework, advanced analytical facilities, 
skilled labour, well organization infrastructures, financial freedom etc. 
A number of framework used to implement the management policy for 
restoring good water quality status. The monitoring programme is the 
most widely used approach for assessing water quality on a priority 
basis. Mainly, it aims is to obtain quantitative information on the 
physical, chemical and biological attributes of water statistical ap
proaches (Strobl and Robillard, 2008). Whereas it has required specific 

resource requirements, it is particularly important to have access to 
technical and financial resources (Steele, 1987). The Water Framework 
Directive (WFD) is a useful tool that provides detailed guidelines for 
maintaining good water quality and a healthy aquatic ecosystem (Gikas 
et al., 2020). However, it has suggested a set of water quality measures 
for evaluating rivers and streams. In that case, it is frequently imprac
tical and exceedingly costly for all parties involved, particularly those 
with minimal resources. 

To date, many tools and technique have developed for assessing 
water quality. Water quality index model is one them, its allows con
verting a vast water quality information into single numerical values 
more simplified way than traditional approaches (Gupta and Gupta, 
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2021; Uddin et al., 2021). In recent, this tool widely used for assessing 
water quality (surface and ground) due to its easy mathematical oper
ators (Gupta and Gupta, 2021; Uddin et al., 2020, 2017). A number of 
WQIs have established by various countries/organizations in order to 
specific goals such as ground water quality index, surface quality water 
index etc (Uddin et al., 2022c). This technique has been criticized for a 
number of reasons, including (i) uncertainty issues, (ii) model reliability, 
(iii) transparency, and (iv) model sensitivity. Recently, several studies 
have revealed that WQI model produced a considerable uncertainty to 
the final score due to its (Juwana et al., 2016; Sutadian et al., 2018; 
Uddin et al., 2021). Moreover, recently many researchers has revealed 
that the water quality index model does not express actual state of water 
quality due to the entire WQI index model’s uses a variety of classifi
cation schemes (Uddin et al., 2021). Those are recommended for the 
interpretation of WQI score using many qualitative measures, including 
"excellent," "good," "bad," "very bad", “poor”, marginal, higher, lower 
etc. Consequently, different methods provide a number of in
terpretations for the similar water properties that contribute to consid
erable uncertainty in the correct classification of water quality. These 
types of problems can be addressed as “metaphoring problems” of 
classification. Concerns regarding these problems are growing as the 
WQI model is becoming more widely used gradually. According to 
recent studies, the current WQI model provides ambiguous information 
to the water resources manager as a result of these issues, causing bodies 
to fail to respond as quickly as required (Uddin et al., 2022a). As a 
response of above circumstance, it should be refined into a unique scale 
for determining the proper water quality classification. 

Therefore, in order to obtain the WQI values, the present study used 
seven WQI models, including four weighted (NSF, SRDD, WJ, and WQM) 
and three unweighted (RMS, Hanh, and AM). Details of the various WQI 
models can be found in Uddin et al. (2021) and (2022a). WQI values 
were obtained according to the improved WQI methodology of Uddin 
et al. (2022a). Details of the methodology can be found in Uddin et al. 
(2022a). As discussed earlier, the ultimate goal of the WQI model is to 
classify the water quality using a classification scheme (Najafzadeh 
et al., 2021; Uddin et al., 2021). Typically, the WQI model’s final output 
is a numerical value that is well known as an index score, it ranges from 
0 to 100, with 0 indicating "worst" water quality and 100 "good" 
(Najafzadeh et al., 2021; Uddin et al., 2021). Moreover, many recent 
studies have revealed that a significant amount of uncertainty has been 
produced in the WQI system due to inappropriate classification schemes. 
Consequently, the traditional classification techniques can provide 
inconsistent results in the final assessment of water quality for similar 
groups of water quality indicators (Uddin et al., 2022a, 2021). In 
addition, recently a number of studies have reported that the widely 
used classification scheme "One Out-All Out" of the water framework 
directive also received much more criticism for the same problem 
(Latinopoulos et al., 2021; Prato et al., 2014). Therefore, in order to 
avoid this inaccurate assessment and optimize the metaphoring prob
lems of existing classification systems, the authors have proposed a 
universal classification scheme (see Table 3) for assessing coastal and 
transitional water quality in an earlier study (Uddin et al., 2022a). 
Uddin et al. (2022a) have revealed that the results of water quality using 
the universal scheme could be effective in reflecting accurate scenarios 
of water quality. Details of the classification scheme and developing 
methodology can be found in Uddin et al. (2022a). In this research, this 
classification scheme was utilized to obtain the state of water quality in 
Cork Harbour. After obtaining the water quality classes, the WQI models 
performance were evaluate utilizing various machine learning classifier 
algorithms. For the purposes of predicting classification of water quality, 
recently advanced machine-learning algorithms have widely used to 
reduce the model uncertainty (Islam Khan et al., 2021; Kaur et al., 2021; 
Malek et al., 2022; Najafzadeh et al., 2019; Najafzadeh and Ghaemi, 
2019). Recently, a few studies have utilized the machine learning 
technique in order to assess the WQI model’s reliability in terms of 
predicting the correct classification of water quality (Islam Khan et al., 

2021; Najafzadeh et al., 2021). Up to date, most machine learning al
gorithms has developed for the solution of binary classification (Allwein, 
2000; Babbar and Babbar, 2017). As a result, several studies have 
evaluated WQI models using binary classes (Islam Khan et al., 2021; 
Malek et al., 2022); even though most WQI models in the literature 
suggest using multiple classification schemes to evaluate water quality 
(Uddin et al., 2021, 2022e). In order to solve the multiclass problem, 
many researchers have developed a number of classifier algorithms 
using state-of-the-art machine learning technique (Bourel and Segura, 
2018; Chamasemani, 2011; Tiyasha et al., 2021). For the purposes of the 
multiclass problem analysis, most commonly used algorithms are sup
port vector machines (SVM), Naïve Bayes (NB), random forest, decision 
trees, logistic regression, k-nearest neighbour (KNN), and gradient 
boosting (XGBoost) classifiers (Uddin et al., 2022b). A few studies have 
reported that the multiple-kernel support vector regression algorithm 
and random forest could enhance the model’s performance for pre
dicting water quality using the WQI model (Najafzadeh and Ghaemi, 
2019; Najafzadeh et al., 2021; Najafzadeh and Niazmardi, 2021). In 
order to predict water quality classification, recently, several studies 
have utilised machine learning techniques to assess the performance of 
water quality model in terms of binary classification of water quality 
(Asadollah et al., 2021; Cheryl A. Brown and Nelson, 2010; Danades 
et al., 2017; Savira and Suharsono, 2013). The present study utilized 
four classifier algorithms (including NB, SVM, KNN and XGBoost) for 
predicting multi-class classification of coastal water quality incorpo
rating water quality index model. These classifiers were selected based 
on the initial assessment of six classifiers algorithms (see Table 4). 
Because, recently, several studies have revealed that the SVM, NB, 
random forest, KNN, and XGBoost classifiers are effective for the pre
diction of correct classification in assessing water quality (Danades 
et al., 2017; Dezfooli et al., 2018; Islam Khan et al., 2021; Kurt et al., 
2008; Muhammad et al., 2015; Najafzadeh and Niazmardi, 2021; Pra
kash et al., 2018; Shakhari and Banerjee, 2019). To the best of the au
thors’ knowledge, this study represents the first effort to evaluate the 
performance of a WQI model using a multi-class classifier algorithm. In 
order to evaluate prediction performance of classifier model(s), most 
studies have utilized widely the receiver operating characteristic (ROC) 
curves and confusion matrix to compare the model sensitivity, accuracy 
and efficiency in terms of multi-class classification [in that case it was 
considered the classification of water quality by using WQI model] 
(Morrison et al., 2003; Savira and Suharsono, 2013). For the develop
ment of the ROC curve(s), the present study was used four classifier 
algorithms (NB, SVM, KNN, and XGBoost), whereas the confusion matrix 
analysis technique was used for evaluating the performance of WQI 
model in terms of the correct classification of coastal water quality in 
Cork Harbour (Fawcett, 2006; Gonçalves et al., 2014). 

As mentioned in earlier sections above, considering the limitations of 
exiting WQI model according to the findings in the literature (Uddin 
et al., 2021), in recent years, the authors have carried out several studies 
in terms of investigating the appropriate technique for selecting crucial 
indicators (Uddin et al., 2022a, 2022c, 2022f), developed three new 
sub-index functions for transferring various indicators concentration 
into the uniform scale (Uddin et al., 2022a), proposed a comprehensive 
weighting technique incorporating machine learning and statistical 
based rank order centroid approaches (Uddin et al., 2022a), proposed 
new two aggregation functions to reduce the model uncertainty (Uddin 
et al., 2022a), brand new classification scheme for assessing the state of 
coastal waters (Uddin et al., 2022a), sources of uncertainty and esti
mation them using machine learning approach (Uddin et al., 2022d). An 
effort to improve the method and develop a tool that can be used by 
environmental regulators to abate water pollution. After conducting the 
aforementioned studies, in this paper propose a more accurate algorithm 
for predicting and classifying coastal and transitional water quality 
using the brand new classification scheme in order to reduce the 
inconsistence of the final assessment of water quality. That could be 
effective for improving the WQI model performance in terms of model 
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reliability and consistence of the assessment results. 
However, the aims of this study were to assess WQI model(s) per

formance in order to correct classification using machine learning ap
proaches incorporating a brand new classification scheme for the 
assessment of coastal and transitional water quality. The goal(s) of the 
study were obtained by follows:  

(i) Archiving WQI score for coastal water quality using recently 
developed improved WQI approaches (Uddin et al., 2022a) and 
then determine the water quality classes was utilized the coastal 
water quality classification scheme (Table 3).  

(ii) Once the dataset was obtained, four commonly used predictive 
classifier models were utilized in this research to identify the best 
predictive model by comparing them incorporating seven WQI 
models.  

(iii) After that, the best predictive model was applied to predict water 
quality class for each WQI model. 

(iv) Finally, WQI models performance were evaluated using perfor
mance metrics ( i.e., roc technique and confusion matrix) of 
machine learning predictive model. 

This paper has been divided into five main sections. In the first 
section, a brief overview of this study are provided in this section. The 
section two discussed a new set of tools and techniques that are being 
applied to assess model performance. Results and findings are presented 
in the section three. Section four discussed how to identify the appro
priate WQI model using model performance metrics, and section five 
presents the conclusions and implications of findings the research. 

2. Materials and methods 

2.1. Application domain: Cork Harbour 

In this research, the proposed framework was employed in Cork 
Harbour a case study approaches for assessing the coastal water quality 
in order to correct classification. Cork Harbour located on the southwest 
coast of Ireland is the largest natural harbour in Ireland. Cork Harbour is 
heavily populated and industrialized. Cork City located at the mouth of 
the River Lee is home to a population of approximately 125,000. When 
its immediate suburbs are included, the population rises to approxi
mately 200,000 (Hartnett and Nash, 2015). The city is the industrial hub 
of the Irish southwest region and the surrounding hinterlands are subject 
to relatively intense agricultural activities which impact water quality in 
the region. Additionally, effluent discharges (Fig. 1) from seven effluents 
treatment plants (ETPs) in the catchment area further impact water 
quality in the Harbour (EPA, 2016). 

2.2. Data obtaining process 

2.2.1. Description of water quality data 
For the purposes of this study, the present study was used the water 

quality monitoring data in year 2019. Typically, the Irish Environmental 
Protection Agency (EPA) monitors the water quality of the Harbour at 
32 monitoring stations. Water samples were taken from one-metre depth 
below water surface at approximately high and low tides over the year. 
In this research 29 monitoring sites were considered based on the in
dicators data availability and coverage of the full extents of the Cork 
Harbour. Details of monitoring sites and water quality indicators at each 
monitoring site are given, respectively Fig. 1 and Table S1 in 

Fig. 1. Model application domain and water quality monitoring sites in Cork Harbour, Ireland.  
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supplementary material 1. To perform this study, in total, average 
concentration of ten water quality indicators from the 2019 monitoring 
dataset were used: water temperature (TEMP), pH, dissolved oxygen 

(DOX), total organic nitrogen (TON), ammoniacal nitrogen (AMN), 
molybdate reactive phosphorus (MRP), biological oxygen demand 
(BOD5), transparency (TRAN), Chlorophyll a (CHL) (as a measure of 
algae), and dissolved inorganic nitrogen (DIN). Details of the water 
quality indicators data for Cork Harbour are available at https://www. 
catchments.ie/data/. Table 1 provides the details the statistical sum
mary of water quality indicators and their guideline values for coastal 
water quality. 

2.3. Importance of water quality indicators 

Existing WQI models have utilized a range of statistical approaches 
for selecting the crucial water quality indicators (Uddin et al., 2021, 
2022a, 2022b, 2022c). Recently, several studies have revealed that the 
existing techniques not effective in order to select important indicators 
(Sutadian et al., 2018; Uddin et al., 2022a). For the purposes of selecting 
relative importance indicators, authors have proposed an improved 
method in their earlier studies (Uddin et al., 2022a). Therefore, crucial 
water quality indicators were selected in this study according the 
methodology of Uddin et al. (2022a). Details the XGBoost can be found 
in Uddin et al. (2022a). Seven water quality indicators out of ten were 
found to be important for obtaining the goals of this research. Fig. 6 
presents the important water quality indicators and their relationships. 

2.4. Water quality index (WQI) 

A range of techniques and tools are used to assess water quality for 
the management of water resources. The WQI model is one of them. This 
technique is widely used for the assessment of water quality, i.e., surface 
water, groundwater, etc. It allows converting huge amounts of water 

Table 1 
A statistical summary and guideline values of water quality indicators for coastal 
water quality.  

Parameter unit Standard threshold (Uddin et al., 
2022a) 

Statistical summary 

Lower Upper 

CHL(i) mg/m3 0.0 14.2 5.32 ± 3.22 
DOX(i) % sat 72 128 107.90 ± 15.18 
MRP(i) µg/l as P 0.0 0.057 0.02 ± 0.01 
DIN(i) mg/l 0.0 1.208 1.54 ± 1.78 
AMN(ii) mg/l 0 1.5 0.07 ± 0.06 
BOD5(ii) mg/l 0 7 1.74 ± 0.87 
pH(iii) – 5 9 8 ± 0.23 
TEMP(ii) 0C – 25 15.59 ± 0.74 
TON(iv) mg/l as N 0.0 2 1.48 ± 1.79 
TRAN(v) m/depth > 1 – 1.57 ± 1.48   

(i) ATSEBI standards, determine the standard values based on median value of Salinity (see 
details Toner et al., 2005, pp. 72 – 76).   

(i) EPA, Ireland (2001), recommended values for the surface water/freshwater/river 
water/aquatic life.   

(i) Estuary Monitoring Manual for pH and Alkalinity, EPA,USA   

(i) The European Communities (Quality of surface water intended for the abstraction of 
drinking water) regulations, 1989 (S.I. No. 294/1989).   

(a) Bathing Water Quality Regulations 2008, (S.I. No. 79/2008). 

Table 2 
Selected seven WQI models aggregation functions and their properties according to Uddin et al. (2022a).  

Types of functions WQIs Models Aggregation functions 

(a) Weighted models Weighted Quadratic Mean (WQM)  

WQM =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
wis2

i

√

(1)   

NSF index [Weighted Arithmetic Mean (WAM)]  

NSF =
∑n

i=1
siwi (2)   

SRDD index (modified additive function)  

SRDD =
1

100

(
∑n

i=1
SiWi

)2

(3)   

West Java WQI [Weighted Geometric Mean (WGM)]  

WJ =
∏n

i=1
siwi (4)   

where si is the SI value for indicator i; wi is weight value of 
respective variables and n is the number of indicators. 

(b) unweighted models Arithmetic Mean (AM)  

AM =
1
n
∑n

i=1
si (5)   

Root Mean Squared (RMS)  

RMS =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
s2
i

√

(6)   

Hanh index  

WQIb =

[
1
n
∑n

i=1
qi ×

1
n
qj × qk

]1/3

(7)   

Where, WQIb is the basic water quality index; qi is the 
subindex value of the organic; qj is the inorganic substance; 
qk is the subindex value of the biological or bacterial groups 
components; n is the number of components each group  
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quality information into a single numerical value that is well known as 
the index score (Parween et al., 2022; Uddin et al., 2021, 2022a). Since 
the development, its application has increased recently due to its ease of 
use and simple mathematical operators compared to other hydrological 
tools (Uddin et al., 2021, 2022a). In addition, this technique have 
received much criticism due to the model eclipsing and ambiguity 
problem that are described in detail in our recent study (Uddin et al., 
2021). For the purposes of reducing model uncertainty, Uddin et al. 
(2022a) recently have proposed an enhanced and comprehensive WQI 
approach for computing WQI scores in order to assess the coastal and 
transitional water quality. In this research the WQI values were 
computed using the improved WQI methodology of Uddin et al. (2022a). 
The details of the procedure can be found in Uddin et al. (2022a). This 
approach is shown to be more reliable than that used in existing methods 
because it is the most up-to-date method for computing WQI, and it may 
be an effective tool to avoid model uncertainty and ambiguity (Uddin 
et al., 2022b). For the purposes of calculating WQI values, 10,000 
random samples were generated using the Monte Carlo simulation 
technique. Details of the technique can be found in Ratick and Schwarz, 
(2009). Once the random samples were obtained, the WQI values were 
calculated for seven commonly used WQI models, including four 
weighted, inclusive of the national sanitation foundation (NSF), West 
Java (WJ), and weighted quadratic mean (WQM), the Scottish research 
development department (SRDD), and three unweighted with arith
metic mean (AM), root mean square (RMS), and Hanh models using the 
technique mentioned above. Table 2 provides the seven WQI models’ 
functions and their properties that were used in this research for 
computing WQI scores. Details of the model components are described 
in detail in Uddin et al. (2021) and Uddin et al. (2022a). In supple
mentary material 2, details of the WQI model outcomes are given. 

2.4.1. Interpretation of WQI model output 
To date, a number of classification schemes have been proposed for 

assessing water quality for various purposes in the literature. Recently, 

several studies have revealed that the final score of the WQI model 
interpretation/evaluation is critical because, currently, entire WQI 
models use various evaluation schemes for assessing water quality. 
Consequently, the evaluation results of water quality varied for the 
unique range of scores. Therefore, the WQI model final score does not 
reflect the actual information of water quality. As a result, it is difficult 
to evaluate water quality using index scores. In our recent study, we 
proposed a new classification scheme for the assessment of coastal water 
quality based on the attributes of coastal water. It consists of four unique 
qualitative classes, including “good”, “fair”, “marginal”, and “poor”. A 
detailed classification scheme and their definitions are given in Table 3. 
The present study applied this classification to determining water 
quality classes. 

2.5. Predicting classifier algorithms for classification of water quality 

2.5.1. Predictive classifiers model 
In order to select the classifier(s), an initial assessment of the six most 

widely used algorithms, including XGBoost, SVM, artificial neural 
network (ANN), NB, KNN, and decision tree (DT), was carried out. 
Table 4 provides the initial assessment results for six classifiers. It can be 
seen from the table below that most classifiers achieved higher predic
tion accuracy during both the training and testing periods, with the 
exception of the ANN and the DT, whereas the XGBoost obtained the 
highest prediction accuracy compared to other models (Table 4). 
Therefore, the present study utilized the top four ranked algorithms for 
the multiclass classification of coastal and transitional water quality in 
Cork Harbour. Details of the algorithm rank obtained based on the 
model prediction performance can be found in Table 4. The following is 
a brief overview of selected models that were used in this study.  

(i) NB classifier 
Naïve Bayes is an efficient supervised machine learning algo

rithms that is widely used for binary/multiclass classification 
(Aldhyani et al., 2020). Fundamentally, Naïve Bayes classifier 
developed based on the Bayes theorem (Radhakrishnan and Pil
lai, 2020). It is scalable, requiring a set of parameters propor
tional to the number of variables in a learning problem (Walley 
and Džeroski, 1996). Naïve Bayes makes a probability decision by 
comparing the likelihood of two features that are independent 
and of equal significance (Elmachtoub et al., 2020). In this study, 
the NB algorithm was utilized using the same approach that can 
be found in Radhakrishnan and Pillai (2020).  

(ii) KNN classifier 
For binary classification, the KNN is one of the most commonly 

used classifier in machine learning technique (Modaresi and 
Araghinejad, 2014). The classification of the KNN classifier is 
determined by measuring N number of nearest distance of 
neighbours (Ahmed et al., 2019). Since the KNN classifier is a 
more straightforward and reliable algorithm, it can be used to 
quickly evaluate unknown sample class data using previous 
learning systems. It can be easily integrated into any machine 
learning system without the need for prior data distribution 
knowledge (Modaresi and Araghinejad, 2014). For classification, 
the KNN classifier first calculated the distance between all sample 
points, then determined new classes based on the nearest sample 
categories. The new sample collection is used to determine the 
classification by taking into account the greatest number of 
samples’ nearest neighbours (R. C. Chen et al., 2020). The KNN 
assumed that the distances between groups of nearest neighbours 
are identical (Awan et al., 2020). Usually, the distance between 
samples is measured using various distance metrics such as 
Euclidean distance, standardized euclidean distance, Minkowski 
distance, chebychev distance, correlation distance, city block 
distance, etc. In this study, the City block distance was used that is 
assumed by following: 

Table 3 
Proposed classification for assessing coastal water quality by Uddin et al. 
(2022b).  

Classifications 
scheme 

Range of 
WQI score 

Descriptions 

Good 80–100 Unpolluted waterbodies are those that meet 
the guidelines’ values. Water quality is 
maintained and is suitable for all uses. 

Fair 50–79 Waterbodies that a few indicators meet the 
guidelines values; water quality is usually 
protected with a minor degree of impairment. 

Marginal 30 – 49 The majority of water quality indicators failed 
to meet the criteria; water quality is 
unprotected, which may be posing a risk for 
aquatic life. 

Poor 0–29 Eutrophic waterbodies are those that fail to 
meet all of the criteria. Water quality is 
completely unprotected and unsuitable for 
many specifics uses  

Table 4 
Model performance of different classifiers obtained from the trial and error 
approaches for selecting robust algorithm(s).  

Classifier algorithms Rank (based on the model accuracy) Accuracy (%) 

Training Testing 

XGBoost  1  98.0  100 
KNN  2  93.1  94.0 
SVM  3  89.8  92.0 
NB  4  90.1  91.0 
DT  5  81.1  85.3 
ANN  6  87.93  88.2  
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dst =
∑n

i=1
|xsi− yti| (8)    

(iii) SVM classifier 
The SVM classifier is another popular algorithm for the pur

poses of predicting binary/multi-class classification and regres
sion in machine learning studies (Ahmed et al., 2019). It was first 
introduced by Boser and Guyon in 1992 (Modaresi and Araghi
nejad, 2014). Although it’s basic architecture was proposed by 
Vapnik in 1995. The general idea underlying SVM is to construct 
a hyperplane that allows input data to be divided into different 
classes in a high-dimensional space (Mohammed et al., 2018). 
Since it uses a high-dimensional space to detect a hyperplane 
using a kernel function, the SVM generates the least error in the 
binary classification (R. C. Chen et al., 2020; Khullar and Singh, 
2021). The right classification is given by the optimal hyperplane 
of SVM, which is optimized based on the minimum distance be
tween all predictors (Haghiabi et al., 2018). The maximum pre
dictor nearest to the hyperplane is used to calculate the best 
decision boundary (Khullar and Singh, 2021). The SVM classifier 
was implemented in this study using the same algorithm that was 
given in detail in Singh et al. (2011).  

(iv) XGBoost classifier 
Boosting is the most widely used algorithm of ensemble 

learning method that associates combining many weak classifier 
models (Bourel and Segura, 2018; Tanha et al., 2020). In ML 
studies, this technique has recently been extensively used to 
identify the potential models automatically in order to classifi
cation and regression (K. Chen et al., 2020). Moreover, this al
gorithm is a popular technique in a variety of machine learning 
problems, including feature selection, confidence estimation, 
missing features, incremental learning, error correction, and 
class-balanced data, among others (Polikar, 2012). Details algo
rithm of the XGBoost can be found in Tanha et al. (2020). To date, 
several boosting approaches have been developed including 
AdaBoost.MH, LogitBoost, GradientBoost, XGBoost, LightGBM, 
CatBoost, SMOTEBoost, RUSBoost, etc. The XGBoost is updated 
and optimized form of the gradientboost algorithm, which is first 
introduced and successfully implied by Chen in 2016 (Tanha 
et al., 2020). For performing water quality class prediction, the 
XGBoost algorithm was implemented in this research because this 

approach is effective, and versatile in real-world application 
(Bourel and Segura, 2018). The procedure of the XGBoost was 
applied in this study using the Uddin et al. (2022b) approaches. 

2.5.2. Input preparation and data pre-process for classifier 
Prior to commencing the application of classifiers algorithms, it is 

important to standardize predictors (water quality indicators) variables 
in order to optimize the model training errors. In this research, data 
standardized using the approach of Uddin et al. (2022b). Supplementary 
material 2 provides the standardize water quality indicators. For the 
purposes of obtaining better performance of classifiers, the present study 
was generated 10,000 random samples using Monte Carlo simulation 
technique according to the methodology of Uddin et al. (2022d). After 
obtaining WQI values for each WQI model, water quality classes were 
determined using the classification scheme in Table 3. Details of the WQI 
values for various models can be found in Table S2 (supplementary 
material 1). Once water quality classes were obtained, input dataset 
prepared for the prediction models, whereas it composes including 
seven predictors variables and four response attributes including 
“good”, “fair”, “marginal” and “poor”. Details input data can be found in 
the supplementary materials 2. When the input was prepared, four 
predictive models were developed for predicting water quality classes 
incorporating various WQI models. 

2.5.3. Models hyper-parameterization 
A number of parameters in the underlying algorithm influences the 

predictive model hyper-parameterization. Model performance and 
highest prediction accuracy of classifier(s) depends on best set of 
optimal parameters, that is called tuning parameters or hyperparameter 
(Qian et al., 2015; Thanh Noi and Kappas, 2017). Several techniques 
used for tuning the optimal parameters like random search (Bergstra 
et al., 2012; Florea and Andonie, 2020), Bayesian optimization (Victoria 
and Maragatham, 2021; Wang et al., 2018), genetic algorithm (Ange
lova and Pencheva, 2011; Yuan and Gallagher, 2005), Hybrid tuning 
technique (Serqueira et al., 2020; Szabo and Genge, 2020). Recently, a 
few studies have utilized the automated tuning technique for identifying 
the best parameters in order to obtain the higher accuracy of predicting 
models (Hamadi et al., 2013; Huang et al., 2020). Since the development 
of the automated tuning approaches, the application of this technique 
has increased because the typical tuning techniques may lead to set the 
wrong parameters, time consuming and computational coast is higher 
(Hamadi et al., 2013). For the purposes of the hyperparameterization, 
we used the classification learner app (CLA) with MATLAB R2021b in 
this research. The CLA is a compatible environment that allows users to 
optimize model hyperparameters using auto-tuning techniques. The 
dataset is divided into two groups: training (80%) and validation (20%). 
In details hyperparameters tuning process can be found in The Math
Works (1993). Table 5 provides the best-fitting predictive models and 
hyper-parameters for the four classifiers. Details of the settings param
eters and procedures for four classifiers are described below: 

For achieving the best performance of the XGBoost classifier, it’s 
required to optimize a few crucial parameters (Islam Khan et al., 2021; 
Uddin et al., 2022a). A number of parameters, including the maximum 
depth of the tree, the learning rate, and the number of learners, are the 
key tuning parameters in XGBoost, which determine the model 
complexity for predicting more accurately (Kavzoglu and Teke, 2022). 
Commonly, a larger depth of the tree is recommended for achieving 
higher classification accuracy (Zhang et al., 2021). Recently, several 
studies have reported that too many nodes in a tree may also lead to an 
over-fitting problem in a classifier (Latha and Jeeva, 2019; Wu et al., 
2020). Moreover, the learning rate is another crucial parameter that 
controls the step size at each iteration of an optimization algorithm as it 
advances toward a minimum of the loss function (Latha and Jeeva, 
2019; Wu et al., 2020). In order to determine the best set of parameters, 
we tested the value of “maximum depth” from 1 to 50, the learning rate 
ranges between 0.1 and 1, and the number of learners was tested 1000 

Table 5 
Optimized hyper-parameters of four predicting classifiers models.  

Model hypermeters Optimized 
value    

NB KNN SVM XGBoost 

Distribution Kernel – – – 
Kernel type Gaussian – cubic – 
Kernel scale – – 1 – 
Box constraint – – 4.86 – 
Iterations 30 30 30 30 
Support – – –  
Standardized true false true true 
Number of 

neighbours 
– 34 – – 

Distance metrics – City block – – 
Distance weight – Squared 

inverse 
– – 

Learning rate – – – 0.2 
Number of learners – – – 334 
Ensemble method – – – XGBoost 
Maximum depth – – – 5 
Subsample – – – 1 
Lambda – – – 1 
Multiclass method – – One-vs- 

all 
–  
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for all seven training sample subsets whereas other parameters were set 
at the default value. 

In the KNN classifier, the k plays a significant role in enhancing the 
prediction performance of the KNN (Akbulut et al., 2017; Thanh Noi and 
Kappas, 2017). To obtain a higher performance of the classifier, the 
present study used the automated Bayesian approach by implementing 
the CLA in MATLAB for the determination of the best value of k. In this 
research, the k values (k = 34) were obtained for all training sets, 
whereas other parameters were set as default. 

On the other hand, the SVM classifier is another widely used algo
rithm for solving multiclass classification problems (Thanh Noi and 
Kappas, 2017). In terms of obtaining higher value of accuracy of the 
SVM, several identical parameters play a vital role in improving the SVM 
classifier’s performance; the kernel function is one of them. Recently, 
different types of kernel have been widely utilized for predicting water 
quality using the SVM classifier in water research (Najafzadeh and 
Niazmardi, 2021). Commonly, four types of kernel functions, including 
linear, radial basis function (RBF), polynomial (cubic) and sigmoid 
kernels, are used most frequently in SVM algorithms (Kavzoglu & 

Colkesen, 2009; Talabani & Avci, 2019). In this study, the kernel func
tion was selected using automatic tuning of hyperparameters using the 
Bayesian optimization approach (Victoria and Maragatham, 2021). For 
predicting multiclass water quality, the present study determined the 
cubic polynomial kernel function for all training sets. In addition, many 
studies have revealed that the cubic polynomial kernel function is more 
effective than others for predicting water quality (Chia et al., 2022; 
Hanoon et al., 2022; Leong et al., 2021). The box constraint is another 
crucial parameter in the SVM model that controls the maximum penalty 
rate, which may help to avoid the overfitting problem in the classifier 
(Kienzle & Schölkopf, 2005; Piccialli & Sciandrone, 2022). The present 
study optimized the box constraint using an automated Bayesian tuning 
technique, whereas the optimal value of the box constraint was set at 
4.86 for all training sets in the SVM model (Table 5). 

In the case of Naive Bayes (NB), it is a widely used probabilistic 
classifier that is driven by Bayesian statistics (Banchhor & Srinivasu, 
2020). Recently, this classifier has been widely used for classifying the 
water quality and predicting the states in water resources management 
(Ali Haghpanah jahromi and Mohammad Taheri, 2017; Neha 

Fig. 2. A conceptual framework of this research.  
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Fig. 3. Proposed architecture of the confusion matrices of the multi-class classification predictive model of WQI model.  

Fig. 4. Z statistics of water quality indicators.  

Fig. 5. Statistical overview of various WQI model outcomes.  
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Radhakrishnan and Anju S Pillai, 2020; Suwadi et al., 2022; Venkata 
Vara Prasad et al., 2021). Mainly, the NB classifier’s performance de
pends on two identical parameters, including data distribution and 
kernel function. Commonly, the Gaussian data distribution function is 
widely used to obtain the highest performance of the classifier (Suwadi 
et al., 2022; Venkata Vara Prasad et al., 2021). (In contrast to other 
classifiers, the NB classifier does not require parameter optimization or 
the setting of any tuning parameters (s). That is one of the great benefits 
of the NB model in terms of cutting down on the time and cost of 
computation (Qian et al., 2015). 

2.5.4. Development process of predictive model 
The details of the process are presented in Fig. 2 below. After 

completing hyperparameterization, four selective models run in the 
Python 3.9 environment using the scikit-learn module, which is a built- 
in module with the capability of compiling several packages for machine 
learning. Moreover, for the purposes of ROC curve analysis, the Yel
lowbrick module was utilized in this study, which is specially designed 
for the analysis of multiclass classification and visualization of ROC and 
AUC of ROC. Finally, model results were evaluated and visualized using 
the Matplotlib library. All the analysis has been carried out in this 
research using the Python programming language. 

2.5.5. Evaluation criteria of predictive model 
In machine learning techniques, cross validation is widely used 

approach to evaluate the model’s performance. In this research, 10-fold 
cross validation was applied to measure the accuracy of the predictive 
model in order to allow multi-class classification. Moreover, in binary or 
multiclass classification, another technique is the ROC approach that is 
most commonly used for selecting the best predictive classifier model. In 
addition, the confusion matrices of the ROC curve are utilized to eval
uate the diagnostic results and assess the model performance. The 
confusion matrices are a cross-reference tables that store the number of 
occurrences between cells (Fig. 3). Fig. 3 presents the proposed archi
tecture of the confusion matrices of the classifier model for the solution 
of multi-class classification of the WQI model(s). 

For evaluating the classification performance of prediction models, 
the confusion matrices used to evaluate the performance of model ac
curacy and sensitivity in a machine learning technique. Commonly, a 
confusion matrices composes including four components (i) true posi
tive (TP), (ii) false negative (FN), (iii) false positive (FP) and (iv) true 
negative (TN). The present study, the accuracy, precision, sensitivity, F1 
score and area under the curve (AUC) of receiver operating character
istics (ROC) were used. Model evaluation metrics were computed using 
Eqs. (9) – (12) according to the methodology of Saberi-Movahed et al. 

(2022) and Mehrpooya et al. (2021). 
A ROC curve associated with the average value of the sensitivity for 

all possible values of specificity within a predicted classifier model 
(Mandrekar, 2010). In this study, the ROC curve was obtained by 
considering the cumulative percentage of WQI probability scores (on the 
x axis) and the cumulative percentage of WQI values occurrence (on the 
y axis). 

Accuracy is widely used criteria to evaluate the classification in 
machine learning approach (Mehrpooya et al., 2021; Saberi-Movahed 
et al., 2022). It is defined as follows: 

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(9) 

Another important measures precision refers to how close the mea
surements between the algorithm predictions and observations of the 
same classification are to each other. The precision of the model is 
expressed as follows: 

Precision =
TP

TP+ FP
(10) 

Usually, the true positive rate refers to the model sensitivity or recall. 
It measures how frequently the algorithm detects the correct classifi
cation from the given data whereas the actual correct classification has 
occurred in dataset. In particular, false negative are the classes that have 
labelled as negative by the classifier model whereas the observation 
classes are actually positive. The sensitivity is defined as follows: 

Sensitivityorrecall =
TP

TP+ FN
(11) 

The F1-score is another measure of a model’s accuracy on a data set. 
It is used to evaluate multiclass classification. It is an approach to 
harmonizing the precision and recall of the predictive model. The F1- 
score is obtained following: 

F1score = 2 ×
Precision× Sensitivity
Precision+ sensitivity

(12)  

where;.  

(i) TP: the actual observation indicates that water quality classes has 
classified accurately and the model predicted correct classifica
tion of water quality from the given data.  

(ii) TN: the actual observation indicates that water quality classes has 
classified accurately but the model detected incorrect classifica
tion of water quality from the given data. 

Fig. 6. Attributes of water quality indicators: (a) relative importance and (b) parallel coordinates for seven important water quality indicators.  
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(iii) FP: the actual observation refers that water quality classes has not 
classified accurately whereas the model also detects the incorrect 
classification of water quality from the given data.  

(iv) FN: the actual observation reveals that water quality classes has 
not classified accurately although the model predicted correct 
classification of water quality from the given dataset. 

2.6. Developing the ROC curve 

In general, the ROC curve computed the classification model that 
applies a probability, confidence interval or ranking to each prediction 
(Hamel, 2011). Several models, such as Nave Bayes (Fawcett, 2006), 
artificial neural networks (Hamel, 2011), and SVM, generate rankings as 
part of their algorithm (Cristianini & Shawe-Taylor, 2000). The pre
diction ranking is commonly employed in a ROC algorithm to achieve 
distinct decision thresholds in each prediction step, ranging from the 
highest to the minimum ranking value. Typically, prediction-rating 
values are used for classification to normalize decision threshold 
values between 0 and 1 where the default threshold is set to 0.5. In terms 

of model efficiency, the ROC curve was developed using the true positive 
and false positive rates at each threshold stage. Structurally, the traces a 
curve from lower left corner to upper right corner (diagonal) in the ROC 
curve. In order to model performance, the left part of the curve indicates 
the excellent performance thresholds (conservative) and the right part of 
the curve dealing with the poor decision thresholds (liberal) (Hamel, 
2011). In this study, the ROC curves were obtained from four predictive 
classifier models. These are presented in Figs. 9 and 10 respectively for 
the weighted and unweighted WQI models. Commonly, a ROC curve 
allows examining two basic features for testing the efficiency of the 
model/method:  

(i) To get the right classification, the ROC curve makes it possible to 
assess the overall performance of a predictor attribute. The sig
nificance of discrimination measures when analyzing an area 
under the ROC curve’s (AUC);  

(ii) It is to make it possible to compare efficiency between predictors 
in order to correct classification in terms of given classification 
schemes; and 

Fig. 7. Results of confusion matrices obtained from the tested four prediction models for the multi-class classification of water quality in Cork Harbour.  
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It offers to identify the optimal threshold value of the predictor 
variable that refers to the optimal cut-point of ROC associated with true 
positive rate (TPR) and the lowest false positive rate (FPR). 

2.7. Justification of predicted classification 

The ROC curve technique used to evaluate the performance of pre
dictive classifier model. Also, it is one of the most often used technique 
in machine learning approaches since it provides a variety of assess
ments in terms of model sensitivity and specificity (Morrison et al., 
2003). The ROC analysis has been used in several recent studies to 
validate predictive models and assess the discrimination capabilities of a 
continuous variable as a classifier (Cheryl A. Brown and Nelson, 2010; 
Yin, 2017). This technique widely used by the biomedical field in the 
mid-nineteenth century to evaluate the reliability of diagnostic tests 
(Mandrekar, 2010). In 2003, Morrison et al. (2003) applied this tech
nique to assess the beach water quality and its ability to identify water as 
suitable or unsuitable for swimming purposes. Cheryl A. Brown and 
Nelson (2010) provides in-depth analysis of this technique in order to 
assess water quality. In his analysis, Cheryl A. Brown and Nelson (2010) 
identify the optimal thresholds in the ROC curve associated with the 
excess water quality in the ocean. The present study has utilized this 
technique to evaluate the classification performance of WQI model. 
Details technique can be found in Brown and Nelson (2015) and Mor
rison et al. (2003). For the purpose of this analysis, three steps were 
followed in this study:  

(i) A common comparison matrix was computed in order to assess 
the overall discrimination capacity of multiple random variables 
for classification into four groups. Fig. 7 provides the confusion 
matrix for four predictive classifiers.  

(ii) Once the comparison matrix was obtained, it was used for the 
direct comparison of the abilities of different variables for the 
determination of how many classes were classified correctly (e.g., 
water quality as "good," "fair," "marginal" or "poor").  

(iii) Finally, the optimal cut-off point of ROC was used to determine 
the best WQI model, which is associated with the optimum 
sensitivity and specificity trade-off of the model classification. 

2.8. Evaluation of classification performance of WQI model 

The AUC of the ROC curve is an identical indicator for evaluating the 
model performance using AUC value; it expresses the overall measure of 
test performance and allows to define the level of prediction accuracy of 

predicted classes (Morrison et al., 2003; Tesoriero et al., 2017). It also 
provides the likelihood of model classification (Hamel, 2011). In the 
present study, we utilized the AUC value for evaluating the predicting 
performance of classifiers. In order to determine the correct classifica
tion, the prediction was then compared to the actual classes of water 
quality. The AUC value ranges from 0 (no discrimination capability) to 1 
(outstanding discrimination) (Walter, 2005). Five important in
terpretations could be useful to evaluate the classifier’s performance. 
According to Hosmer and Lemeshow (2004), the following 
interpretations:  

(i) Outstanding discrimination (AUC ≥ 0.9): the classifier model is 
capable to classify all classes correctly.  

(ii) Excellent discrimination capability (AUC = 0.8 – 0.9): there is a 
high chance that the classifier is classified correctly. 

(iii) Acceptable discrimination (AUC = 0.70 – 0.79): classifier per
formance is acceptable with a few misclassification  

(iv) Poor discrimination ( AUC = 0.5 – 0.7): classifier is classified 
features with higher wrong classification; and  

(v) The model has no discrimination capability (AUC ≤ 0.5): the 
classifier is not able to distinguish among classes. 

3. Results and discussion 

3.1. Statistical summary of WQI models input (indicators) and output 
(WQI scores) 

3.1.1. A statistical summary of WQI models input (indicators) 
Fig. 4 presents the Z statistics of water quality indicators in Cork 

Harbour during study period. Most water quality indicators were found 
within the limit of coastal water quality guidelines, except for DOX, 
MRP, DIN, TON and TRAN. (Table S1). As shown in Fig. 4, normal data 
distribution was found for the BOD5, MRP, and pH, whereas most in
dicators showed positive skew data distribution pattern except for the 
TRAN and TEMP (Fig. 4). Most water quality indicators Z scores were 
found to be between − 2 and + 2 with the exception of MRP. The results 
of Z statistics revealed that most indicators had a significant impact on 
water quality in Cork Harbour without BOD5, CHL and pH. Except these 
indicators, all indicators had presence the data outliers through the 
study period. 

3.1.2. A statistical summary of WQI models output (WQI scores) 
Fig. 5 shows a statistical summary of different WQI scores in Cork 

Harbour through the study period. Supplementary material 2 has more 

Fig. 8. Results of evaluation criteria for various classifiers.  
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information on the outcomes of different WQI models and their impli
cations for the status of the water quality. Compared to the weighted 
WQI models, a significant difference was found among models, whereas 
higher index variation was calculated for the WJ and SRDD models, 
respectively. With the exception of the Hanh index, there were no 
discernible differences between the models when compared to un
weighted models. However, a comparatively large index score variation 
was found in the weighted SRDD and WJ models in Cork Harbour over 
the study period. The results of the WQI scores were in line with the 
authors’ earlier studies (Uddin et al., 2022a, 2022b, 2022f). 

3.2. Selecting important predictors for the classifier model(s) 

In order to determine the effect of water quality indicators on clas
sification, the present study performed a relative importance analysis 
using the XGBoost algorithm. In this research, we found the out
performing impact of TRAN, CHL, AMN, and MRP on water quality in 
Cork Harbour. Fig. 6(a) shows the indicators of importance and their 
relative ranks. Moreover, in the present study, we utilized the parallel 

coordinates technique for the determination of relationships between 
water quality indicators and the tracing of the effectiveness association 
between them in various water quality classes. It was visualized in Fig. 6 
(b). It can be seen from Fig. 6b that the TRAN and CHL highly dominated 
on marginal water quality, whereas DIN showed a higher impact on the 
poor water quality in Cork Harbour. 

3.3. Results of confusion matrix 

The aim of the present study to compare the performance of the four 
machine learning classifiers in order to identify the best algorithms in 
terms of correct classification. The results of the classifiers were evalu
ated using five validation metrics (accuracy, precision, sensitivity, 
specificity, and F1 score) for the imbalanced dataset, the confusion 
matrices is one of them. Fig. 7 shows the confusion matrix for the four 
predictive classifiers models. In this analysis, 10,000 observations 
belonging to four classifications, including “good”, “fair”, “marginal,” 
and “poor”, were used to predict the classification. 

Fig. 9. Compare the ROC curves results among algorithms for various weighted WQI models.  
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(i) Confusion matrix results of NB classifier 
As shown in Fig. 7(a), good water quality is classified 99.2% 

correctly, whereas 0.8% is classified incorrectly. In contrast, the 
fair water quality class is correctly classified at 92.4% and 
wrongly classified at 7.6%, respectively. Whereas the marginal 
water quality is correctly classified at 89.6% and wrongly clas
sified at 10.4%. Similarly, for poor water quality, 52.0% of ob
servations are correctly classified, whereas 48.0% are incorrectly 
classified (Fig. 7a).  

(ii) Confusion matrix results of KNN classifier 
The results of KNN show that four water quality classes are 

100% correctly classified. There was no prediction error in the 
classification (Fig. 7b). That means the KNN model had an 
overfitting problem, which may be due to the imbalanced dataset 
(Japkowicz, 2000).  

(iii) Confusion matrix results of SVM classifier 
In the SVM classifier, an average of 95% of the observations are 

classified correctly for all water quality classes except for poor 
water quality (Fig. 7c). Only 78.5% of the observations were 
correctly classified into the poor class, whereas the remaining 
observations were classified wrongly.  

(iv) Confusion matrix results of XGBoost classifier 

The XGBoost is classified water quality 99.5% correctly for all water 
quality classes in Cork Harbour (Fig. 7d). 

Based on the confusion matrices results, in order to predict the cor
rect classification of water quality, the XGBoost showed outperformance 
when compared to the confusion matrixes of four predictive classifiers. 

3.4. Selection of the best predictive classifier 

For the purposes of the performance analysis of classifiers, the pre
sent study compared the four classification predictive models using their 
accuracy, precision, sensitivity, or recall, and F1 scores. Fig. 8 shows the 
performance results of various predictive models. In this research, pre
dictive accuracy was found to be 91%, 94%, 92%, and 100% for the NB, 
KNN, SVM, and XGBoost models, respectively. Compared to models, the 
excellent performance was found to be the XGBoost algorithm. The 
XGBoost model obtained the highest precision, sensitivity, and F1 
scores, whereas the SVM model provided the lowest accuracy, precision, 
sensitivity and F1 scores (Fig. 8). The results of the performance metrics 
indicate that the XGBoost algorithm is effective for predicting the cor
rect classification of water quality by incorporating the WQI model. The 
results of the predictive classifiers performance are line with those of 

earlier studies (Aldhyani et al., 2020; Islam Khan et al., 2021; Khoi et al., 
2022; Malek et al., 2022; Nasir et al., 2022). 

3.5. Performance analysis using ROC curve 

The ROC curve is widely used to evaluate the classification abilities 
of the classifier predictive model (Hamel, 2011; Savira and Suharsono, 
2013). Figs. 9 and 10 present the ROC curves for the various WQI 
models. They were obtained from the ROC curve technique using pro
posed multi-class classification schemes of coastal water quality as 
provided in Table 3 above. As seen in Figs. 9 and 10, excellent perfor
mance was found for the XGBoost and KNN classifiers for the prediction 
of water quality using weighted and unweighted WQI models. Whereas 
the SVM and NB classifiers showed the worst performance for the pre
diction of water quality using WQI models (Figs. 9 and 10). Compared to 
the all-predictive classifiers, the XGBoost model showed perfect per
formance for both weighted and unweighted WQI models. The results of 
ROC curves revealed that the XGBoost predictive classifier model could 
be effective and reliable to predict water quality class using WQI (Islam 
Khan et al., 2021; Khoi et al., 2022; Malek et al., 2022; Nasir et al., 
2022). 

Moreover, the AUC of the ROC curve is commonly used to measure 
the accuracy of the predictive model (Gonçalves et al., 2014; Savira and 
Suharsono, 2013). In this study, the AUC value was utilized to evaluate 
the overall performance of the predictive algorithm in order to classify 
water quality as good, fair, marginal, and poor. In this study, the AUC of 
ROC curves was calculated from the ROC curves of four predictive al
gorithms. According to Hosmer and Lemeshow (2004) classification 
based on the AUC value, the XGBoost model obtained the outstanding 
model discrimination for all weighted and unweighted WQI models. For 
all WQI models, the AUC of ROC was found to be 1, whereas the lowest 
values were computed for the SVM model. 

3.6. Evaluation of classification scheme 

The entire WQI index model final output composes several qualita
tive classes like as excellent, good, bad, very bad etc. A range of WQI 
models used various classification scheme to assess water quality. As a 
result, different method provides a number of interpretations for same 
water properties that contributes a considerable uncertainty to the 
correct classification of water quality. In that case, the present study 
proposed a universal classification scheme for coastal water quality that 
is given in Table 3. In order to evaluate the classification of water 
quality, the present study is utilized the ROC curve analysis technique. 

Fig. 10. Compare the ROC curves results among algorithms for various unweighted WQI models.  
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Recently, several studies applied this method to rank the water quality 
based on AUC of ROC curve (Asadollah et al., 2021; Garabaghi, 2021; 
Islam Khan et al., 2021). This method is particularly useful in finding the 
best cut-point value of ROC curve in terms of correct classification 
(Cheryl A. Brown and Nelson, 2010). For the purpose of water quality 
classification using WQI, the ROC curves were developed using four 
water quality classes, including good, fair, marginal, and poor. Fig. 11 
presents the ROC curves and AUC of the ROC curve for each water 
quality class. There was a significant statistical difference among the 
classifier models (at p < 0.05). As can be seen from the figure below, the 
XGBoost classifier correctly classifies all four water quality classes, 
whereas the remaining model shows excellent discrimination capability 

to distinguish between the four classes in accordance with Hosmer and 
Lemeshow (2004). The outstanding discrimination ability was found for 
the XGBoost model, whereas the AUC was obtained at 1.0 for each water 
quality class (Fig. 11d). 

Fig. 12 shows the prediction accuracy, precision, sensitivity, speci
ficity, and F1 score of various classifiers for predicting the water classes. 
As can be seen from the Fig. 11, the XGBoost classifier provided the 
highest accuracy for four water quality classes. The results of classifier 
evaluation metrics indicate that the XGBoost is the perfect classifier for 
predicting water quality using the WQI model. 

Fig. 12 present the prediction performance of four selected algo
rithms. Findings reveal that XGBoost is over performing other methods 

Fig. 11. ROC curves of four classifier predictive models for the multi-class classification of water quality using WQI.  
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based on all five indicators. In particular, for the “good” to “marginal” 
classes it shows outstanding performance, while for the “poor” class it 
also shows nearly 96% performance score by F1, precision and 
sensitivity. 

3.7. Class prediction error of classifier 

Fig. 13 presents the results of class prediction error for four classi
fiers. The highest class prediction error was found for the NB and SVM 
prediction models, whereas relatively less error was found in the KNN 
model. Compared to four classifiers, 99.9% of water quality classes were 
classified correctly by the XGBoost model. The XGBoost classified “poor” 
and “good” water quality nearly 100% correctly, while less than 2% 
prediction error was detected for the “fair” and “marginal” classes’ 
water quality (Fig. 13d). The results of the prediction error of classifiers 
consistent with those of earlier studies (Khoi et al., 2022; Malek et al., 
2022; Nasir et al., 2022). 

3.7.1. Optimization of class prediction error 
The present study used the discrimination threshold technique to 

minimize the class prediction error of the water quality index model. 
Commonly, it is the probability or score of the ROC curve that obtained 
from the tuning of the normal threshold values. This technique is widely 
used in machine learning studies to optimize the classification error in 
order to correct classification by classifier algorithm(s) (Zou et al., 
2016). Fig. 14 shows the discrimination threshold for the four predictive 
models. whereas on the x-axis presents the discrimination threshold 
level that is indicated by the FPR/FNR of classification; and the y-axis 
shows the percent of precision, recall, and F1 score of the predictive 
classifier(s) in terms of correct classification of water quality (Hossain 

et al., 2020; Zou et al., 2016). As shown in Fig. 14 below, the discrim
ination threshold can be found at 0.25, 0.67, 0.32, and 0.0 for the NB, 
KNN, SVM, and XGBoost classifiers, respectively. At a 0.0 discrimination 
threshold, compared to the four classifiers, the highest scores in preci
sion, recall, and F1 were found for the XGBoost model (Fig. 14d). The 
XGBoost model classified water quality 100% correctly after tuning the 
normal threshold of the ROC curve. Whereas the remaining classifiers’ 
precision, recall, and F1 scores were found between 0.80 and 0.95 
(Fig. 14d). The results of the discrimination threshold also indicate that 
the XGBoost classifier predictive model is effective for the classification 
of water quality correctly using the WQI model. 

As can be seen in Fig. 15 below, after tuning the normal threshold of 
ROC curve for the XGBoost model, the critical threshold values was 
associated at 0% false positive rate (FPR) and 100% true positive rate 
(TPR) of ROC curve for all (“good”, “fair”, “marginal” and “poor”) water 
classes. The perfect classification performance was found for all classes. 
The excellent discrimination of the ROC curve indicates the optimum 
cut-point that is associated with the highest TPR (correctly classified) 
and the lowest FPR (wrongly classified) in the ROC curve (Hosmer and 
Lemeshow, 2004). In Fig. 15 below, in the top-left corner, the black 
point indicates the optimum threshold of ROC. 

However, the critical threshold value of the ROC curve is an 
important measure for identifying the correct classification when a 
continuous variable is regarded as a discrete variable (classification). 
Therefore, the results of the critical threshold value of the ROC curve 
could help to improve the accuracy of water quality classification using 
the WQI model. Moreover, this approach might be useful for obtaining 
an accurate qualitative assessment of coastal water quality in order to 
reduce the uncertainty in the WQI model. 

Fig. 12. Prediction performance of various algorithms for predicting water quality classification using the WQI model.  
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4. Evaluation of WQI model performance 

Recently, several studies have applied the ROC curve technique to 
the selection of the best model or fitted dataset by comparing AUC-ROC 
values (Macskassy et al., 2005; Hamel, 2011; Walter, 2005). Moreover, 
the optimal threshold of the ROC curve allows determining the best 
performance point that is associated with model sensitivity and 1-spec
ificity (Hong, 2009). Commonly, the optimal threshold indicates the 
highest TPR and the lowest FPR in the ROC curve where the sensitivity 
and specificity are most closely related to the value of the area under the 
ROC curve. It means the absolute difference between the sensitivity and 
specificity values is the smallest at the optimal point of ROC. (Gonçalves 
et al., 2014; Hamel, 2011; Unal, 2017). 

Several studies utilized this technique to select the best model based 
on its classification performance (Zou et al., 2016). Commonly, the 
smallest cut-point value indicates the highest accuracy, and the largest 
value refers to the lowest accuracy of the classification. In this research, 
the best WQI model was selected using these approaches. The ROC curve 
with a pointwise 95% confidence interval was obtained from four 
weighted and three unweighted WQI models, respectively, using the 
best predictive classifier, the XGBoost model. 

Fig. 16 shows the pointwise 95% confidence intervals that are 
associated with the vertical averaging values of the ROC curves for fixed 
false-positive rates and averages the corresponding true-positive rates at 
each point. In Fig. 16, the red circle indicates the critical threshold value 
for each WQI model. As can be seen from the figure below, outstanding 
performance showed by the WQM and the NSF models with the lowest 
critical threshold values (Fig. 16a). Whereas, the AUC of ROC curves was 
measured at 0.98 and 0.96, respectively, for the WQM and NSF models. 
Relatively, excellent and acceptable discrimination capabilities were 
found for the SRDD and WJ models with higher critical threshold values, 
respectively (Fig. 16a). Compared to unweighted models, outstanding 
performance was observed for the RMS model with lower critical 
threshold values, whereas excellent performance was found for the AM 
and Hanh WQI models (Fig. 16b). The results of the pointwise 95% 
confidence intervals and critical threshold values indicate that the WQM 
and the NSF models could be effective for evaluating coastal water 
quality in order to correct classification, whereas the unweighted RMS 
model showed similar results. 

Fig. 13. Comparing the prediction errors of water quality classification between predicted and actual classes of the WQI model.  
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Fig. 14. Discrimination threshold plots for four predictive classifier models.  

Fig. 15. Region of ROC curve and optimal thresholds of water quality classes for water quality index model [figure outlined, and concept developed according to 
(Hamel, 2011)]. 
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4.1. Evaluation of water quality class in Cork Harbour using the XGBoost 
model 

The ultimate goal of this study was to classify coastal water quality 
using the WQI model in terms of correct classification. Table S2 (sup
plementary material 1) provides the details of calculated WQI values 
and water quality classes for monitoring sites in Cork Harbour. In this 
study, the lowest error and higher predictive accuracy were found for 
the weighted WQM and unweighted RMS models. The results of pre
dictive models recommended for the WQM and RMS index models could 
be classified effectively using the XGBoost model. In this section, Cork 
Harbour water quality from 29 monitoring sites was assessed using the 
WQM-WQI and RMS-WQI respectively, and then water quality classes 
were predicted using XGBoost. Fig. 17 and Fig. 18 shows the comparison 

results of water quality classes between WQI (actual class) and XGBoost 
models (predictive class) in Cork Harbour. The WQM model assessed 
"good" water quality at 27.6% (8) of the monitoring sites, whereas "fair" 
water quality was found for 72.4% (21) of the monitoring sites in the 
Harbour (Fig. 17a). On the other hand, the RMS model assessed "good" 
water quality at 52% (15) of the monitoring sites, and "fair" water 
quality was assessed at 42% (14) of the monitoring sites in the harbour 
(Fig. 18a). Whereas, the XGBoost model predicted 100% correct classi
fication of water quality in the Harbour for both WQI models (Figs. 17b 
and 18b). The comparison results indicate that the weighted WQM and 
unweighted RMS models could be effective for assessing coastal water 
quality in order to correct classification. 

Fig. 16. ROC with point predictions of water quality classification using XGBoost of various WQI models with a 95% confidence interval at each observation. The red 
circle indicates the critical threshold values of ROC. 

Fig. 17. Comparison between actual and predicted water quality classifications of WQM-WQI using the XGBoost predictive model.  

M.G. Uddin et al.                                                                                                                                                                                                                               



Process Safety and Environmental Protection 169 (2023) 808–828

826

5. Conclusion 

The main aims of this study were to develop a framework for 
assessing performance of WQI model in order to correct classification of 
coastal water quality. Four machine-learning classifier algorithms were 
utilized to identify the best algorithm for predicting water quality class. 
The main summary of this study are as follows:  

(i) Seven WQI models including four widely used and three newly 
proposed were assessed in this study  

(ii) XGBoost algorithm and KNN were showed the outperformed in 
order to correct classification of water quality  

(iii) XGBoost classified most water quality classes 100% correctly 
except “poor” classes.  

(iv) In terms of WQI model(s) performance, the weighted WQM-WQI 
and unweighted RMS-WQI models could be effective for assessing 
coastal water quality status correctly.  

(v) Both models were classified water quality into two classes 
including “Good” and “fair” water quality in Cork Harbour over 
the study period. 

However, as best of our knowledge, this study provides the first 
comprehensive approach to evaluate the performance of WQI model(s) 
adopting new classification scheme for multi-class classification of 
coastal water quality. Moreover, the results of this study could be 
effective in obtaining the proper classification of water quality, which 
might be useful to improve the WQI model accuracy, transparency, and 
reliability in account of the correct classification of coastal water qual
ity. The significant limitation of this research was that it did not consider 
the temporal variability of water quality indicators in Cork Harbour. 
Further studies should be carried out to assess WQI model(s) perfor
mance using temporal resolution of indicators, with other predictive 
classifier algorithm(s) included. However, in spite of its limitations, the 
findings of this study could useful for reducing the risk of model un
certainty due to inappropriate classification, which would provide 
insightful information to researchers, policymakers, and water research 
personnel. 
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