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ABSTRACT 
  Image classification demands major attention with increasing 

volume of available image data.  The paper has shown 

performance boosting of image classification after associating 

Bit Plane Slicing with Block Truncation Coding (BTC) for 

feature extraction. Here more significant bit planes were 

considered for extraction of feature vectors. RGB color space 

was considered to carry out the experimentation. A database of 

900 images was used for evaluation purpose.  
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1. INTRODUCTION  
Information associated to image has got diversified 

applications like entertainment, education, military services, 

criminology etc. Image databases are maintained to store these 

images in digital form. Huge amount of image data is 

generated everyday due to rapid evolution of image capturing 

devices.[1] Classification of images inside the database 

stimulates the searching process efficiency. Image 

classification creates an organized database by cataloging the 

images into analogous categories and objects. An image 

database with classified categories can have limited major 

classes to search from and it restricts the search only to the 

class of interest. Image Classification improves the speed of 

retrieval with better user satisfaction possibility.[2] 

 

 

2. IMAGE CLASSIFICATION 
Image classification requires extraction of feature vector from 

a heterogeneous collection of images. Color, shape and 

texture of an image are considered as the features used to 

classify images into limited categories. Averaging and 

Histogram techniques are used to derive the color feature of 

an image.[3,4,5] Texture is computed by using vector 

quantization and gradient and morphological operator is used 

for formulating the shape feature. [6,7,8,9,10]  Earlier 

approaches have implemented image classification with K-

means clustering with Block Truncation Coding and color 

moments.[11] Block Truncation Coding (BTC) has been used 

for image classification using six assorted color spaces alias 

RGB, Kekre’s LUV color space, YCbCr, YUV, YIQ, Kekre’s 

YCgCb solor space.[12]  

 

2.1 Block Truncation Coding 
Block Truncation coding is a simple compression algorithm 

which segments the image into nxn (typically 4x4) non 

overlapping blocks. [13, 14] In the year 1979 the algorithm 

was developed at the early stage of image processing. It was 

developed for the grayscale images and later extended for 

color images. In this algorithm the blocks are coded one at a 

time. The reconstructed block comprises of new values 

calculated from the mean and standard deviation for each 

block. The value of mean and standard deviation remains 

same as of the original block. 
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2.2 Bit Plane Slicing 
Bit Plane Slicing considers an image is segmented into 

different planes starting from Least Significant  Bit (LSB) to 

Most Significant Bit (MSB). 

An 8 bit binary vector can be used to denote the intensity value 

of each pixel and the value of each bit is either 0 or 1. Each bit 

plane can be represented as a binary matrix. [15,16]. This 

binary matrix is used further to generate image slices for the 

respective bit planes. The figure 1 shows the original image 

along with image slices for higher bit planes, also the image 

slice generated by accumulation of higher bit planes is shown. 

The bit plane of the image can be given as equation 1 where 

the original image is given as I(m,n), R is given as Remainder 

and floor(i) stands for round the elements to I nearest integers 

less than or equal to i. 

The equation of bit plane is given in equation 1 
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For each color component ( in the considered R,G, B 

colorspace) there are 8 bit planes. So for the image 24 bit 

planes are possible, here the higher bit planes are considered to 

generate image slices which are finally clubbed together for 

feature extraction as shown in Fig. 1 

Fig 1 

 

Original Image 

 

   Bit Plane5      Bit Plane 6        Bit Plane 7         Bit Plane 8 

    \ Image              Image               Image                  Image 

 

 

Amalgamated Image of Bit Plane 5,6,7 and 8 

 

3. PROPOSED IMAGE 

CLASSIFICATION TECHNIQUE 
RGB color space is considered in this work which consists of 

the base colors, viz., red(R), green(G) and blue(B). Mixture 

of these base colors in full intensities produces white color 

and if none is used it gives black color. Any desired color can 

be created if these base colors are mixed in different 

intensities. [17]. Average intensity value of each image is 

calculated for each of the R, G and B color planes for all the 

images in the database[18].  The formulae are given in 

equations 2, 3 and 4. 
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Each pixel value is compared with the derived mean value 

(TavR or TavG or TavB) to divide the image into two 

sections of upper intensity and lower intensity values 

respectively. Equations 5, 6 and 7 are used to derive the upper 

and lower binary planes (‘1’=higher than mean value, 

‘0’=lower than mean value) for respective color components. 

{),( jiBBr

TavRjiRif

TavRjiRif





),(...,....0

),(....,1

 

 

(5) 

  {),( jiBBg

TavGjiRif

TavGjiRif





),(...,....0

),(....,1

 

 

(6) 

{),( jiBBb

TavBjiRif

TavBjiRif





),(...,....0

),(....,1

 

 

(7) 

 

 

 

http://www.ijcaonline.org/


International Journal of Computer Applications (0975 – 888) 

Volume 47– No.15, June 2012 

 

38 

The mean upper and mean lower intensity values for the 

respective color planes are calculated as per the equation 8 

to equation13. 

 

 

 

Each color component of individual image is sliced into 8  

bit planes. Value of the higher four bit planes viz., plane 

numbers  5, 6, 7 and 8 are checked for each pixel of each 

color plane. The mean value of those pixels are calculated 

whose any of the values of bit plane 5 or bit plane 6 or bit 

plane 7 or bit plane 8 are equal to 1 as shown by equations 

14, 15, 16 

Comparison of each pixel is done with the mean pixel value 

thus obtained and two groups of pixels having higher value 

than the mean pixel and lower value than the mean pixel 

are derived.  The equations are given in equation 17, 18 and 

19 
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Mean upper pixel value and mean lower pixel value is 

calculated from the pixels having higher values than mean 

value and from the pixels having lower values than mean 

value respectively, as given in equations 20 to 25. 
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The four mean color values thus derived forms the feature 

vector of the image. These feature vectors are calculated for 

all the images in the database.  

4. RESULTS AND 

IMPLEMENTATION 
Image Classification using BTC with Bit plane slicing is 

implemented with Intel core 2 duo processor with 1 GB 

RAM.  The experiment is carried out in Matlab 

7.11.0(R2010b).  The proposed classification method is 

tested on an image database of 900 images. The image 

database has nine different categories. Each category 

comprises of hundred images. Some categories of the 

image database are taken from Wang’s database[19]. The 

nine different categories are Ganeshji, Sea Beaches, 

Sunflower, Candles, Dinosaurs, Elephants, Roses, Horses 

and Mountains. 

The classification success rate is found out by firing 900 

queries on the image database. Performance comparison of  

the proposed image classification method is done by  

considering the average classification rate of all these 

queries.

 

tionclassificaforconsideredqueriesofnoTotal

classifiedqueriesofNo
SuRate

.

.


 

The sample ensemble of images from the considered 

image database used in the database is given in Fig 2 

 

Fig .2 

Sample Image Database 

 

4.1 Performance Measure 
Mean Square Error (MSE) method is followed to compare 

the feature vectors of the database images with the query 

images. Equation 26 gives the formula for calculating 

MSE. 
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Performance measure of the technique is denoted by the 

success rate for the queries classified. The success rate is 

shown in equation 27 
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Comparison of average success rate is shown according to 

image categories in Table 1 for btc based image 

classification without bit plane slicing and with bit plane 

slicing 

Table 1 

Comparison of Average Success Rate 

The comparison of percentage success rate is shown in Fig. 

3 for proposed image classification using bit plane slicing 

versus image classification without using bit plane slicing.   

Fig. 3 

Comparison of Percentage Success Rate of Image 

Classification 

 

 

 

5. CONCLUSION 
Efficient analysis of image data can provide information of 

importance. Content based Image classification addresses 

the problem of efficiency improvement in image retrieval 

from diverse collection of images in image databases. This 

paper significantly points out that grouping of images into 

meaningful classes using BTC with plane slicing based 

improvises its performance. A database of 900 images is 

used as test bed for the proposed methodology. The result 

has shown enhancement in performance compared to the 

previous method of image classification without using bit 

plane slicing.  
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