Performance Comparison Of Ad Hoc Wireless Network Routing Protocols

Humaira Ehsan' and Zartash Afzal Uzmi?
!National University of Computer and Emerging Sciences, Islamabad, Pakistan.
*Lakore University of Management Sciences, Lahore, Pakistan,
humaira_79@yahoo.com | zartashi@lums. edupk

Abstract

fu recent years many protocols for ad hoc wircless
netwarks  have  been  developed bt overy litlle
information is evailable on the performance of these
pratocols. Affer describing the desivable characteristics
af an ad hoc network routing protocol this paper
provides ar overview of four existing od hoc wireless
rauting  protocols, which are Distance  sequence
distance vector (DSDV), Ad hoc on demand distance
vector (AGHY), iynamic seurce routing (SR} ond
Temparally vrdered rowting algerithm (TORA). The
perdarmgice comparison aof these fouwr protocols s
based on  simulations performed using  nerwork
simuigtor-2, The performance parameters anaflyzed are
the maohility vate, network load and neework size. The
paper deseribas  all the parameters used Jor he
simudations in defail and then compares ach routing
Profocal’s simulation results before arviving at a
conclusion as (o whicit Is the best one for ad hoc
nefworks.

1. Introduction

Wireless networks emerged in the 1970's, since
then they bave become inersasingly populur. The reason
of their populanty is that they provide access to
mformation regardless ol the geographical location of
the uscr, Wireless networks can be classified into two
fypes ic. infrastructured  and  infrastructureless
NeTwOrks,

Infrastructured wirclesys nenworks, alse known as
cellular networks, have fixed base satiaiions which are
connceled to other base stations through links. Mobile
nedes communicate with one anather through thesc
basc siations,

Infrastractureless wireless networks, also known as
ad hoe wircless networks, are a collection of wireless
mobile nodes that does not have any predefined
infrastruewre or cenmralized control such as base
stations. Ad hoc wireless networks are dilferent from
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other networks beeause of lollowing characteristics:
ahsence of centralized control, each node has wirelcss
imerface, nodes can move around freely which results
w frequent changes in network topalogy, nodes have
limiled amount ol resources and lack of symmetrical
linky i.c. rransmission does not usually perform equally
well in both directions.

2. Routing in Ad Hoc Wireless Networks

In wired networks in order to obtain the shortest
path wspally Distance Vector or Link state routing
protocols are used. These protocols do not perform well
in ad hoc wireless networks because wireless networls
have ltmited handwidth and there is no central control.
Therefore, modifications to these rouiing protocols or
totally new routing protocols are requived {or the ad hoc
wirgless domain. To perform well, routing protocols for
ad hoc wireless networks should address the following
185UE5:

Finding an optimal route: The protocol should find
an optimal route based on the wptimality metric
chosen. The metric for deciding optimality can be
hop count, delay, bandwidth, Toad or reliability, ete.

— Erergy gfficiens: Many nudes in ad hoc wircless
networks have limited battery power so they need to
use energy optirnally. The protocol should have
minimum possible  processing and  transmission
requirements.

~  Randwilth efficient: Tn these netwarks as cach node
has a Umited amount of energy and bandwidth so
the protocol should aim fo ecncralc minituem
possible tfraffic. This can be done by reducing the
number of peripdic updates.

- Convergence: Whenever the topology of the
network changes, the protocol should be able fo
vonverge to a stable siate in a reasonably small
amaount of dme.

= Loop free: Loops ars {formed in the network when
some packets remain in the network for syme time
without reaching their destination. A guod routing
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protoco] should ensure that i is loop free becausc
taops waste a lot of handwidih and packets in loaps
may never reach their desrination,

— Rowte Failure and recovery: Some mechanism
should be defined to discover route failurcs and
propagate that information. The new configuration
should converge fast to a stahle state,

—  Stale routes handfing. As the nodes of the nctworks
are mobile, routes become stale as a resull of node
movement. The protocol should  describe 2
mechanism to handle stale routes.

= Nodes movement speed: The protecol  should
perform welt for all speeds and types of nede
MOVCMEts.

= Pwrtitioned Networks: As a consequence of the {roe
movemenl of nodes, it is possible that few nodes
become isolated from rest of the nodes thar is they
get out of the transmission range of the remaining
nodes, In this manner, different groups of nodes will
be formed and such a scenario is characterized as a
partitioned network. The routing protocol should
address (his issue and sugpost sothe appropriate
strategy 1o handle this scenario.

= Nensypmmetrical Links © As the links in wircless
nerwotks  are  nommally not  symmetric L.
bidirectional, therelore the protocol  should
accommodale unidirectional links, There are many
exisling protacols which assume that the links are
symmetnic and their fanclonality and performance
is severely affected assuming a unidirectional
scenari,

= Mulriple Roures: A routing protocol should be able
to provide pmlople routes for a single source-
destination pair in order to reducc congestion on a
particular route. Multiple routes arc more useful in
mabile nctworks because in these networks the
frequent movement of nodes causes a lat of hink
failures. [f alternate roure are available, they can
reduce delay and inprove the packet delivery ratio.

=~ Load Balancing: The protocol should not overload
one node and should be designed o keep the load
even on all nodes. This will also help in avoiding the
OCLUITCTICL CONEESTIoN Ticar certain nodes.

= Seadabiiity: The performance of the protocol should
not be effecled by increasing or decreasing the
number of nodes in the network.

~ Sleep function: As nodes in an ad hoc wireless
network are chergy constrained thercfore some
nodes may decide 1 20 to sleep (inactive mode) for
some random period of time. The protocol should be
able to handle such nodes without cansing any eftect
on the rest of the nerwaork,
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The following parameters can be used to compare
the performance of various routing protocels [6, 9):
1. Packet delivery fraction: Throughpul
Average end to end delay of data packets
Rate of out of order delivery
Path Optimality
Routing traffic generated or Routing Overhead
MAC layer lrattic penerated
The following parameters can be varied while
benchmarking the performance of routing protocols
[10]:
1. Network size-measured in the number ol nodes
2. Network connectivity: Average number of nodes
connected 1o a sipglc node.
3. Link capacity: Link
bits/second
Fraction of unidirectional links:
Offered load: Traffic pattom
Mobility
Fraction of sleeping nodes
Therc are three maln categaries of routing protocols
for ad hoc wireless networks which are:
i.  Table driven routing protecols
2. Un demand routing protocols
3. Hvbrid routing protocols
We will discuss only first two categories in this

paper.
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3. Table Driven Protocols

These protocols are also called proactive protocols.
These protoculs find routes beiween all source-
destination pairs in the network and maintain the larest
routes information by sending periodic routc update
messages. The updates are sent even if no change in
lopolegy has ocewrred. In this category, prolocols have
been developed by neditying the distance vector and
link state  algorithms.  Protocols  store  rouling
information into various rowiing tables. Because of
perindic updates these protocols converge very slowly
and generate a lot of routing averhead that is why they
are not very suitable for ad hoc wireless networks.
Some of the existing table driven ad hec rtouting
protocols are:

1. Deslination Sequenced Distance Vector
2. Clustered Gateway Switch Rouling
3. Wireless Routing Protocol

3.1. Destination Sequences Distance Vector

This protocol is an adaptation of the Roubing
Information Protocol (RIP). It adds a sequence mumber



to the RIP routing table. This scyuence number field is
used to differentiate betwoen state and fresh roures [12],

Fuch node maintaing a routing tahle which contains
next hop information lor all reachable destinarions.
Each entry of the routing table consists of destination
address, the number of hops required o rcach the
destination and the scquence number reeeived trom that
destination. The sequence number associated with each
route is used to determine the freshness of a route.
Whencver a node receives new information about a
particular reute it compares scquence nmbers and the
one with the greatest sequence number is kepl while the
other one is discarded. If it receives two updates with
the same segquence number then the one with lower
number of hops is used.

The routing table is wupdaed by periodic
advertisements or whenever new  information s
available. Nudes send two types of updates ie., full
dump or meremental pdates. Full dumps are sent
periadically while incremental updates are event driven
i.e., whenever some route changes its update is sept to
the neighhors. 1n full dumps the whale routing table is
sent while in incremental updates just the latest updated
information is sent,

The perlormance of the protocol critically depends
o the periodic update interval value. I this value is
very small then there will be a very large routing
overhead hecause of the full dumps and incremental
updates and 1f this value is very small then there will he
delays in getting the latest routc informalion. This
protocol is highly untavorable for networks which have
high mohility and a large nuniber of nodes.

4. On Demand Prolocols

Protacols in this category do nat maintam the valwd
routes all the tiune. Reutes are ciscavered only when
they ave required that is why these protocols are called
on demand routing protocols. A few existing on-
demand routing protecais are:

Dynarnic Source Routing
On-Demand Distance Veclor Routing
Temporally Ordercd Routing Algorithm

o =

4.1. Dynamic Source Routing

in source rouling the sender determines the entire
path through which the pucket should travel and then it
explicitly appends that path in the packel header. Source
routing can be dynanuc or staric. This pratocol uses
dynamic source routing.

Each node maiptainsg a route cache, entrics in the
routs cache contain complete paths o different nodes.
The mute is determined either by making a hit in the
cache or by a route discovery process. When a source
node needs to send a packet to anether node it firse
checks its cache. [ an eniry for that particular
destination is present in the cache then it 1s used directlv
atherwise a route discovery process is initiated and this
process continues recursively untl the complele path o
the destination is computed. Once a route is known 1t is
then appended to the packet hoader and the packet is
forwarded along that particular route [3].

In route discovery process the sender generales a
route request packet. The route request packet contains
a route record in which the sequence of next hap
information is stored along with a unique request id.
The pair (suurce address, request 1d) uniquely identifies
cach route request packet. The source node broadeasts
the route request packer. All the neighbors receive this
request. [F any of them has cotresponding entry in its
cache for the destination node it will send a route reply
to the initiator with the complete route in it. If an entry
is not present in its cache it will further broadcast the
route request.

A route reply packet may be routed back 10 the
source using the path listed in the route reguesl packet
or the hode may also use some other route from its own
cache. One of the improvements to the protoco
suggesis that the nodes should use exponential hackoff
while sending o roule reply so that the node which has
shortest path is able to send first. Nodes also work in
promiscuous mode so that they can learmn ncw routes
from various rouie requests as well as reply and error
packets which are nol deslined for them. Duat this
promiscueus listening increases CPU overhead as a
areater number of packets need to be processed.

This protocol does nol gend any pertedic updates
but s1ill has routing overhead because of the fact that it
embeds the whole route in every packer. This overhead
increases with an increase in mobility of users and with
bursty traffic.

4.2. Ad hoc on Demand Distance Yector

In AQDY Each nede mainlains a rowting lable but
unlike the DSDV protocal 1t does not necessarily
cantain route to all other nodes. It uses a broadeasl route
discovery method similar to dyvamic source routing.
Instead of source routing it dynamically creates entries
in the routing tables of intermediate nodes.

Whenever a packet is generated [or a particular
node for which there is no entry in the routing table a
route request message is broadeasted. Each neighboring
node receives that packet and checks its awn routing
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table. If there is no entrv in the routing table this node
also broadeast the packet and also records in its table
the address of the node from which it reeeived the route
request packet. This entry is used in luture for
cstablishing the reverse path. Thesc ontrics are kept i
the routing table for a period of time in which the route
request packel can propagate through the whole
network and produce a roule reply packet. The request
mesgage is forwarded until it reaches some node which
has a fresh entry for the destination in ity routing table
or if reaches the destination. That final node then sends
a route reply packet. The entries in the routing tables of
the intermediate nades form the reverse path.

The roule reply packet travels along the reverse
path. Each nede which receives the route eply packet
sets a forward pointer to the node from which that
packet was received. In this way a forward path is
created from the source 1o tha destination on which data

. packels travel later on.

This protocol assumes that all links are syiinetric
ie. there are no unidirectional links. Based on this
agswmption it uses the same path to send a reply
message. It uses sequence mumbers to determine which
routes are fresh and which are stule [2].

This protocol uses a periodic helle messages to
determine local conneclivity. This mechanism is also
used 1o determine link fatlures. The rouling overhead
for this protocal is not as much as that for DSDV but it
increases with an increase in the wumber of nodes. The
protocol finds multiple routes between a source and
destination pair. This avoids overhead of perfarming a
new toule discovery il une of the links on one of the
routes fail and also allows the user to select and control
routes for load balancing or any such tasks. The route
cache is very useful in low mobility scenarios but for
high mobility when links are changing very quickly this
cache can become an overhead.

4.3, Tempaorally Ordered Routing Algorithm

TORA is designed 1o minimize reaciion to
topological changes. A key concept in its design is that
it decouples the generation of potentially far-reaching
control  message  propagation from  the rate of
topological changes [7].

The basic functionality of the protocol consists of
creating routes, maintaining routes and crasing routes,
The protocol medels the network as a graph; initiatly all
the edges i the praph ie., links in the network are
undireeted. Each hink can be undirected or directed [rom
nade 1 to node j or dirceted fram oode | W node i. Bach
node maintains a metric “height”. This metric is used in
assigning directions to links with each neighbor,
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Routes can be created in reactive or proactive
mode. Reactive mode route creation  requires
establishing a series of directed links from the source io
the destination node. This is done by consirucing a
dirceted acyclic graph rooted at the destination using a
query/reply process. When a route is required the source
broadcasts a QRY (query) packet to its neighbors. The
QRY packel is propagated until il is received by one or
more routers that have a toute Lo the destination. Uhe
router that has a route to the degtination sends an UPD
{update) packet to all its neighbors. The node which
receives a UPD packet sets its height one grearzr then
the hetght of the node from which it received the UPD
packel. In a proactive mode the destinalion initimes
route ereation by sending a OPT {optimization) packet,
which is then pracessed by the neighbors and torwarded
further.

Route maintenance is performed only for routers
that have a non null height. Ronters with a null height
are not used for computations. Reaction o link failure is
wnitiated only when a node loscs its last downstream
link. The protacol is designed such that the number of
nodes that participate in the failure rteaction s
minimum. No reaction is initiated to link activation,

§. Performance Comparison

For the purpose of a perfonnance comparison
detailed performance simulations are performed for four
main ad hoc routing protocels 1.e. DSR, AODV, DSDV
and TORA, The simulations are done using ns-2, We
have wused three wmetrics i.e. normalized routing
overhead, packet delivery fraction and average end to
end delay in our simulations to measure performance,

Nermalized routing overhead: This is the number of
routing packets rransmitted per delivery of a data
packer. Each hop transmission of a ronting packel is
counted as one transmission. This factor also tells us
something about the scalahility of the routing
protocol. If routing overhead increasecs with the
increase in mobality then thal pretocol is not
scalable.

— Dlacket delivery fraction: Tt i the ratio of data
packets received to packets sent. This alse tells us
about  the number of packets dropped
throughput of the network.

— Average end to end delay: This is the differcnce
berween sending time of a packet and receiving time
of a packet. This includes all possible delays caused
by butfering during route discovery lalency, queuing
at the interface guene, retransmission delays at the
MAC, and propagation and transfer times[9].
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5.1, Traffic Pattern

The traffic sources wsed in the simuolalions are
comtinuous bit rate (CBR). “TCP sowrces arc not vsed
because it effers a conforming lead to the newvork,
meaning that it changes the fime at which it scnds
packets based on its perception of the nerwarl?s ability
o carry packels. As a tesull, both the tme al which
each data packet 15 originated by its sender and the
position aof the nodc when sending the packet would
ditfer Dbetween the protocols, preventing a dircet
comparison between them.”™ [(1]

Tor the sumulations the sending rate s fixed w0 4
packets per second and the number of CBR sources is
varied. Varving CBR sources is squivalent to varying
the sending rate.

Traffic s generaled using the following parameters:
Traflic Type: CBR

No of nodes: 50

No of sources: 10, 20, 30 scurces

Rale ;4 packels per seeond

5.2, Muvement Model

The node movement generntor of ns-2 is used to
generate nude movement scenarios. The paramelers this
movement gencrator takes as imput are number of
nodes, pause time, maximum speed, field configuration
and gimulafion time. The parameter which is of primary
importance is pawse wme. Pause  time  basically
determings the mobility rate of the madel, as pause time
increases the mohility ratc decreases.

At the start of the simulations nodes are assigned
some  randon position within the specified  fleld
configuration, for panse time seconds nodes stay at that
position and after that they make & raidom movement lo
some other position. The movement speed is uniformly
distributed between O and maximum speed.

The following parameier values are used for
gencrating varicus mobility models:

Nutnber of nodes: 50 nodes

Panse times : 0, 5, 10, 15, 20, 25, 30, 35, 401, 45, 50, 53,
60, 65, 70, 75, R0, 83, 90, 95, 100 seconds,

Maximum spead: 20m/s

Field configuration: 15006x300

Simulation time: 10 seconds.

€. Performance Resulis
The simulativn resulls are presenied in this section

in the form of line graphs. Graphs show comparison
botween the four protocols and berween a different

numbers of sources o the basis of the afercmentioned
mefrics as a function of pause time.

6.1. Normalize Routing Overhead:

Graphs below show a compartson between all four
protocols on the basis of normalized routing overhead
using a different number of sources.

Figure 1: Normaltized routing load of protocois
for 1@ spurces

Figure 2: Normalized routing load of protocols
for 20 sources

Figure 3: Normalized routing load of protocnls
for 30 sources
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The routing overhead for TORA is maost for all the
cases because of the fact that it has overhead of both
tahle driven and on-demand routing techniques.

As DSDV iy a table driven routing pratoeol its
overhead is almost the same with respect to node
mobility.

When number of sources are [0 AODV performs
better then DSDV but as number of sources increases
ADDV overhead becomes more then DSDV. This is
becanse of the reasan that AQDV is on demand routing
protocol 50 as the number of sources increases the
number of routing packets also increages.

which result 1o lesser number of route discovery
requests then other protocols.

For DSDV, DSR and AQDV overhead decreases as
mobility ratc decreases and it converges to zero as
pouse time reaches 100 seconds ie. mubility reaches
Zero,

6.2. Packet Delivery Fraction

Gruphs 7-13 show 4 comparizon between all four
protogols on the basis of packet delivery fraction using

a different number of sources.

Figure 4: Normalized routing luad of DSR with
vurions number of sources

T T
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Figure 5: Normalized routing load of AODV with
varions number nf sourcey

¥igure 6: Normalized roufing load of TORA with
various number of sources

DSR’s performance is best as it has the least

averhead for all the cases. This is becanse DSH uses
caching and it is more likely to find routes in its cache
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Figure 7: Packet delivery Iraction of pretocels lor 11
sources

Figure 8: Packet delivery traction of protocols for 20
sourees

Figure 9: Packet delivery fraction of protnenls for 30
soRrees




All on demand protocols converge 1o almast a 100%
packet delivery fraction when the pause time reaches
100 ie., there is no mobility. DSR and AODYV performs
the best; their packer delivery iz alimost indegendent of
the number of sources as it is obvious from graphs 11-

2 that varying number of sources does pat cffect DSR
and ADDY that much.

DSDV performance is worst when mohility is high.
This poor performance is because of the reason that
138DV is not on demand and it keeps only one toute per
destination therefore lack of alternate routes and
presence of stale routes in the routing table when nodes
are moving at higher rate lzads to packet deops.

Figure 10: Packet delivery [raction of DSDV wilh
various number of sources

Figure 11; Packet delivery fraction of DSR with
various number of sources

Figure 12: Packet delivery fraction of AODV
various number of sources

with

Figure 13: Packet delivery fraction of TORA with
various numbher ol sources
6.3. Average End to End Deiay

Figure 14-17 shows comparison between all the four
protocols on the bagiy of average end 1o ¢nd delay using
a different number of sources.

Tigure 14: Average end v end delay of protoculs for
10 sourees

5

Figure 15: Average end to end delay of protocols for
20 sources
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Figure 16: Average end ¢o end delay of protocols for
30 sources

The average end to end delay for DSDV, DSR and
TORA is fairly beiow 0.1 second for all cases.

For AODV tke delay is tmuch more then ather
protocols and it increases as the number of sources and
mobility increases. As with an increased number of
sources and high mobility there are more link faihires
therefore there are more route discoveries. AQDV takes
more time dunng the route discovery process as first it
finds the route hop by hop and then it gets back to the
source by back fracking thal roule. All this Icads to
delays in the delivery of dara packets,

5

Awrén_e _End 16.End, De Iq.s.'
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Figure 17: Average end to end delay of DSR AQDY
and TORA

7. Conclusion

This paper compared Lhe four main ad hov routing
protocals. DER, AODV and TORA are all on demand
roiting  protocals which  wse  difforent  routing
mechanism while DSV is a table driven protocol.

Simulation tesults show that DSR outperforms all
other protocols in all scenarios and for all performance
meirics. DSR generates less routing load then AQTYV,
AOQDV sulfers from end o end delays while TORA has
very high rouling overhead. DSDV packet delivery
fraction s very low [(or high mobility scenarios. The
better performance of DSR is because it exploils
caching aggressively and maintains multiple routes o
destinations. This cachc can become a problem if we
increase the mobility and simutation time as then routes
will be changing more frequently and cache will have
stale routes mostly therefore in that casc it will not help
DSR in betier performance.
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