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Facial expression provides an important behavioral measure for studies of emotion, cog-
nitive processes, and social interaction. Facial expression recognition has recently become
a promising research area. Its applications include human-computer interfaces, human
emotion analysis, and medical care and cure. In this paper, we investigate various feature
representation and expression classification schemes to recognize seven different facial
expressions, such as happy, neutral, angry, disgust, sad, fear and surprise, in the JAFFE
database. Experimental results show that the method of combining 2D-LDA (Linear
Discriminant Analysis) and SVM (Support Vector Machine) outperforms others. The
recognition rate of this method is 95.71% by using leave-one-out strategy and 94.13%
by using cross-validation strategy. It takes only 0.0357 second to process one image of
size 256 X 256.

Keywords: Facial expression; feature representation; face recognition; principal compo-
nent analysis; support vector machine.

1. Introduction

Facial expression plays a principal role in human interaction and communication
since it contains critical and necessary information regarding emotion. The task
of automatically recognizing different facial expressions in human-computer envi-
ronment is significant and challenging. A variety of systems have been developed

2,7,18,19,21-23,27,30,34 These systems pOos-

to perform facial expression recognition.
sess some common characteristics. First, they classify facial expressions using adult
facial expression databases. For instances, the authors in Refs. 4,10,17,24 and 32
used the JAFFE database to recognize seven main facial expressions: happy, neu-
tral, angry, disgust, fear, sad and surprise. Chen and Huang® used AR database

to classify three facial expressions: neutral, smile and angry. Second, most systems
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conduct two stages: feature extraction and expression classification. For feature
extraction, Gabor filter,1732 PCA (Principal Component Analysis),%1%17 and ICA
(Independent Component Analysis)* are used. For expression classification, LDA
(Linear Discriminant Analysis),’»!%17 SVM (Support Vector Machine),* two-layer
perceptron,? and HMM (Hidden Markov Model)?® are used.

Facial expression recognition can also be applied to medical treatment of
patients. Dai et al.” proposed to monitor patients on bed by utilizing the facial
expression recognition to detect the status of patients. Gagliardi et al.!! investigated
the facial expression ability for individuals with Williams syndrome. Sprengelmeyer
et al.2% explored facial expression recognition of emotion for people with medicated
and unmedicated Parkinson’s disease.

Since JAFFE database is commonly used in measuring the performance of facial
expression recognition systems, we concentrate on applying our system on this
4,10,17,24,32 [ vong et al.l7
made use of Gabor filter at different scales and orientations, and applied 34 fiducial
points for each convolved image to construct the feature vector for representing
each facial image. After that, PCA is applied to reduce the dimensionality of fea-
ture vectors, and LDA is used to identify seven different facial expressions. Their
recognition rate is 92% for JAFFE database. Zhang et al.>? adopted Gabor wavelet
coefficients and geometric positions to construct the feature vector for each image
and applied two-layer perceptron to distinguish seven different facial expressions.
Their recognition rate is 90.1%.

Buciu et al.* tested different feature extraction methods such as Gabor filter
and ICA combined with SVM using three different kernels: linear, polynomial and
radial basis function, to check which combination can produce the best result. From
their experiments, the best recognition rate is 90.34% by using Gabor wavelet at
high frequencies combined with the polynomial kernel SVM at degree 2. Dubuisson
et al.' combined the sorted PCA as feature extractor with LDA as the classifier to
recognize facial expressions. Their recognition rate is 87.6%. Shinohara and Otsu?*
used Higher-order Local Auto-Correlation (HLAC) features and LDA to test the
performance. Unfortunately, their system is unreliable since the correct rate is only
69.4%.

In this paper, we present a systematic comparison of feature extraction and clas-

database and perform comparisons with other systems.

sification methods to the problem of fully automatic recognition of facial expressions
and to find the optimal solution to it. The rest of this paper is organized as fol-
lows. Section 2 describes the JAFFE database and the proposed methods. Section
3 presents the experimental procedure. Section 4 provides the experimental results
and performance comparisons. Finally, we draw conclusions in Sec. 5.

2. The JAFFE Database and the Proposed Methods

The image database we use in our experiments is the JAFFE (Japanese Female
Facial Expression) database.!” This dataset is used as the benchmark database for
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Fig. 1. Samples of two expressors containing seven different facial expressions.

researchers in Refs. 4, 10,17, 24 and 32. The database contains ten Japanese females.
There are seven different facial expressions, such as neutral, happy, angry, disgust,
fear, sad and surprise. Each female has two to four examples for each expression.
Totally, there are 213 grayscale facial expression images in this database. Each
image is of size 256 x 256. Figure 1 shows two expressors comprising seven different
facial expressions from the JAFFE database.

In the following, we briefly describe the methods used in facial expression
recognition.

2.1. Discrete Wavelet Transform (DWT)

Discrete Wavelet Transform (DWT)%20:33 is a suitable tool for extracting image
features because it allows the analysis of images on various levels of resolution. Typ-
ically, low-pass and high-pass filters are used for decomposing the original image.
The low-pass filter results in an approximation image and the high-pass filter gen-
erates a detail image. The approximation image can be further split into a deeper
level of approximation and detail according to different applications.

Suppose that the size of an input image is N x M. At the first filtering in
the horizontal direction of down-sampling, the size of images will be reduced to
N x (M/2). After that, further filtering and down-sampling in the vertical direction,
four subimages are obtained, each being of size (IN/2) x (M/2). Figure 2 shows the
sub-band decomposition of an N x M image, where H and L respectively denote
high-pass and low-pass filters, and |2 denotes down-sampling by a factor of 2.

The outputs of these filters are given by Eqs. (1) and (2).

+oo

ajlp) = Y lUn—2pla;[n] (1)
+oo

dipa[pl = Y hln—2pla;[n] (2)

n=—oo
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Fig. 2. Sub-band decomposition of an N x image.
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Fig. 3. First-level decomposition.

where [[n] and h[n] are coefficients of low-pass and high-pass filters, respectively.
Accordingly, we can obtain four images denoted as LL, HL, LH and HH. The LL
image is generated by two continuous low-pass filters; HL is filtered by a high-pass
filter first and a low-pass filter later; LH is created using a low-pass filter followed
by a high-pass filter; HH is generated by two successive high-pass filters. Figure 3
illustrates the first-level decomposition.

Every subimage can be decomposed further into smaller images by repeating
the above procedure. The main feature of DWT is the multiscale representation of
a function. By using the wavelets, a given image can be analyzed at various levels of
resolution. Since the LL part contains most important information and discards the
effect of noises and irrelevant parts, we adopt the LL part for further analysis in this
paper. We extract features from the LL part of the second-level decomposition. The
reasons are the LL part keeps the necessary information and the dimensionality of
the image is reduced sufficiently for computation at the next stage. Figure 4 shows
the two levels of DWT for a happy image from the JAFFE database.

2.2. PCA and 2D-LDA

Principal Component Analysis (PCA) is widely used for feature representation. In
this paper, we use PCA as a comparison with the 2D Linear Discriminant Analysis
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Fig. 4. Two-level decomposition of a happy image. (a) The original image and (b) the decomposed
subimages.

(2D-LDA).16 The central idea behind PCA is to find an orthonormal set of axes
pointing in the direction of maximum covariance in the data.'%2®
images, the idea is to find the orthonormal basis vectors or the eigenvectors of the
covariance matrix of a set of images, with each image being treated as a single point
in a high-dimensional space.'®

Since each image contributes to each of the eigenvectors which resemble ghost-
like faces when displayed, it is referred to as holon® or eigenface,?® and the new
coordinates system is referred to as the face space. Individual images can be pro-
jected onto the face space and represented exactly as weighted combinations of
the eigenface components. The resulting vector of weights that describes each face

In terms of facial

can be used in data compression and face classification. Data compression relies on
the fact that the eigenfaces are ordered, with each one accounting for a different
amount of variation among the faces. Compression is achieved by reconstructing
images using only those few eigenfaces that account for the most variability.?® It
results in dramatic reduction of dimensionality. Classification is performed by pro-
jecting a new image onto the face space and comparing the resulting weight vector
with the weight vectors of a given class.

Li and Yuan'® introduced a new approach for image feature extraction and
representation called 2D-LDA. The difference between LDA and 2D-LDA is that
in LDA, we use the image vector to compute the between-class and within-class
scatter matrices, but in 2D-LDA, we use the original image matrix to compute
the two matrices. They claimed that the 2D-LDA can achieve better results than
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other feature extraction methods, such as PCA, LDA and 2D-PCA.2® The idea of
2D-LDA is described below.

Suppose that we have M training samples belonging to L classes (L1,
Lo, ..., Ly). The training samples in each class are denoted as N; (i = 1,2,...,L).
The size of each training image A; (7 =1,2,...,M) is m x n. Our purpose is to
find a good projection vector, x, such that when A; is projected onto x, we can
obtain the projected feature vector, y;, of the image A ;.

y,=A;x j=12,...,M. (3)

Similar to LDA, we can find the between-class scatter matrix, TSg, and the within-
class scatter matrix, TSy, of the projected feature vectors by using training images.
The criterion is to project the images onto a subspace that maximizes the between-
class scatter and minimizes the within-class scatter of the projected data. Since
the total scatter of the projected samples can be represented by the trace of the
covariance matrix of the projected feature vectors, the Fisher linear projection
criterion can be described as

tI‘(TSB) - XTSBX
tr(TSw)  x7Swx

J(x) = (4)
where Sp = Y7 Ni(A; — A)T(A; — A) and S = 7 Sa e, (Ak — AT x
(Ar — A)).

The optimal projection, Xqpt, can be decided when the criterion is maximized.
That is, Xopt = argmax J(x). We can find out the solution by solving the generalized

eigenvalue problem. Therefore, if we choose d optimal projection axes x1,Xo, ..., X4
corresponding to the first d largest eigenvalues, then we can extract features for a
given image I. The following equation can be used for feature extraction.

y =1I[x1,Xa,..., X4l (5)

Since I is an m x n matrix and [x1,X2,...,Xq] is an n X d matrix, we can
form an m x d matrix, y, to represent the original image, I. We use the 2D-LDA
representation of the original image as the input feeding into the classifier at the
next stage.

2.3. RBF and SVM

Radial Basis Function Network (RBFN) is a two-layer, hybrid feed forward learning
network. It is a fully connected network and generally used as a classification tool.
It was first used for discrimination by Broomhead and Lowe® in 1988. In a RBF
model, the first layer from input nodes to hidden neurons is an unsupervised layer
and the second layer from hidden neurons to output nodes is the supervised layer.
This means that the first layer connecting input nodes and hidden neurons has
a unit weight and does not need training; however, the weights between hidden
neurons and output nodes must be trained. The biggest difference between RBFN
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and traditional neural networks is that RBFN only computes its optimal weights
one time but traditional neural networks have to adjust their weights for a couple
of times by using back propagation algorithm. In RBFN, each hidden neuron has a
symmetric radial basis function as an activation function. Typically, Gaussian-like
and direct or inverse multiquadric-like radial basis functions are mostly used as
activation functions. The purpose of the hidden neurons is to cluster the input data
and reduce dimensionality. The objective of the RBF network is to train input data
in order to minimize the sum of square errors and find the optimal weights between
hidden neurons and output nodes. Those optimal weights can classify effectively
the test data into correct classes. Figure 5 shows the architecture of a traditional
radial basis function network.

Support Vector Machine (SVM)?? is a learning system that separates a set of pattern
vectors into two classes with an optimal separating hyperplane. The set of vectors is
said to be optimally separated by the hyperplane if it is separated without an error
and the distance between the closest vector to the hyperplane is maximal. SVM
produces the pattern classifier by applying a variety of kernel functions (e.g. linear,
polynomial and radial basis function) as possible sets of approximation functions by
optimizing the dual quadratic programming problem, and by using structural risk
minimization as the inductive principle, as opposed to classical statistical algorithms
that maximize the absolute value of an error or a squared error.

The SVM is designed to handle dichotomic classes of input vectors.
Recently, researchers have expanded from two-class classification to multiclass
classification.'?'13 Different types of SVM are used depending upon the distribution
of input patterns. A linear maximal margin classifier is used for linearly separable
data, a linear soft margin classifier is used for overlapping classes, and a nonlinear
classifier is used for classes that are overlapped as well as separated by nonlinear
hyperplanes. Since we intend to recognize seven different facial expressions, we use
tree-based one-against-one SVMs to perform multiclasses classification.

Qutputs
¥1 P ¥

Basis
Functions

Inputs

Fig. 5. The architecture of a radial basis function neural network.
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3. Experimental Procedure

Our experimental procedure is categorized into three stages: preprocessing, feature
extraction and expression classification, as illustrated in Fig. 6.

3.1. Preprocessing

For the purpose of comparisons with the methods in Refs. 4,10,17,24 and 32,
we crop the original image of size 256 x 256 into 168 x 120 by removing the back-
ground influences. Since the illumination condition is varied to the images in JAFFE
database, we apply histogram equalization to eliminate lighting effects.

3.2. Feature extraction

We apply DWT to the cropped images two times and extract the LL area. Then
2D-LDA is used to extract important features from each image. We also test other
feature representations such as PCA, LDA, ICA and 2D-PCA for comparisons.

Pre-processing

Original Image
(256 x 256)

'

Cropped and Scaled
(168 x 120)

'

Histogram
Equalization

'

Feature Extraction

Discrete Wavelet
Transformation

(42 % 30)

'

2D-LDA Reduction

o A Xia
l Xy X; X2a
Classification
One-against one
Linear SVM
Xt X Xond

happy

Fig. 6. The experimental procedure.
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3.3. Expression classification

We adopt the linear SVM to identify seven facial expressions in the JAFFE
database. To handle the multiclass problem, we construct the tree-based one-
against-one SVMs as in Ref. 13. Different kernel types of SVM such as linear,
polynomial and radar basis function are also tested at this stage to compare the
performance with the linear SVM.

4. Experimental Results and Performance Comparisons

We apply cross-validation strategy as in Refs. 17,24 and 32 and leave-one-out strat-
egy as in Ref. 4 to perform comparisons with other existing systems. For the cross-
validation strategy, we randomly divide the database into ten segments in terms of
different facial expressions. Each time, we train nine out of the ten segments and
test the remaining segment. We perform the same procedure of training and testing
repeatedly for 30 times. At last, we average all the 30 recognition rates to obtain the
final performance of the proposed system. For the leave-one-out strategy, each time
we only test one image in each class, and the remaining images are used for training.

The experimental results show that our system can successfully meet the criteria
of accuracy and efficiency for identifying different facial expressions. For accuracy,
our proposed method can outperform other existing systems based on the same
database. The recognition rate of the proposed system is 95.71% by using leave-
one-out strategy and 94.13% by using cross-validation strategy. For efficiency, it
takes only 0.0357 second to process one input image of size 256 x 256.

Table 1 shows the performance comparisons among our proposed system and
the existing systems using the same JAFFE database. From Table 1, we observe
that no matter which strategy is used, the proposed system outperforms the others.
We also test the effects of different kernels of SVM, such as polynomial and radial
basis functions. In our experiments, linear SVM is most suitable for the JAFFE
database. It is because the feature vectors extracted by 2D-LDA are clustered in
each class and can be separated by the linear SVM. The results are shown in Table 2.
From our experimental results, we observe that 2D-LDA is superior to PCA, LDA
and 2D-PCA as the feature extraction method. We also compare the performance
among different feature extractions with different classifiers.

Table 1. The performance comparisons in JAFFE database.

The Existing Systems Strategy Generalization Rate
Lyons et al.l” Cross-validation 92.00%
Zhang et al.?? Cross-validation 90.10%
Buciu et al.* Leave-one-out 90.34%
Dubuisson et al.'° 87.60%
Shinohara and Otsu?*  Cross-validation 69.40%
Our proposed system Cross-validation 95.71%

Leave-one-out 94.13%
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Table 2. The performance comparisons of using different ker-

nels of SVM.
Recognition Rates

Kernel Functions Cross Validation  Leave-One-Out
Linear 94.13% 95.71%
Polynomial with degree 2 91.43% 92.38%
Polynomial with degree 3 92.86% 94.29%
Polynomial with degree 4 92.22% 93.33%
Radial basis function 85.71% 87.14%

Table 3. The comparisons of PCA, LDA, 2D-PCA, ICA and 2D-LDA.

Recognition Rates

Feature Extraction Testing Speed per

Methods Cross Validation  Leave-One-Out Image (second)
LDA + SVM 91.27% 91.90% 0.0367
2D-PCA + SVM 92.06% 93.33% 0.0357
ICA 4+ SVM 93.35% 93.81% 0.0359
PCA + SVM 93.43% 94.84% 0.0353
2D-LDA + SVM 94.13% 95.71% 0.0357

Table 4. The comparisons of PCA, LDA, 2D-PCA, ICA and 2D-LDA.

Recognition Rates

Feature Extraction Testing Speed per

Methods Cross Validation  Leave-One-Out Image (second)
LDA + RBFN 26.67% 27.711% 0.0351
2D-PCA + RBFN 25.24% 26.67% 0.0349
ICA + RBFN 27.14% 27.43% 0.0347
PCA + RBFN 36.67% 37.21% 0.0346
2D-LDA + RBFN 37.14% 37.711% 0.0347

Table 5. Confusion matrix using cross-validation strategy.

Angry Disgust Fear Happy Neural Sad  Surprise Total

Angry 30 30
Disgust 1 28 29
Fear 2 27 1 2 32
Happy 30 1 31
Neural 30 30
Sad 3 1 27 31
Surprise 2 28 30
Total 213

In Tables 3 and 4, we show performance comparisons of using PCA, LDA, 2D-
PCA, ICA and 2D-LDA with SVM and RBFN. We observe that SVM is the best
classifier; however, RBFN is unreliable since the recognition rate is unsatisfied. In
Tables 5 and 6, we show the confusion matrices of the correct and false numbers
under cross-validation and leave-one-out strategies for facial expressions. All the
experiments are processed in the Matlab 7 environment under XP and Pentium
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Table 6. Confusion matrix using leave-one-out strategy.

Angry Disgust Fear Happy Neural Sad Surprise Total

Angry 30 30
Disgust 1 28 29
Fear 1 29 1 1 32
Happy 29 1 1 31
Neural 30 30
Sad 2 1 28 31
Surprise 30 30
Total 213

IV with 2.80 GHz. The speed of the proposed method is fast. It only takes about
0.0357 second to process a testing image.

5. Conclusions

In this paper, we investigate various feature representation and expression classifica-
tion schemes to recognize seven different facial expressions on the JAFFE database.
Experimental results show that the proposed system using DWT, 2D-LDA and lin-
ear one-again-one SVMs outperforms others. The recognition rate of the system
is 95.71% by using leave-one-out strategy and 94.13% by using cross-validation
strategy. It takes only 0.0357 second to process one input image of size 256 x 256.
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