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Abstract. In the recent years, many polling schemes for Bluetooth networks have been proposed and evaluated. To the authors knowledge,
however, analysis has been carried out mainly through computer simulations and, up to now, no mathematical treatment of this topic has
been presented. In this paper, we propose an analytical framework for performance evaluation of polling algorithms in Bluetooth piconets.
The analysis is carried out by resorting to an effective and simple mathematical method, called Equilibrium Point Analysis. The system is
modelled as a multidimensional finite Markov chain and performance metrics are evaluated at the equilibrium state. The analysis is focused
on three classical polling schemes, namely Pure Round Robin, Gated Round Robin and Exhaustive Round Robin, which are compared in
terms of packet delay, channel utilization, and fairness among users. Both analytical and simulation results are presented for three relevant
scenarios, in order to validate the accuracy of the analysis proposed.
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1. Introduction

Originally born as a wireless replacement for cables connect-
ing electronic devices, Bluetooth has been gaining a lot of
consideration and attention by the scientific community in the
last few years. The ability of Bluetooth devices to form small
networks called piconets, opens up a whole new arena for ap-
plications where information may be exchanged seamlessly
among the devices in the piconet. Typically, such a network,
referred to as a WPAN (Wireless Personal Area Network),
may consist of a mobile phone, laptop, palmtop, headset, and
other electronic devices that a person carries around in his
every day life. The WPAN may, from time to time, also in-
clude devices that are not carried along with the user, e.g., an
access point for Internet connection or sensors located in a
room. Moreover, devices from other WPANs may also be in-
terconnected to enable information sharing. The commercial
success of WPANs is intimately linked to their ability to sup-
port advanced digital services, like audio and video stream-
ing, web browsing, etc. In such a scenario, the performance
aspects of the radio technologies involved appear of primary
importance. For Bluetooth, in particular, the design of effec-
tive polling schemes is an attractive issue, due to its poten-
tially dramatic impact on system performance.

Polling schemes have been extensively studied in the last
decades and exact analysis has been performed for many poli-
cies [12,14,15]. Nevertheless, the application of such results
to the specific case of Bluetooth appears rather difficult be-
cause of the Time Division Duplex (TDD) nature of Blue-
tooth links. This consideration has driven many researchers
to investigate the performance achieved by classic polling
schemes in Bluetooth piconets, and has fostered the design of
new, effective polling strategies [3,5,7,8,18] for Bluetooth. To
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the knowledge of the authors, however, no theoretical treat-
ment of Bluetooth polling schemes has been presented in the
literature.

In this paper, we provide a simple mathematical model for
a Bluetooth piconet. Our primary interest is to evaluate, by
analytical methods, the performance of exhaustive and semi-
exhaustive polling schemes for a Bluetooth piconet. It is, in-
deed, widely acknowledged that exhaustive disciplines are a
valuable choice [13] when aggregated throughput and chan-
nel utilization are of primary interest. In particular, we con-
sider three basic disciplines: Pure Round Robin (PRR), Gated
Round Robin (GRR) and Exhaustive Round Robin (ERR).

Unfortunately, the exact analysis of such polling strategies
for a Bluetooth-like TDD system may result practically un-
tractable. For instance, given a piconet with N active slaves,
the delay analysis for the exhaustive polling strategy (using
the so-called buffer occupancy method [12]) would require
the solution of order of (2N)3 equations. To overcome this
drawback, we resort to an approximate method, based on the
so-called Equilibrium Point Analysis (EPA).

The EPA was first introduced by Tasaka [16] to study the
dynamic behavior of the R-ALOHA protocol, generalizing a
concept introduced by Kleinrock and Lam [11] and, indepen-
dently, by Carleial and Hellman [4]. The EPA method is gen-
erally used to obtain an estimation of the performance yielded
by Markovian systems. The basic idea is to evaluate the per-
formance of the system in its equilibrium point. An equi-
librium point may be described as an attractive point in the
state space of the system. At the equilibrium, the sum of the
stochastic forces that act on the system is, on average, zero.
Hence, the system statistically tends to gravitate around that
point [17]. This intuitive notion of equilibrium can be given a
precise mathematical setting by considering a random vector,
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β(·), representing the state of the system, and by setting

E
[
β(n + 1) | β(n) = b

] = b. (1)

This gives rise to a set of equations that can be interpreted as
equilibrium curves in the state space: the solution of the sys-
tem is given by the points where the curves intersect. (Note
that, in general, it is possible to have more than a single equi-
librium point, as happens, for example, for the ALOHA sys-
tem [4].)

In order to apply the EPA method to the case of inter-
est, we first describe the system as an appropriate discrete-
time homogeneous Markov chain. Then, we define the sta-
bility conditions, which, in turn, force the system to present
a unique equilibrium point. Hence, we solve the system of
equilibrium equations given by (1), for the different polling
strategies considered. Finally, we compute the performance
metrics, namely packet delay, channel utilization and fairness
(which will be defined in the following), at the equilibrium
point. It may be worth noticing that, in some papers, stabil-
ity issues are not taken into account and unstable systems are
simulated, giving completely misleading results.

The paper is organized as follows. In section 2, we provide
a mathematical model for the system, and introduce the sim-
plifying assumptions that make the problem mathematically
tractable. In section 3, we derive the equilibrium equations
for the three disciplines considered (PRR, GRR, ERR) and the
stability conditions. In section 4, we define the performance
metrics and derive their expressions at the equilibrium, for the
three polling strategies. In section 5, we present and discuss
simulation and analytical results for some case studies. Fi-
nally, in section 6, we present our conclusions and point out
open issues and future work.

2. System model

The scenario we consider is a single piconet with N active
slaves, i.e., N full-duplex links. We model the system as a
network of 2N queues, two for each link (one for the master-
to-slave and one for the slave-to-master transmissions), so
that the master node will appear as formed by N (indepen-
dent) queues. We assume that the processes of arrivals at
the various nodes are independent, neglecting the possibil-
ity of two slaves communicating through the master. We as-
sume that the packet arrivals processes can be modelled as
independent Poisson processes. Although it is widely ac-
knowledged that Markovian models are not completely suited
to describe traffic patterns in modern packet switching net-
works, this is a classical assumption that, on the one hand,
lends itself to a simple mathematical treatment and, on the
other hand, makes it possible to compare our results with
some recent literature, e.g., [8]. At this stage of the work,
moreover, we consider only single-slot packets, more pre-
cisely DH1 packets. The introduction of multi-slot packets in
the model would raise many important issues, like the inter-
action between Segmentation-And-Reassembly (SAR) policy

and the polling scheme employed [8], and would require fur-
ther analysis that we defer to future works.

In the rest of the paper, we adopt the following conven-
tions. Links are enumerated from 1 to N , according to the or-
der they are served in the polling cycle. Each node (or, equiv-
alently, each queue) is uniquely identified by the pair (i, t),
where i ∈ {1, . . . , N} indicates which link we are referring
to, while t takes on the value M for the master’s queue and
S for the slave’s queue. The intensity of arrivals (in pack-
ets/s) at node (i, t) is denoted by λi,t . Then, denoting by
T = 0.625 ms the Bluetooth time slot duration, the normal-
ized traffic offered to queue (i, t) is given by Gi,t = λi,t T .
For the generic lth polling cycle, we define xi,t (l) as the
length of the queue (i, t) when the node enters the lth service
period, while yi,t (l) indicates the total number of packets sent
by node (i, t) during that service period. The time duration
of the service period for the link j , that is, the time the link
j holds the token for, is denoted by S(j, l). Finally, Ni,t (u)

denotes the number of packets that arrive at node (i, t) during
the generic time interval u.

In order to obtain a homogeneous Markovian model, we
observe the system in an asynchronous manner, that is, we
look at each queue when it is polled. In synthesis, we define
the state of the system at step l as the vector

β(l) = [
x1,M(l), x1,S(l), x2,M(l), . . . , xN,S(l)

]
.

At each cycle, the number of packets queued at a given node,
when the node gets the token, is given by the number of pack-
ets queued at the previous cycle, minus the packets sent dur-
ing that cycle, plus the new arrivals. Since the generic link i

is preceded by i − 1 and followed by N − i + 1 other links
in the polling cycle, the one-step evolution of the system state
can be expressed by the following the set of equations:

xi,t (l + 1)= xi,t (l) − yi,t (l)

+ Ni,t

(
i−1∑
j=1

S(j, l + 1) +
N∑
j=i

S(j, l)

)
; (2)

for i = 1, 2, . . . , N , t = S,M . For almost all schemes of
practical interest, the statistics of S(i, l) and yi,t (l) depend
just upon β(l). Hence, under the assumption of Markovian
arrivals, the system can be described by a Markov chain and,
at least in theory, it could be solved using the well-known
classical techniques [12,14,15].

In practice, an exact analysis is feasible only for the case of
Pure Round Robin (see, for instance, [10]). On the contrary,
the exhaustive and semi-exhaustive polling strategies applied
to the Bluetooth network topology appear much more critic to
be studied. The difficulties arise from the lack of closed-form
expression for the statistic of the depletion time of a master–
slave couple, when the ERR and GRR strategies are consid-
ered. Moreover, the expectation of such time can be computed
only numerically. Using the buffer occupancy approach [12]
to compute the average length of queue (i, t) when polled,
we end up with a system of (2N)2 non-linear equations that
has to be solved with the aid of a computer program. Further-
more, an exact delay analysis could be carried out by solving a
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system of (2N)3 equations. Although possible in theory, this
approach has shown not to be feasible in practice, due to the
extremely high amount of time necessary to solve the system.

On the basis of these considerations, we attempt to solve
the problem in an approximate manner, reducing the analysis
to a computable one. To this purpose we resort to EPA, a
method that, indeed, allows us to reduce to a system of (still
nonlinear) 2N equations.

3. Equilibrium point equations and stability conditions

Applying (1) to (2), we get a system of 2N equations, whose
solution gives the equilibrium point. For the generic node
(i, t), with i = 1, 2, . . . , N and t = S,M , the equilibrium
equation can be written as

E

[
bi,t − yi,t + Ni,t

(∑
i<j

S(j, l + 1) +
∑
j�i

S(j, l)

)∣∣∣
β(l) = b

]
= bi,t , (3)

where the vector b = [b1,M, b1,S, . . . , bN,S] that satisfies the
system is the equilibrium point.

The system does not lend itself to a simple solution. In
order to simplify it, we need to introduce some heuristics.
In the case of a single equilibrium point, what we do with
EPA is somehow equivalent to approximate the stationary
probability distribution of an ergodic Markov chain with a
unit impulse [17]. Hence, it is reasonable to assume that, in
equilibrium, we have E[S(j, l + 1)|β(l) = b] ≈ E[S(j, l)
|β(l) = b]. Under this assumption (whose effectiveness will
be proven by means of computer simulation), equation (3) be-
comes:

E

[
bi,t − yi,t + Ni,t

(
N∑

j=1

S(j, l)

)∣∣∣β(l) = b

]
= bi,t . (4)

According to our assumptions, the process of arrivals at node
(i, t) is Poisson with intensity λi,t . Thus, exploiting the lin-
earity of expectation, (4) may be expressed as

λi,t ·
N∑

j=1

E
[
S(j, l) | β(l) = b

] = E
[
yi,t | β(l) = b

]
. (5)

Note that, the equation does not contain the walk time, i.e., the
time elapsed between the end of the service period for a link
and the beginning of the service phase of the successive link
in the polling cycle. The walk time, however, can be included
in the expression of the link service time S(j, l).

The system obtained by (5) for i = 1, 2, . . . , N and t =
S,M , gives the equilibrium point b = [b1,M, b1,S, . . . , bN,S].
In order to solve the system, we have to express the service
times S(j, l), and the number of served packets yi,t , as func-
tions of b. Such functions are, however, strictly related to the
specific polling strategy adopted. In the following, for each
one of the strategy proposed, we derive the algebra to solve

the system and the stability conditions that guarantee the pres-
ence of a single equilibrium point.

3.1. Pure Round Robin

Pure Round Robin (PRR) is the most basic polling schemes.
When polled, each station responds with a single packet,
which can be either a data or a dummy packet. Then, the
master turns to the next slave in the polling cycle. Although,
in general, it offers poor performance (see [2] for an in-depth
discussion), it is implemented in almost all the Bluetooth de-
vices that are now available on the market. This is essen-
tially due to the necessity of keeping the complexity of the
firmware as low as possible, in order to reduce the manufac-
turing costs and lower the power consumption. PRR does not
require complex logic to be embedded on the chip and, thus,
it results the most attractive choice for low-cost and power-
aware solutions.

For Pure Round Robin (or limited-1 polling, as it is some-
times referred to) we get that each queue behaves like a sta-
tistical multiplexer (SMUX) [10], with packet length 2NT

seconds. Thus, using standard methods [10,15], we easily get
the following solution for the equilibrium equation (5):

bi,t = 2λi,tNT (1 − λi,tNT )

1 − 2λi,tNT
. (6)

Indeed, since the master has no knowledge of the state of the
queues at the slave’s side, it has to poll all the slaves at every
cycle. In other words, this is a sort of time-division multi-
ple access (TDMA) system, with 2N users sharing the same
channel on a per-slot basis.

The stability condition, which can be derived from basic
queueing theory, requires that the average number of arrivals
per cycle, at each node, is less than one. In formula, we have

Gi,t = λi,t · T <
1

2N
, i = 1, . . . , N; t = M,S. (7)

3.2. Gated Round Robin

In the case of gated service policy, only the packets buffered at
the station when it gets the token are served, while the packets
that arrive during the service time are set aside to be served at
the next cycle. Hence, for the gated policy, we have yi,t (l) =
xi,t (l), and (5) becomes

bi,t = λi,t ·
N∑

j=1

E
[
S(j, l) | β(l) = b

]
. (8)

In order to derive the conditioned expectation of the service
time S(j, l), we assume that the end of the service phase is
signalled by exchanging a couple of void packets (POLL-
NULL). The service time is, thus, given by

S(j, l) = 2T · [1 + max
{
xi,M(l), xi,S(l)

}]
.

Consequently, at the equilibrium point, we have

S(j, l)(eq) .= E
[
S(j, l) | β(l) = b

]
= 2T

[
1 + max{bi,M, bi,S}], (9)
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where (eq) denotes that the quantity is evaluated at equilib-
rium. Putting (9) in (8), we get a system of 2N non-linear
equations of kind

bi,t = λi,t · 2T
N∑

j=1

[
1 + max{bi,M, bi,S}], (10)

whose solution gives the equilibrium point for the GRR strat-
egy.

In order to derive the stability condition for the GRR strat-
egy, we refer to [12,16]. The stability condition, hence, may
be expressed as

N∑
i=1

�i < 1, (11)

where �i is the load factor of the ith master–slave pair. This
parameter is usually defined as the average number of pack-
ets generated by the link during the average customer service
time. In our case, the customer service time is 2T , i.e., the
time needed to serve a single packet from both the master and
slave queues. Hence, �i is given by the expectation of the
maximum of two independent Poisson variables, with para-
meters 2T λi,M and 2T λi,S , respectively. Note, that the above
condition does not depend on the walk times of the system.
Denoting by κi,t a Poisson random variable with parameter
2T λi,t , we have

�i = E
[
max{κi,M, κi,S}]. (12)

Setting

�λi,t (n) =
n∑

k=0

(2T λi,t )
k

k! ,

after a few algebra, equation (12) can be written as

�i =
∞∑
n=0

1 − e−2T λi,M−2T λi,S · �λi,M (n) · �λi,S (n). (13)

Merging (13) with (11), we obtain the stability condition for
the gated policy:

N∑
i=1

∞∑
n=0

1 − e−λi,M−λi,S · �λi,M (n) · �λi,S (n) < 1. (14)

3.3. Exhaustive Round Robin

In the exhaustive service discipline, the token is held by a
link until both master and slave queues are empty. Then, a
POLL-NULL cycle takes place and the token is passed to the
successive link in the polling cycle.

The number of packets sent at each service phase is, then,
given by yi,t (l) = xi,t (l) + Ni,t (S(i, l)). Consequently, the
equilibrium equation (5) can be written as

bi,t = λi,t ·
∑
j �=i

E
[
S(j, l) | β(l) = b

]
. (15)

The equilibrium equations are completely defined once
computed the conditioned expectations of the link service
time S(j, l), for each link. In the exhaustive case, this time co-
incides with the depletion time of a master-slave pair, whose
calculation is addressed in appendix A.

Furthermore, we observe that the stability condition for the
ERR policy is again (14), as derived for GRR.

4. Performance metrics

In this section, we define the performance metrics considered
and provide their expressions at the equilibrium point, for the
three polling strategies. Note that, in general, the equilibrium
point belongs to the real (2N-dimensional) space. Before ap-
plying EPA, thus, we need to interpolate somehow the func-
tion E[S(j, l) | β(l) = b] from N

2 to R
2. A possible solution

is presented in appendix B.

4.1. Average packet delay

A classic metric to evaluate the performance of data systems
is the average packet delay, i.e., the average time elapsed be-
tween the arrival of a new data packet in the system and its
departure. Denoting by Di,t the average delay experienced
by a packet generated by node (i, t), we define the average
delay of the system as follows

D =
∑N

i=1
∑

t=M,S Di,tGi,t

G
, (16)

where G is the total offered traffic, given by G = T ×∑N
i=1

∑
t=M,S λi,t . The expressions of Di,t for each one of

the three polling strategies considered are derived in the fol-
lowings subsections.

4.1.1. PRR
As previously observed, the PRR case does not require any
further investigation. From the literature, we have that the
average delay experienced by a packet arriving at queue (i, t),
given that the number of packet waiting in the queue when the
node gets the token is bi,t , can be expressed as [6]:

Di,t = bi,t

λi,t

− NT + T .

4.1.2. GRR
In the gated case, the delay analysis is a typical random look
problem. Applying EPA, however, we can simplify the analy-
sis by approximating the expected values of the system para-
meters by the values they take at the equilibrium. Let τ be
the arrival epoch of a generic packet at node (i, t), in a given
cycle. Furthermore, let TC be the time duration of the polling
cycle. The delay experimented by the packet before being
processed turns out to be

di,t = TC − τ + 2T · Ni,t (τ ) + T .

Taking expectations,

Di,t = E[TC] − E[τ ] + 2T λi,tE[τ ] + T .
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Since the arrivals are uniformly distributed in [0, TC), we
have that E[τ ] = E[TC]/2, and, hence, we get:

Di,t = T + E[TC] · (0.5 + T λi,t ). (17)

On the basis of the previous observation, we can replace
the expectation of TC with the value T

(eq)
C it takes at the

equilibrium point. This value, in turn, is given by T
(eq)
C =∑N

i=1 S(i)
(eq) + rN , where r is the walk time. Operating

these substitutions, we get

Di,t = T +
(

N∑
i=1

S(i)(eq) + rN

)
· (0.5 + T λi,t ), (18)

where S(i)(eq) is given by (9).

4.1.3. ERR
In order to evaluate the mean packet delay for the exhaustive
case, we use the same approach applied to the gated disci-
pline. In this case, however, we have to distinguish two pos-
sibilities, namely packets arriving during service and during
vacation periods.

Let us start considering the first situation, i.e., packets ar-
riving during the service phase. On the basis of our defini-
tion of the exhaustive service policy, the service phase ends
when both the master and slave queues are empty and, thus, a
POLL-NULL cycle takes place. The service period for each
queue can, then, be divided into two regions. The first region,
whose length is denoted by Sa , extends from the beginning
of the service period to the epoch when the queue is emptied
for the first time. Then the queue enters the second region,
of length Sb, in which it behaves like a statistical multiplexer
with service time 2T . Let us now consider a packet arriving
τ1a seconds after the beginning of the service phase of the
node (i, t), with τ1a < Sa . This packet undergoes a delay di,t
equal to the time needed to get rid of all the packets in queue
at the arrival epoch, plus the time T to serve the packet itself.
Hence, we have

d
(1a)
i,t = 2T · (xi,t (l) + Ni,t (τ1a)

)− τ1a + T , (19)

where, as usual, xi,t (l) is the number of packets buffered in
the queue when it gets the token and Ni,t (τ1a) denotes the
number of arrivals between the beginning of the service phase
and the arrival we consider. Taking expectations, we get

D
(1a)
i,t = 2T

(
E
[
xi,t (l)

]+ λi,tE[τ1a]
)− E[τ1a] + T . (20)

Assuming the arrivals are uniformly distributed, we may set

E[τ1a] = E[Sa(i)]
2

.

Thus, we get

D
(1a)
i,t = 2TE

[
xi,t (l)

]+ E
[
Sa(i)

]2T λi,t − 1

2
+ T , (21)

which gives the average delay of a packet arriving at node
(i, t) during the first region of the service period.

Now, let us consider a packet arriving τ1b seconds after the
queue enters in the second region. The average delay of the
packet, in this case, can be easily calculated by exploiting the
well known PASTA theorem [10], which offers

D
(1b)
i,t = T + 2T

1 − 2T λi,t

= T (3 − 2T λi,t )

1 − 2T λi,t

. (22)

Finally, let us consider a packet that arrives during the va-
cation period. Let τ2 be the arrival epoch with respect to the
end of the previous service phase for the corresponding node.
In other words, we assume the packet arrives τ2 seconds af-
ter the node has released the token. Denoting by S the ser-
vice time of the link and by Ni,t (τ2) the number of packets
generated from the end of service period to the packet arrival
considered, we can express the delay the packet undergoes as

d
(2)
i,t = TC − S − τ2 + 2T · Ni,t (τ2) + T . (23)

Taking expectations, we obtain

D
(2)
i,t = E[TC] − E[S] − E[τ2](1 − 2T λi,t ) + T . (24)

Assuming, once again, the uniform distribution of arrivals, we
get

E[τ2] = E[TC] − E[S]
2

. (25)

Substituting (25) in (24), we come to the final expression

D
(2)
i,t = (

E[TC] − E[S])1 + 2T λi,t

2
+ T . (26)

In short, we have partitioned the service cycle into three
regions. Then, we have derived the average packet delay for
packets arriving in each of such regions. The overall aver-
age delay for the ERR discipline is given by the weighted
sum of these three contributions. We weight each contri-
bution proportionally to the duration of the corresponding
region with respect to the average service cycle duration.
As usual, we approximate the expectations with the equilib-
rium values, i.e., E[xi,t (l)] is replaced by bi,t and E[TC] by

T
(eq)
C = ∑N

i=1 S(i)
(eq) + Nr , where S(i)(eq) can be derived

as explained in appendix A.
Furthermore, we have

Sa(i, t)
(eq) = 2T · bi,t

1 − 2T λi,t

,

Sb(i, t)
(eq) = S(i)(eq) − Sa(i, t)

(eq).

Then, the average delay for the ERR policy can be estimated
as

Di,t = Sa(i, t)
(eq)D

(1a)
i,t + Sb(i, t)

(eq)D
(1b)
i,t

T
(eq)
C

+ (T
(eq)
C − S(i)(eq))D

(2)
i,t

T
(eq)
C

, (27)
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4.2. Channel utilization

In wireless system, bandwidth is a scarce resource and, hence,
it is of vital importance to fully exploit the available band-
width. The time division duplex (TDD) architecture of Blue-
tooth systems makes impossible to fulfil this requirement in
the case of strongly asymmetric traffic. (An example may be
a multicasting in a conference room, where downlink traffic
only is present). Hence, a metric of great interest is the so-
called channel utilization parameter, defined as the average
percentage of slots occupied by data packets. The channel
utilization parameter, which will be denoted by η, may be ob-
tained by the ratio of the total number of data packets sent dur-
ing a service cycle and the cycle duration expressed in slots.
At the equilibrium point, after some algebra, we come to the
followings approximate expressions for the channel utiliza-
tion parameter in the three cases considered:

η(PRR)= T

N∑
i=1

∑
t=M,S

λi,t ,

η(GRR)=
∑N

i=1
∑

t=M,S bi,t

2N + 2 ·∑N
i=1 max{bi,M, bi,S} ,

η(ERR)=
∑N

i=1
∑

t=M,S bi,t + λi,t · S(i)(eq)

2N + (1/T )
∑N

i=1 S(i)
(eq)

.

Note that, in the previous expressions, the walk time has been
set to 2T (POLL-NULL cycle).

4.3. Fairness

The fairness for wireless networks can be defined in many
different ways [18]. Nevertheless, the literature still lacks to
give a unique and widely accepted definition for the fairness.
Basically, the fairness can be intended in two ways: a net-
work can be fair in terms of bandwidth allocated to each user
(the more the traffic, the more the bandwidth) or in terms of
the delay experienced by a packet. (Note that, under the as-
sumption of independence of the arrival processes, the delay
one packet undergoes depends only on the source and not on
the destination.) If we focus on the delay (which is meaning-
ful since, in real networks, we often want to ensure a given
Quality of Service), we can proceed as follows.

We assume that, in a “perfectly fair” network, each queue
experiences the same average packet delay. The rational be-
hind this assumption is the following [6]. We consider a sort
of deus ex machina, which knows the instantaneous state of
the queues at each time and schedules all the packets in a
FIFO manner, independently of where they are originated. It
is, then, trivial to understand that, in such a situation, each
link undergoes the same average packet delay, which, in turn,
gives a sort of theoretical validation of our choice.

In order to formalize this intuitive definition of fairness,
we introduce the following parameter:

D̃ = 1

2N

N∑
i=1

∑
t=M,S

Di,t ,

where Di,t gives the average delay experimented by packets
generated at node (i, t), as defined in section 4.1. Comparing
D̃ with the average system delay D, given by (16), we can
note that the two parameters trivially coincide for balanced
systems, while, in general, they are different. A measure of
fairness can, hence, be given in terms of the covariance of
the delay vector $ = (1/T ) · [D1,M,D1,S, . . . ,DN,S ]. In
symbols, the delay covariance is given by

C = 1

2N

N∑
i=1

∑
t=M,S

(
Di,t − D̃

T

)2

,

and, thus, the fairness index can be expressed as

F = 1

1 + C
. (28)

5. Simulation results

To validate the results of our analysis, a simulator has been
implemented on the OPNET software platform. We consider
three scenarios that, on the one hand, are representatives of
relevant situations for a WPAN and, on the other hand, offer
significant insight into the disciplines behavior. In the first
two scenarios, we consider a piconet consisting of three active
slaves, i.e., three connections (N = 3), while in the third
scenario we refer to a full piconet (N = 7).

In scenario 1, two connections are asymmetric, with traf-
fic flowing from master to slave (down-link) only, so that
λ1,MT = λ2,MT = 0.01, while λ1,S = λ2,S = 0. The third
connection, instead, carries balanced traffic, λ3,M = λ3,S ,
and the load is increased till the system approaches saturation.
Figure 1 reports the theoretical (continuous lines) and simula-
tion (markers) results for the three polling strategies, in terms
of average delay. A first evidence from the graph is the fairly
good match shown by simulation and analytical curves, which
proves the accuracy of the mathematical method proposed.
Consequently, we evaluate the channel utilization parame-
ter and fairness as functions of the offered traffic by means
of the theoretical analysis only. The curves obtained are re-
ported in figures 2 and 3, respectively. The second scenario
is similar to the former, but for the third connection, which
is assumed to be completely asymmetric, with traffic flow-
ing in the down-link direction only. Hence, we set λ3,S = 0,
while λ3,M is increased till the system approaches instabil-
ity. The results, in terms of average packet delay, channel
utilization and fairness are reported in figures 4, 5 and 6, re-
spectively.

We note that, as far as delay is concerned, ERR clearly
outperforms GRR that, in turn, behaves better than PRR. Pure
Round Robin seems to be a good choice at low traffic loads,
but it quickly reaches the stability limit, making it not suit-
able for bandwidth-demanding services. Gated Round Robin
shows good performances both in terms of fairness and chan-
nel utilization, but the average delay increases dramatically
as the system approaches stability limit. Exhaustive Round
Robin shows the best overall performance in terms of delay,
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Figure 1. Average packet delay, scenario 1.

Figure 2. Channel utilization, scenario 1.

Figure 3. Measure of fairness, scenario 1.

Figure 4. Average packet delay, scenario 2.

Figure 5. Channel utilization, scenario 2.

Figure 6. Measure of fairness, scenario 2.
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Figure 7. Average packet delay, scenario 3.

and has been proved to attain good fairness in the asymmetric
case, while showing a remarkable performance worsening in
the balanced case. This is essentially due to the channel cap-
ture problem, which, moreover, may cause serious problems
when Quality of Service (QoS) requirements are considered.
Thus, exhaustive-based schemes seem to be the best choice
for increasing performance in a Bluetooth piconet, but par-
ticular attention has to be paid in the design of mechanisms
able to keep fairness while retaining the good performance
attained.

In the third scenario, we considered a full piconet (N = 7),
which models a typical multicast situation. Only down-link
traffic is present and the load is equally shared among the
slaves (λi,S = 0 ∀i, λi,M = λj,M ∀i, j ). Figure 7 reports the
delay curves for this case. We can note that there is no re-
markable difference among the three disciplines considered.
The same observation could be made for the channel utiliza-
tion and fairness curves, which have been omitted due to their
scarce significance.

From the situations analyzed, we can draw some general
considerations on the behavior of the studied algorithms. In
the balanced case, which is usually considered in the litera-
ture (e.g., [3]), the three polling schemes achieve, roughly,
equal performance. On the contrary, when the traffic load is
strongly unbalanced, which is a likely situation to take place
in WPANs, GRR and ERR policies clearly outperform basic
PRR, both in terms of average packet delay and channel uti-
lization. As far as fairness is considered, we notice that the
intuitive mind of PRR being the most fair protocol is far from
reality in some notable cases.

6. Conclusion

In this paper we have presented an analytical approach to per-
formance evaluation of Bluetooth polling schemes. Under the
assumption of independent Poisson arrivals, we have devel-
oped a Markovian model of the system that we have studied
at the equilibrium point. The results obtained by the theoret-

ical analysis have been validated through extensive computer
simulations, for three different scenarios.

Two subjects seem to be of great interest for future work.
The first is the study of semi-exhaustive policies, able to keep
the low average delay shown by ERR, while attaining a higher
degree of fairness. The second is the design of new polling
schemes, able to adapt dynamically to the variation of the traf-
fic conditions in order to satisfied QoS requirements.

Appendix A. Depletion time of a master–slave couple

In order to solve (15) we need to calculate the expected link
service time for the exhaustive discipline, given the initial
state of the master and slave queues. As previously noted,
it coincides with the average depletion time of a master–slave
couple, given the initial queues condition. We define the ran-
dom vector s(k) = (xM(k), xS(k)) as the state of the master–
slave couple at the kth iteration. (We assume that k = 0 cor-
responds to the moment the couple enters the service phase.)
Trivially, the Pollaczeck–Khinchine equation [10] holds and
the system is Markovian (as long as the couple is in service).
Moreover, if the system is stable, i.e., condition (14) holds,
the chain is ergodic and the complete statistics of the deple-
tion time can be computed by means of standard methods [9].

Let τsisj be the time that the system takes to enter, for the
first time, the state sj , starting from the state si . Once defined
the states s1 = (i1, i2) and s2 = (0, 0), we need to find the
expectation of τs1s2 , i.e., τ s1s2 = E[τs1s2]. In order to compute
this expected value, we resort to a well-known mathematical
expedient [9]. We define a bijective function ϕ(·) that maps
the two-dimensional state space of the Markov chain into a
subset of N, such that ϕ(s2) = 0. In practice, the function
induces a numbering of the states of the Markov chain. Let
� be the transition probability matrix (t.p.m.) of our system,
such that ((i, j) is the one-step transition probability from
sx to sy , with ϕ(sx) = i and ϕ(sy) = j . Thus, for each
j ∈ N, we have ((j, 0) = 1 − ∑

k �=0 ((j, k). Let π0 be
the first column of the matrix �, i.e., the one corresponding
to the state s2 = 0. Now, let us consider the reduced t.p.m.
Q, obtained by replacing the first column and the first row of
� with zeros. Note that this corresponds to transform s2 into
an absorbing state. In a few passages we get the following
relation:

(I − Q)−1 · π0 = w, (A.1)

where w = [1 . . .1]′. Denoting with φi(z) the probability
generating function of τi,0, that is, the time the system takes
to enter the state s2 = 0 starting from s1 = i, we get that

τ i,0 = dφi(z)

dz

∣∣∣∣
z=1

.

Collecting in the vector �(z) = [φ1(z), . . . , φN−1(z)]′, we
finally get [9]:
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τ 0 =


τ 1,0
τ 2,0
...

τN−1,0

 = d�(z)

dz

∣∣∣∣
z=1

= (I − Q)−1w. (A.2)

Appendix B. Interpolation of a function from N
2 to R

2

In this section we propose a method for extending a func-
tion from N × N to R × R in such a way that the resulting
function is continuous. Let p = (x, y) be a generic point in
the positive quadrangle of the real plane. We associate to p

four points in the integer lattice, defined as p1 = (�x�, �y�),
p2 = (�x�, �y�), p3 = (�x�, �y�), p4 = (�x�, �y�), where
the symbols �·� and �·� denote the ceiling and floor functions,
respectively. The points p1, p2, p3, p4 are the vertices of a
unitary square that contains p. Let us denote by zi = f (pi)

the value our function takes on point pi , and by di the Euclid-
ean distance between p and pi . We want to find the z that
minimizes the function g(z), defined as

g(z) =
4∑

i=1

(z − zi)
2

d2
i

. (B.1)

Note that, the choice of the function g(z) is somehow arbi-
trary. However, our choice seems reasonable and lends itself
to a straightforward analysis. After a few passages, we derive
the value of z which minimizes (B.1), given by

z =
∑4

i=1 zi/d
2
i∑4

i=1 1/d2
i

.

It is easy to verify that our function can be extended by conti-
nuity on the points zi , leading to a continuous function de-
fined on R

2+. In general, this may not be enough for our
aims, since the numerical solution of the system requires a
function defined on R

2, as previously stated. Hence, we as-
sociate to each p = (x, y) ∈ R

2 a point p̃ ∈ R
2+, defined as

p̃ = (max{x, 0},max{y, 0}). Applying the same reasoning to
p̃, we are done.
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